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Abstract. In this paper we are concerned with a class of stochastic Volterra integro-differential problems with completely monotone kernels, where we assume that the noise enters the system when we introduce a control. We start by reformulating the state equation into a semilinear evolution equation which can be treated by semigroup methods. The application to optimal control provides other interesting results and requires a precise description of the properties of the generated semigroup.

The first main result of the paper is the proof of existence and uniqueness of a mild solution for the corresponding Hamilton-Jacobi-Bellman (HJB) equation. The main technical point consists in the differentiability of the BSDE associated with the reformulated equation with respect to its initial datum $x$.

1. Introduction. Stochastic Volterra equations represent interesting models for stochastic dynamic systems with memory. They appear naturally in many areas of mathematics such as integral transforms, transport equations, functional differential equations and so forth, and they also appear in applications in biology, physics and finance. For a detailed exposition on applications of Volterra integral equations, we refer to [4, 29] and [42, 43], the first two dealing with deterministic equations only.

In this paper we are concerned with the following optimal control problem for an infinite dimensional stochastic integral equation of Volterra type on a separable Hilbert space $H$:

$$\begin{cases}
\frac{du}{dt} + \int_{t}^{\infty} a(t-s)u(s)ds = Au(t) + f(t,u(t)) \\
\quad + g[r(t,u(t),\gamma(t)) + \dot{W}(t)], \quad t \in [0,T] \\
u(t) = u_0(t), \quad t \leq 0.
\end{cases} \tag{1}$$

In the above equation $W(t), \ t \geq 0$ is a cylindrical Wiener process defined on a suitable probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t\geq0}, \mathbb{P})$ (whose properties will be specified later) with values in a (possibly different) Hilbert space $\Xi$; the unknown $u(\cdot)$, representing...
the state of the system, is an $H$-valued process. Also, we model the control by the predictable process $\gamma$ with values in some specified subset $U$ (the set of control actions) of a third Hilbert space $U$.

The kernel $a$ is completely monotonic, locally integrable and singular at 0; $A$ is a linear operator which generates an analytical semigroup; $g$ is bounded linear mapping from $\Xi$ into $H$ and $r$ is a bounded Borel measurable mapping from $[0, T] \times H \times U$ into $\Xi$. We notice that the control enters the system together with the noise.

The optimal control that we wish to treat in this paper consists in minimizing a cost functional of the form

$$J(u_0, \gamma) = \mathbb{E} \int_0^T l(t, u(t), \gamma(t))dt + \mathbb{E}(\phi(u(T))),$$

where $l$ and $\phi$ are given real-valued functions.

We adopt the semigroup approach based on the complete monotonicity of the kernel as been initiated in [19, 39] and recently developed for the stochastic case in [6, 8, 9]. Within this approach, equation (1) is reformulated into an abstract stochastic evolution equation without memory on a different Hilbert space $X$. Namely, we rewrite equation (1) as

$$\begin{cases}
    dx(t) = Bx(t)dt + (I - B)Pf(t, Jx(t))dt \\
    + (I - B)Pg(r(t, Jx(t), \gamma(t)))dt + dW(t)
\end{cases}$$

Here $B$ is the infinitesimal generator of an analytic semigroup $e^{tB}$ on $X$. $P : H \to X$ is a linear mapping which acts as a sort of projection into the space $X$. $J : D(J) \subset X \to H$ is an unbounded linear functional on $X$, which gives a way going from $x$ to the solution to problem (1). In fact, it turns out that $u$ has the representation

$$u(t) = \begin{cases}
    Jx(t), & t > 0, \\
    u_0(t), & t \leq 0.
\end{cases}$$

For more details, we refer to the original papers [6, 32].

Further, the optimal control problem, reformulated into the state setting $X$, consists in minimizing the cost functional

$$J(x, \gamma) = \mathbb{E} \int_0^T l(t, Jx(t), \gamma(t))dt + \mathbb{E}(\phi(Jx(T)))$$

(where the initial condition $u_0$ is substituted by $x$ and the process $u$ is substituted by $Jx$). It follows that $\gamma$ is an optimal control for the original Volterra equation if and only if it is an optimal control for that state equation (3).

We notice that equation (3) has unbounded coefficients. Similar stochastic problems are present in literature (see [18, 9, 16, 37, 44]), also in connection with optimal control. Usually, they arise in a wide variety of applications in physical problems, see the monograph [29, 46] or the papers [1, 47, 14] for some examples, in interacting biological populations and harvesting problems and in problems in mathematical finance. For instance, an example of physically realistic situation which we have in mind is the control of a fluid in the context of thermo-dynamic or fractional diffusion-wave equations.

Our purpose is not only to prove existence of optimal controls, but mainly to characterize them by an optimal feedback law. In other words, we wish to perform
Bellman equation (HJB) for short allows to construct the optimal feedback law. Then we prove that such a solution is the value function of the control problem and allows to construct the optimal feedback law.

We focus our attention on the following (formally written) Hamilton-Jacobi-Bellman equation (HJB) for short

\[
\begin{aligned}
&\frac{\partial}{\partial t}v(s, x) + \mathcal{L}_s[v(s, \cdot)](x) = \psi(s, x, \nabla v(s, x)(I - B)Pg) \\
v(T, x) = \phi(x),
\end{aligned}
\]  

(4)

where \(\mathcal{L}_s\) is the infinitesimal generator of the Markov semigroup corresponding to the process \(x\)

\[
\mathcal{L}_s[h](x) = \frac{1}{2} \text{Tr}[(I - B)Pg\nabla^2 h(x)g^* (I - B)^*] + \langle Bx + (I - B)Pf(t, Jx), \nabla h(x) \rangle.
\]

We formulate the equation (4) in a mild sense. Setting \(\{P_s, \cdot\} : 0 \leq s \leq t\), to be the Markov semigroup corresponding to the process \(x\), we seek a function \(v\) verifying the following variation of constants formula:

\[
v(s, x) = P_{s,t}[\phi](x) - \int_s^T P_{r,s} \{\psi(r, \cdot, [\nabla v(I - B)](r, \cdot)Pg\}(x) \, dr.
\]  

(5)

We solve this equation using a method based on a system of forward-backward stochastic differential equations. In our case, this is given by the forward equation (3) and the backward equation

\[
\begin{aligned}
dY(s) &= \psi(s, x(s, t, x), Z(s))ds + Z(s)dW(s), \quad s \in [t, T], \\
Y(T) &= \phi(x(T, s, x))
\end{aligned}
\]  

(6)

where \(\psi\) is the Hamiltonian function of the control problem, defined in terms of \(l\) and \(r\), while \(x(s, t, x)\) stands for the solution of equation (3) starting at time \(t\) from \(x \in X\). It is classical that, under suitable assumption on \(l\), \(r\) and \(\phi\), problem (6) admits a unique solution. Now if we set \(v(t, x) = Y(t)\), then \(v(t, x)\) is the unique mild solution to the equation (4).

We notice that the formula (5) requires \(v\) to be Gâteaux differentiable and \(\nabla v(t, x(t))(I - B)Pg\) to be well-defined. As we will see, to prove these facts, the crucial point is to show that we can give a meaning to \(\nabla v(t, x(t))(I - B)Pg\) and to identify it with the process \(Z\) coming from the BSDE (6) associated with the control problem. In fact we recall that \(P\) acts from \(H\) into the real interpolation space \(X_\theta := (X, D(B))_{\theta,2}\) and it turns out that \(Pg\) does not belong to \(D(B)\) but only to \(X_\theta\), for suitable \(\theta \in (0,1)\). Hence we are forced to prove that the map \((t, x, h) \mapsto \nabla v(t, x)(I - B)^{1-\theta}h\) extends to a continuous map on \([0, T] \times X \times X\). To do that, we start by proving that this extra regularity holds, in a suitable sense, for the forward equation (3) and then it is conserved if we differentiate (in Gâteaux sense) the backward equation with respect to the process \(x\).

On the other hand, showing first that \(x(.; t, x)\) is regular in Malliavin sense, we can prove that if the map \((t, x, h) \mapsto \nabla v(t, x)(I - B)^{1-\theta}h\) extends to a continuous function on \([0, T] \times X \times X\) then the processes \(t \mapsto v(t, x(t; s, x))\) and \(W\) admit joint quadratic variation in any interval \([s, T]\) and this is given by \(\int_s^T \nabla v(r, x(r; s, x))Pf \, dr\). Then we proceed exploiting the characterization of \(\int_s^T Z(r)dr\) as joint
quadratic variation between $Y$ and $W$ in $[s, \tau]$. As a consequence, the identification between $Z$ and $\nabla v(t, x)(I - B)Pg$ follows by the definition of $v$.

Once the HJB equation has been solved, we can come back to the control problem and show that the solution of (4) is the value function, that is to say, it realizes the average minimal cost “paid” by the system starting at time $t$ in $x$. More precisely, $v$ satisfies the so-called fundamental relation:

$$ J(x, \gamma) = v(0, x) + \mathbb{E} \int_0^T \left[ -\psi(s, x(s), \nabla v(s, x(s))(I - B)Pg) \\
+ \nabla v(s, x(s))(I - B)Pg r(s, Jx(s), \gamma(s)) + l(s, Jx(s), \gamma(s)) \right] ds. \quad (7) $$

From the last relation, we are be able to construct the optimal feedback law. In fact, equality (7) immediately implies that for every admissible control $\gamma$ and any initial datum $x$, we have $J(x, \gamma) \geq v(0, x)$ and $\gamma$ is optimal if and only if the following feedback law holds:

$$ \psi(t, x^\gamma(t), \nabla v(t, x^\gamma(t))(I - B)Pg) \\
= \nabla v(t, x^\gamma(t))(I - B)Pg r(t, Jx^\gamma(t), \gamma(t)) + l(t, Jx^\gamma(t), \gamma(t)) $$

where $x^\gamma$ is the trajectory starting at $x$ and corresponding to the control $\gamma$ (see Corollary 3).

The present paper is a first step of our program. Indeed, we consider a stochastic optimal control problem on finite horizon and under non degeneracy assumptions on the diffusion coefficient $g$. Further, we suppose that $r$ and $l$ are Borel measurable $\Xi$-valued functions sufficiently smooth in order that the Hamiltonian $\psi$ is Lipschitz continuous with respect to $\gamma$. In this way the corresponding BSDE has sublinear growth in the variable $Z$ and can be exploited, e.g., using the techniques developed in Fuhrman and Tessitore [27] or Confortola and Briand [10].

In the present article we consider a cost with linear growth, but more general situations can be treated, for instance the case of a cost functional with quadratic growth. In such case, the hamiltonian function associated to the control problem would have a quadratic growth and the synthesis of the control problem could be obtained in similar way by using the result on BSDEs with quadratic generator.

W also stress that an optimal control problem for stochastic Volterra equations is treated in [9], where the drift term of the equation has a linear growth on the control variable, the cost functional has a quadratic growth, and the control process belongs to the class of square integrable, adapted processes with no bound assumed on it. The substantial difference, in comparison with the cited paper, consists in the fact that, at our knowledge, our paper is the first attempt to study existence and uniqueness of solutions for the (HJB) equation corresponding to the Volterra equation (1) and characterize the optimal control by a feedback law.

The paper is organized as follows: the next section is devoted to notations; in Section 3 we transpose the problem in the infinite dimensional framework; in Section 4 we establish the existence result for the uncontrolled equation, while in Section 5 we study the controlled system. In section 6 we consider the regularity of the uncontrolled solution, in particular in the sense of Malliavin, while in Section 7 we will study the BSDE associated to the problem. Finally, in Section 8 we will exploit the corresponding (HJB) equation in order to construct an optimal feedback and an optimal control (see, to this end, Section 9).
2. \textbf{Notations and main assumptions.} The norm of an element \(x\) of a Banach space \(E\) will be denoted by \(|x|_E\) or simply \(|x|\) if no confusion is possible. If \(F\) is another Banach space, \(L(E,F)\) denotes the space of bounded linear operators from \(E\) to \(F\), endowed with the usual operator norm.

The letters \(\Xi, H, U\) will always denote Hilbert spaces. Scalar product is denoted \(<\cdot, \cdot>\), with a subscript to specify the space, if necessary. All Hilbert spaces are assumed to be real and separable.

By a cylindrical Wiener process with values in a Hilbert space \(\Xi\), defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), we mean a family \((W(t))_{t \geq 0}\) of linear mappings from \(\Xi\) to \(L^2(\Omega)\), denoted \(\xi \mapsto \langle \xi, W(t) \rangle\) such that

1. for every \(\xi \in \Xi, \((\langle \xi, W(t) \rangle)_{t \geq 0}\) is a real (continuous) Wiener process;
2. for every \(\xi_1, \xi_2 \in \Xi\) and \(t \geq 0\), \(E(\langle \xi_1, W(t) \rangle \langle \xi_2, W(t) \rangle) = \langle \xi_1, \xi_2 \rangle\).

\((\mathcal{F}_t)_{t \geq 0}\) will denote the natural filtration of \(W\), augmented with the family of \(\mathbb{P}\)-null sets. The filtration \((\mathcal{F}_t)_{t \geq 0}\) satisfies the usual conditions. All the concepts of measurability for stochastic processes refer to this filtration. By \(\mathcal{B}(\Gamma)\) we mean the Borel \(\sigma\)-algebra of any topological space \(\Gamma\).

In the sequel we will refer to the following class of stochastic processes with values in an Hilbert space \(K\):

1. \(L^p(\Omega; L^2(0,T;K))\) defines, for \(T > 0\) and \(p \geq 1\), the space of equivalence classes of progressively measurable processes \(y: \Omega \times [0,T) \rightarrow K\), such that

\[
|y|_{L^p(\Omega; L^2(0,T;K))}^p := \mathbb{E} \left[ \int_0^T |y(s)|_K^2 \, ds \right]^{p/2} < \infty.
\]

Elements of \(L^p(\Omega; L^2(0,T;K))\) are identified up to modification.

2. \(L^p(\Omega; C([0,T]; K))\) defines, for \(T > 0\) and \(p \geq 1\), the space of equivalence classes of progressively measurable processes \(y: \Omega \times [0,T) \rightarrow K\), with continuous paths in \(K\), such that the norm

\[
|y|_{L^p(\Omega; C([0,T]; K))}^p := \mathbb{E} \left[ \sup_{t \in [0,T]} |y(t)|_K^p \right]
\]

is finite. Elements of \(L^p(\Omega; C([0,T]; K))\) are identified if they are indistinguishable.

We also recall notation and basic facts on a class of differentiable maps acting among Banach spaces, particularly suitable for our purposes (we refer the reader to Fuhrman and Tessitore [27] or Ladas and Lakshmikantham [35, Section 1.6] (1970) for details and properties). Let now \(X, Y, V\) denote Banach spaces. We say that a mapping \(F: X \rightarrow V\) belongs to the class \(\mathcal{C}^1(X,V)\) if it is continuous, Gâteaux differentiable on \(X\), and its Gâteaux derivative \(\nabla F: X \rightarrow L(X,V)\) is strongly continuous.

The last requirement is equivalent to the fact that for every \(h \in X\) the map \(\nabla F(\cdot)h: X \rightarrow V\) is continuous. Note that \(\nabla F: X \rightarrow L(X,V)\) is not continuous in general if \(L(X,V)\) is endowed with the norm operator topology; clearly, if it happens then \(F\) is Fréchet differentiable on \(X\). It can be proved that if \(F \in \mathcal{C}^1(X,V)\) then \((x,h) \mapsto \nabla F(x) h\) is continuous from \(X \times X\) to \(V\); if, in addition, \(G\) is in \(\mathcal{C}^1(V,Z)\) then \(G(F)\) is in \(\mathcal{C}^1(X,Z)\) and the chain rule holds: \(\nabla(G(F))(x) = \nabla G(F(x)) \nabla F(x)\). When \(F\) depends on additional arguments, the previous definitions and properties have obvious generalizations. In addition to the ordinary chain rule stated above,
a chain rule for the Malliavin derivative operator holds: for the reader convenience we refer to Section 6.1 for a brief introduction to this subject.

Moreover, we assume the following.

**Hypothesis 2.1.**
1. The kernel $a: (0, \infty) \to \mathbb{R}$ is completely monotonic, locally integrable, with $a(0+) = +\infty$. The singularity in 0 shall satisfy some technical conditions that we make precise in Section 3.
2. $A: D(A) \subset H \to H$ is a sectorial operator in $H$. Thus $A$ generates an analytic semigroup $e^{tA}$.
3. The process $(W(t))_{t \geq 0}$ is a cylindrical Wiener process defined on a complete probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, \mathbb{P})$ with values in the Hilbert space $\Xi$.
4. The function $f: [0, T] \times H \to H$ is measurable, for every $t \in [0, T]$ the function $f(t, \cdot): H \to H$ is continuously Gâteaux differentiable and there exist constants $L > 0$ and $C > 0$ such that
   \[
   |f(t, u) - f(t, v)| \leq L_f |u - v|, \quad t \in [0, T], \; u, v \in H; \\
   |f(t, 0)| + \|\nabla_u f(t, u)\|_{L^2(H)} \leq C, \quad t \in [0, T], \; u \in H
   \]
5. $g$ belongs to $L_2(\Xi, H)$, that is to the space of Hilbert-Schmidt operators from $\Xi$ to $H$, endowed with the Hilbert-Schmidt norm $||g||^2_{L_2(\Xi, H)} = \text{Tr}(gg^*)$.
6. The function $r: [0, T] \times H \times U \to \Xi$ is Borel measurable for a.e. $t \in [0, T]$ and there exists a positive constant $b_r > 0$ such that
   \[
   |r(t, u_1, \gamma) - r(t, u_2, \gamma)| \leq b_r |u_1 - u_2|, \quad u_1, u_2 \in H, \; \gamma \in U; \\
   |r(t, u, \gamma)\|_{\Xi} \leq b_r, \quad u \in H, \; \gamma \in U.
   \]

The initial condition satisfies a global exponential bound as well as a linear growth bound as $t \to 0$:

**Hypothesis 2.2.**
1. There exist $M_1 > 0$ and $\omega > 0$ such that $|u_0(t)| \leq M_1 e^{\omega t}$ for all $t \leq 0$;
2. There exist $M_2 > 0$ and $\tau > 0$ such that $|u_0(t) - u_0(0)| \leq M_2 |t|$ for all $t \in [-\tau, 0]$;
3. $u_0(0) \in H_{\varepsilon}$ for some $\varepsilon \in (0, 1/2)$, where $H_{\varepsilon} := (H, D(A))_{\varepsilon, 2}$ denotes the real interpolation space of order $\varepsilon$ between $A$ and $H$.

Concerning the functions $l$ and $\phi$ appearing in the cost functional we make the following general assumptions:

**Hypothesis 2.3.**
1. The functions $l: [0, T] \times H \times U \to \mathbb{R}$ and $\phi: H \to \mathbb{R}$ are Borel measurable;
2. There exist a positive constant $C$ such that for any $\gamma \in U$ the following bound is satisfied
   \[
   |l(t, u_1, \gamma) - l(t, u_2, \gamma)| \leq C(1 + |u_1| + |u_2|)|u_1 - u_2|, \quad u_1, u_2 \in H, \; \gamma \in U
   \]
   \[
   0 \leq |l(t, 0, \gamma)| \leq C.
   \]
3. There exists $L > 0$ such that, for every $u_1, u_2 \in H$ we have
   \[
   |\phi(u_1) - \phi(u_2)|_H \leq L\phi |u_1 - u_2|_H.
   \]
   Moreover, $\phi \in C^1(H, \mathbb{R})$.

We consider the following notion of solution for the Volterra equation (1).
Definition 2.4. We say that a process \( u = (u(t))_{t \geq 0} \) is a solution to equation (1) if \( u \) is an adapted, \( p \)-mean integrable \( (p \geq 1) \) continuous \( H \)-valued predictable process and the identity
\[
\int_{-\infty}^{t} a(t-s)(u(s), \zeta)_H ds = \langle \bar{u}, \zeta \rangle_H + \int_{0}^{t} \langle u(s), A^* \zeta \rangle_H ds
+ \int_{0}^{t} \langle f(s, u(s)), \zeta \rangle ds + \int_{0}^{t} \langle g r(s, u(s), \gamma(s)), \zeta \rangle_H ds + \langle gW(t), \zeta \rangle
\]
holds \( \mathbb{P} \)-a.s. for arbitrary \( t \in [0, T] \) and \( \zeta \in D(A^*) \), with \( A^* \) being the adjoint of the operator \( A \) and
\[
\bar{u} = \int_{-\infty}^{0} a(-s)u_0(s)ds.
\]

3. The analytical setting. A completely monotone kernel \( a : (0, \infty) \rightarrow \mathbb{R} \) is a continuous, monotone decreasing function, infinitely often derivable, such that
\[
(-1)^n \frac{d^n}{dt^n} a(t) \geq 0, \quad t \in (0, \infty), \quad n = 0, 1, 2, \ldots
\]
By Bernstein’s Theorem [46, pag. 90], \( a \) is completely monotone if and only if there exists a positive measure \( \nu \) on \( [0, \infty) \) such that
\[
a(t) = \int_{[0, \infty)} e^{-\kappa t} \nu(d\kappa), \quad t > 0.
\]
From the required singularity of \( a \) at \( 0^+ \) we obtain that \( \nu([0, +\infty)) = a(0^+) = +\infty \) while for \( s > 0 \) the Laplace transform \( \hat{a} \) of \( a \) verifies
\[
\hat{a}(s) = \int_{[0, +\infty)} \frac{1}{s + \kappa} \nu(d\kappa) < +\infty.
\]
We introduce the quantity
\[
\alpha(a) = \sup \left\{ \rho \in \mathbb{R} : \int_{c}^{\infty} s^{\rho-2} \frac{1}{\hat{a}(s)} ds < \infty \right\}
\]
and we make the following assumption:

Hypothesis 3.1. \( \alpha(a) > 1/2 \).

Remark 1. The function \( a(t) = e^{-\omega t}t^{\alpha-1} \), where \( \omega > 0 \), is an example of completely monotone kernel, with Laplace transform \( \hat{a}(s) = \Gamma[\alpha](\omega + s)^{-\alpha} \); an easy computation shows that \( \alpha(a) = 1 - \alpha \), hence we satisfy assumption 3.1 whenever we take \( \alpha \in (0, \frac{1}{2}) \).

Remark 2. It is known from the theory of deterministic Volterra equations that the singularity of \( a \) helps smoothing the solution. We notice that \( \alpha(a) \) is independent on the choice of \( c > 0 \) and this quantity describes the behavior of the kernel near \( 0 \); by this way we ensure that smoothing is sufficient to keep the stochastic term tractable.

Under the assumption of complete monotonicity of the kernel, a semigroup approach to a type of abstract integro-differential equations encountered in linear viscoelasticity was introduced in [19] and extended to the case of Hilbert space valued equations in [6]. In order to simplify the exposition we quote from [6] the main result concerning the derivation of the state equation (3).
We will see that this approach allow us to treat the case of semilinear, stochastic integral equations; we start for simplicity with the equation
\[
\frac{d}{dt} \int_{-\infty}^{t} a(t-s)u(s) \, ds = Au(t) + \bar{f}(t), \quad t \in [0, T]
\]
\[
u
\]
where \(\bar{f}\) belongs to \(L^1(0, T; H)\) and \(u_0\) satisfies Hypothesis 2.2. A weak solution of equation (8) is defined as follows

**Definition 3.2.** We say that a function \(u \in L^1([0, T]; H)\) is a weak solution to equation (8) if
\[
\int_{-\infty}^{t} a(t-s)\langle u(s), \zeta \rangle_H \, ds = \langle \bar{\mu}, \zeta \rangle_H + \int_0^t \langle u(s), A^*\zeta \rangle_H \, ds + \int_0^t \langle \bar{f}(s), \zeta \rangle ds
\]
holds for arbitrary \(t \in [0, T]\) and \(\zeta \in D(A^*)\), with \(A^*\) being the adjoint of the operator \(A\) and
\[
\bar{\mu} = \int_{-\infty}^{0} a(-s)u_0(s) \, ds.
\]

In order to solve (8), we start from the following identity, which follows by Bernstein’s theorem:
\[
\int_{-\infty}^{t} a(t-s)u(s) \, ds = \int_{-\infty}^{t} \int_{[0, +\infty)} e^{-\kappa(t-s)} \nu(\kappa) u(s) \, ds = \int_{[0, +\infty)} \mathbf{x}(t, \kappa) \nu(\kappa) \, d\kappa
\]
where we introduce the state variable
\[
\mathbf{x}(t, \kappa) = \int_{-\infty}^{t} e^{-\kappa(s-t)} u(s) \, ds.
\]

Formal differentiation yields
\[
\frac{\partial}{\partial t} \mathbf{x}(t, \kappa) = -\kappa \mathbf{x}(t, \kappa) + u(t),
\]
while the integral equation (8) can be rewritten
\[
\int_{[0, +\infty)} (-\kappa \mathbf{x}(t, \kappa) + u(t)) \nu(\kappa) \, d\kappa = Au(t) + \bar{f}(t).
\]

Now, the idea is to use equation (10) as the state equation, with \(Bx = -\kappa \mathbf{x}(\kappa) + u\), while (11) enters in the definition of the domain of \(B\).

In the following we want to give a formal description of the arguments above by introducing the suitable state space \(X\) for \(\mathbf{x}(t, \cdot)\) and suitable operators.

**Definition 3.3.** Let \(X\) denote the space of all Borel measurable functions \(y : [0, +\infty) \to H\) such that the seminorm
\[
\|\tilde{y}\|_X^2 := \int_{[0, +\infty)} (\kappa + 1)|y(\kappa)|_H^2 \, d\kappa
\]
is finite.

We shall identify the classes \(y\) with respect to equality almost everywhere in \(\nu\).
Definition 3.4. We let the operator $Q : L^1((-\infty, 0]; H) \to L^\infty([0, +\infty); H, d\nu)$ be given by

$$x(0, \kappa) = Qu_0(\kappa) = \int_{-\infty}^{0} e^{-\kappa s} u_0(s) \, ds.$$  \hspace{1cm} (12)

The operator $Q$ maps the initial value of the stochastic Volterra equation in the initial value of the abstract state equation. Different initial conditions of the Volterra equation generate different initial conditions of the state equation. It has been proved in [6, Lemma 3.16] that $Q$ maps $L^1((-\infty, 0]; H) \cap L^\infty((-\infty, 0]; H)$ into $X$. In particular, Hypothesis 2.2 is necessary in order to have a greater regularity on the initial value of the state equation. In fact in this case [6, Lemma 3.16 (3)] shows that $Qu_0$ belongs to $X_\eta$ for $\eta \in (0, \frac{1}{2})$.

Remark 3. We stress that under our assumptions we are able to treat, for instance, initial conditions for the Volterra equation of the following form

$$u_0(t) = \begin{cases} 0, & t \in (-\infty, -\delta); \\ \bar{u}, & t \in [-\delta, 0] \end{cases}$$

provided $\bar{u}$ has a suitable regularity.

We introduce a rigorous definition for the leading operator of the reformulated state equation (11).

Definition 3.5. Let $x \in X$ and $u \in H$. We define the operators $\tilde{J} : D(\tilde{J}) \subset X \to X$ by

$$D(\tilde{J}) : = \left\{ x \in X : \exists u \in H s.t. \int_{[0, \infty)} \left( (\kappa + 1)|\kappa x(\kappa)| - u^2 \nu(d\kappa) \right) < +\infty \right\}$$

$$\tilde{J}x := u;$$

$B : D(B) \subset X \to X$

$$D(B) : = \left\{ x \in D(\tilde{J}) : \tilde{J}x \in D(A), \int_{[0, \infty)} -\kappa x(\kappa) + \tilde{J}x(\kappa) \nu(d\kappa) = A\tilde{J}x \right\}$$

$$(Bx)(\kappa) := -\kappa x(\kappa) + \tilde{J}x$$

and $P : H \to X$

$$(Pu)(\kappa) := \frac{1}{\kappa + 1} R(\hat{a}(1), A)u,$$

$R(\hat{a}(1), A)$ being the resolvent $R(\hat{a}(1), A) := (\hat{a}(1) - A)^{-1}$.

We quote from [6] the main result concerning the state space setting for stochastic Volterra equations in infinite dimensions and the properties of the linear operators introduced above.

Theorem 3.6 (State space setting). Let $A, a, W, \alpha(a)$ be as in Hypotheses 2.1 and 3.1; choose numbers $\eta \in (0, 1), \theta \in (0, 1)$ such that

$$\eta > \frac{1}{2} (1 - \alpha(a)), \quad \theta < \frac{1}{2} (1 + \alpha(a)), \quad \theta - \eta > \frac{1}{2}.$$  \hspace{1cm} (13)

Let $X, Q, B, \tilde{J}$ be defined as in Definition 3.3, 3.4 and 3.5. Then

1) the operator $B : D(B) \subset X \to X$ is a densely defined sectorial operator generating an analytic semigroup $e^{tB}$;
2) the operator $\tilde{J} : D(B) \to D(A)$ is onto and admits a unique extension $J$ as a continuous linear operator $J : X_\eta \to H$, where $X_\eta$ denotes the real interpolation space $X_\eta := (X, D(B))_{\eta,2}$.

3) the linear operator $P$ maps $H$ continuously into $X_\theta$.

Proof. The assertion of the theorem can be proved by following [6, Section 3].

Our idea is to rewrite the semilinear inhomogeneous integral equation (8) into an abstract evolution equation on the state space $X$, by using the linear operators introduced above. More precisely, equation (8) can be reformulated as

$$x'(t) = Bx(t)dt + (I - B)\tilde{f}(t), \quad t \geq 0$$
$$x(0) = Qu_0. \quad (14)$$

Since $B$ is the generator of an analytic semigroup in $X$, we can give a meaning to the solution of (14) in a mild sense as

$$x(t) = e^{(t-s)B}x(0) + \int_s^t e^{(t-\sigma)B}(I - B)\tilde{f}(\sigma)d\sigma. \quad (15)$$

In the following we will explore the relation between the abstract state space and Problem (8).

**Theorem 3.7.** We assume Hypotheses 2.1 (i-iii), 2.2, $\tilde{f} \in L_1^1(0,T;H)$ and let $X,Q,B,P$ be defined as in Definition 3.3, 3.4, 3.5 and $J$ as in Theorem 3.6 (ii); choose numbers $\eta \in (0,1)$, $\theta \in (0,1)$ such that

$$\eta > \frac{1}{2} (1 - \alpha(a)), \quad \theta < \frac{1}{2} (1 + \alpha(a)), \quad \theta - \eta > \frac{1}{2}.$$ 

Set $x = Qu_0$. If $x$ given by (15) is the solution in mild sense of the abstract Cauchy problem (14), then the following assertions hold:

1. $x(t) \in L^1_{loc}((0,\infty);X_\eta)$, thus $Jx(t)$ is well defined almost everywhere, and $Jx \in L^1_{loc}((0,\infty);H)$.

2. The function $u : [0,\infty) \to H$, defined by

$$u(t) = \begin{cases} u_0(t), & \text{if } t < 0, \\ Jx(t) & \text{if } t \geq 0, \end{cases} \quad (16)$$

is the unique weak solution of (8).

Proof. The result is a direct consequence of [6, Theorem 2.7]. We notice that in the aforementioned result the authors prove the existence and uniqueness of an integrated solution, which is, clearly also a weak solution (compare [6, Definition 2.6] and Definition 3.2 above).

It is remarkable that $B$ generates an analytic semigroup, since in this case we have at our disposal a powerful theory of optimal regularity results. In particular, besides the interpolation spaces $X_\theta$, we may construct the extrapolation space $X_{-1}$, which is the completion of $X$ with respect to the norm $\|x\|_{-1} := \|(B-I)x\|_X$.

Assume for simplicity that $B$ is of negative type with growth bound $\omega_0 > 0$ (otherwise, one may consider $B - \omega_0$ instead of $B$ in the following discussion). The semigroup $e^{tB}$ extends to $X_{-1}$ and the generator of this extension, that we denote $B_{-1}$, is the unique continuous extension of $B$ to an isometry between $X$ and $X_{-1}$. See for instance [20, Definition 5.4] for further details.
Remark 4. 1. In the sequel, we shall always denote the operator with the letter $B$, even in case where formally $B_{-1}$ should be used instead. This should cause no confusion, due to the similarity of the operators.

2. We notice that the interpolation spaces $X_{\gamma}, \gamma \in (0, 1)$ and the domains of fractional powers of $B$ are linked by the following inclusion

$$D((-B)^{\gamma+\varepsilon}) \subset X_{\gamma}, \varepsilon > 0,$$

(see [17, Proposition A.15]) Hence, if $x$ is any element of $X_{\gamma}, \gamma \in (0, 1)$, we can find sufficiently small $\varepsilon > 0$ such that

$$\|x\|_\gamma \leq \|x\|_{D((-B)^{\gamma+\varepsilon})} = \|(I - B)^{\gamma+\varepsilon}x\|_X.$$

We will frequently make use of the above inequality in the following, especially when we will need to prove that an element of $X$ is, instead in $X_{\gamma}$.

3. We notice that since $B - \omega_0$ is the infinitesimal generator of the analytic semigroup of contraction $(e^{-\omega_0 t}e^{tB})_{t \geq 0}$ on $X$ with $0 \in \rho(B - \omega_0)$ we have that $X_0 = (D(-B)^{\alpha})$ for any $\alpha \in (0, 1)$ and there exists $M > 0$ such that

$$\|(B - \omega_0)e^{-\omega_0 t}e^{tB}\|_{\mathcal{L}(X_\alpha, X_\alpha)} \leq Mt^{-1+\alpha-n}, \quad t \geq 0$$

Moreover, the norm in $X_0$ is equivalent to the norm $x \mapsto \|(B)^{\alpha}x\|_X$ on $D((-B)^{\alpha}).$ The above properties and estimate are well explained in [32, pgg. 23, 25 Theorems 1.4.27, Lemma 1.4.15, Corollary 1.4.30(ii)]. For more detail see also [36, pages 114, 97, 120, Theorems 4.3.5, 4.2.6, Corollary 4.3.12]. We assume, for simplicity, that $\omega_0 > -1$, so that the same estimate holds with $B - I$ instead of $B - \omega_0$, i.e.

$$\|(B - I)e^{tB}\|_{\mathcal{L}(X_\alpha, X_\alpha)} \leq M_T t^{-1+\alpha-n}, \quad t \in [0, T],$$

where $M_T$ is a positive constant depending only on $T$. In the next pages we will make use of this inequality frequently and of the equivalence between interpolation spaces and the domains of the fractional power of $B$, especially when studying the forward equation, its differentiability and the Malliavin regularity.

4. The state equation: Existence and uniqueness. In this section, motivated by the construction in Section 3, we shall establish existence and uniqueness result for the following stochastic controlled Cauchy problem on the space $X$ defined in Section 3:

$$\begin{aligned}
\{ &dx(t) = Bx(t)dt + (I - B)Pf(t, Jx(t))dt + (I - B)Pr(t, Jx(t), \gamma(t))dt + (I - B)Pg dW(t) \\
&x(s) = x_0 \in X_\eta. \end{aligned}$$

(17)

for $0 \leq s \leq t \leq T$ and initial condition $x \in X_\eta$, for $\eta > \frac{1}{2}(1 - \alpha(a))$. The above expression is only formal since the coefficients do not belong to the state space; however, we can give a meaning to the mild form of the equation:

Definition 4.1. We say that a continuous, $X_\eta$-valued, adapted process $x = (x(t))_{t \in [s, T]}$ is a (mild) solution of the state equation (17) if $\mathbb{P}$-a.s.,

$$\begin{aligned}
x(t) &= e^{(t-s)B}x_\eta + \int_s^t e^{(t-\sigma)B} (I - B)Pf(\sigma, Jx(\sigma))d\sigma \\
&\quad + \int_s^t e^{(t-\sigma)B} (I - B)Pr(\sigma, Jx(\sigma), \gamma(\sigma))d\sigma + \int_s^t e^{(t-\sigma)B} (I - B)Pg dW(\sigma).
\end{aligned}$$
Before proceeding with the existence and uniqueness result, we list relevant properties of the nonlinear term of the reformulated equation.

**Remark 5.** It follows directly by the properties of the nonlinear mappings \( f, r \) and the operator \( J \) that, under Hypothesis 2.1 the function \((t, x) \mapsto f(t, Jx)\) from \([0, T] \times X_\eta\) into \( H\) is measurable and it verifies the following estimates

\[
|f(t, Jx) - f(t, Jy)|_H \leq L_f \|J\|_{L(X_\eta; H)} \|x - y\|_\eta, \quad t \in [0, T], \ x, y \in X_\eta;
\]

\[
|f(t, J0)| \leq C, \quad t \in [0, T];
\]

\[
|r(t, Jx, \gamma) - f(t, Jy, \gamma)|_H \leq b_r \|J\|_{L(X_\eta; H)} \|x - y\|_\eta, \quad t \in [0, T], \ x, y \in X_\eta, \ \gamma \in \mathcal{U};
\]

\[
|r(t, Jx, \gamma)| \leq C, \quad t \in [0, T], \ x \in X_\eta.
\]

Moreover, for every \( t \in [0, T] \), \((t, x) \mapsto f(t, J(x))\) has a Gâteaux derivative at every point \( x \in X_\eta\); this is given by the linear operator on \( X_\eta\)

\[
\nabla x f(t, Jx)[h] = \nabla_u f(t, Jx)[Jh].
\]

Finally, the function \((x, h) \mapsto \nabla f(t, Jx)[h]\) is continuous as a map \( X_\eta \times X_\eta \to \mathbb{R} \) and \( \|\nabla f(t, Jx)[h]\|_\eta \leq C, \) for \( t \in [0, T], \ x \in X_\eta \) and a suitable constant \( C > 0 \).

Let us state the main existence result for the solution of equation (17).

**Theorem 4.2.** Under Hypothesis 2.1, 2.2, chosen \( \eta, \theta, p \) such that

\[
\eta > \frac{1}{2}(1 - \alpha(a)), \quad \theta < \frac{1}{2}(1 + \alpha(a)), \quad \theta - \eta > \frac{1}{2}, \quad \frac{1}{2} < \theta - \eta - \frac{1}{2}
\]

for an arbitrary predictable process \( \gamma \) with values in \( \mathcal{U} \) for every \( 0 \leq s \leq t \leq T \) and \( x \in X_\eta \), there exists a unique adapted process \( x \in L^p(\Omega, C([s, T]; X_\eta)) \) solution of (17). Moreover, the estimate

\[
\mathbb{E} \sup_{t \in [s, T]} \|x(t)\|^p_\eta \leq C(1 + \|x\|^p_\eta)
\]

holds for some positive constant \( C \) depending on \( T, p \) and the parameters of the problem.

**Proof.** The proof of the above theorem proceeds, basically, on the same lines as the proof of Theorem 3.2 in [8]. First, we define a mapping \( \mathcal{K} \) from \( L^p(\Omega; C([0, T]; X_\eta)) \) to itself by the formula

\[
\mathcal{K}(x)(t) := e^{(t-s)B} x + \Lambda(x)(t) + \Delta(x)(t) + \Gamma(t),
\]

where the second, third and last term in the right side of (19) are given by

\[
\Lambda(x)(t) = \int_s^t e^{(t-\tau)B}(I - B) Pf(\tau, Jx(\tau))d\tau
\]

\[
\Delta(x)(t) = \int_s^t e^{(t-\tau)B}(I - B) Pg r(\tau, Jx(\tau), \gamma(\tau))d\tau
\]

\[
\Gamma(t) = \int_s^t e^{(t-\tau)B}(I - B) Pg dW(\tau)
\]

Then, we will prove that the mapping \( \mathcal{K} \) is a contraction on \( L^p(\Omega; C([0, T]; X_\eta)) \) with respect to the equivalent norm

\[
\|x\|^p_\eta := \mathbb{E} \sup_{t \in [0, T]} e^{-\beta t} \|x(t)\|^p_\eta,
\]

where \( \beta > 0 \) will be chosen later. For simplicity we fix the initial time \( s = 0 \) and write \( \Lambda(t), \Delta(t) \) instead of \( \Lambda(x)(t), \Delta(x)(t) \).
We start by proving that $\Gamma$ is a well-defined mapping on the space $L^p(\Omega; C([0, T]; X_\eta))$ and to give estimates on their norm. The proof of this part is divided in two steps and is proved combining the classical factorization method by Da Prato and Zabczyk [17, Theorem 5.9] and the result in [16, Proposition A.1.1]. According to these results and taking into account Remark 4, we notice that the thesis is equivalent to the statement: $t \mapsto (I - B)^\eta \Gamma(t) \in L^p(\Omega; C([0, T]; X))$, for suitable $\varepsilon > 0$.

**Step 1.** For given $\gamma \in (0, 1)$ and $\eta \in (0, 1)$, the following identity holds:

$$e^{-\beta t} (I - B)^\eta \Gamma(t) = c_\gamma \int_0^t e^{-\beta(t-\tau)}(t - \tau)^{\gamma-1} e^{(t-\tau)B} y_\eta(\tau) \, d\tau$$

where $y_\eta$ is the process

$$y_\eta(\tau) = \int_0^\tau e^{-\beta\sigma}(\tau - \sigma)^{-\gamma} e^{-\beta(\tau - \sigma)} e^{(\tau - \sigma)B} (I - B)^{\eta + \varepsilon + 1} Pg \, dW(\sigma). \quad (23)$$

We notice that $y_\eta$ is a well-defined process with values in $X$. In fact, $g$ maps $\Xi$ into $H$ and $P$ maps $H$ into $X_\theta$ for arbitrary $\theta > \frac{1}{2} + \frac{\beta}{2}$. Moreover, since the semigroup $e^{tB}$ is analytic, $\theta > \eta$ and $\eta > \frac{1}{2}$, for each $t > 0$ the operator $e^{tB}(I - B)$ maps $X_\theta$ into $X_\eta$ and $(I - B)^{\eta + \varepsilon}$ is well-defined on $X_\eta$ (due to the inclusion in $D((I - B)^{\eta + \varepsilon})$).

As a consequence, there exists a constant $M$ such that for $t \in [0, T]$ the following estimates holds:

$$\|e^{tB}(I - B)\|_{L(X_\theta, X_\eta)} \leq M t^{\theta - \eta - 1};$$

$$\|(I - B)^{\eta + \varepsilon} x\|_X \leq M \|x\|_\eta, \quad x \in X_\eta.$$

We shall estimate the $L^p(\Omega; X)$-norm of this process:

$$\mathbb{E}[y_\eta(\tau)]^p = \mathbb{E} \left[ \int_0^\tau e^{-\beta\sigma}(\tau - \sigma)^{-\gamma} e^{-\beta(\tau - \sigma)} e^{(\tau - \sigma)B} (I - B)^{\eta + \varepsilon + 1} Pg \, dW(\sigma) \right]^p.$$

Proceeding as in [17, Lemma 7.2] this leads to

$$\mathbb{E}[y_\eta(\tau)]^p \leq C \left[ \int_0^\tau \|e^{(\tau - \sigma)B} (I - B)^{\eta + \varepsilon + 1} Pg (\tau - \sigma)^{-\gamma} e^{-\beta(\tau - \sigma)}\|^2_{L_2(\Xi, X)} \, d\sigma \right]^{p/2}.$$ 

hence

$$\|e^{(\tau - \sigma)B} (I - B)^{\eta + \varepsilon + 1} Pg\|_{L_2(\Xi, X)} \leq C (\tau - \sigma)^{\theta - 1 - \eta - \varepsilon} \|g\|_{L_2(\Xi, H)}$$

and the process $y_\eta$ is estimated by

$$\mathbb{E}[y_\eta(\tau)]^p \leq C \left( \int_0^\tau e^{-2\beta\sigma} \|g\|^2_{L_2(\Xi, H)} e^{-2\beta(\tau - \sigma)} (\tau - \sigma)^{-2(\gamma + 1 + \eta + \varepsilon - \theta)} \, d\sigma \right)^{p/2}.$$
We apply Young’s inequality to get
\[
\|y_\eta\|_{L^p_p(\Omega;L^p(0,T;X))}^p = \left(\mathbb{E} \int_0^T |y_\eta(\tau)|^p \, d\tau \right)^{1/p} 
\leq C \left[ \left( \int_0^T e^{-2\beta \sigma} \|g\|_{L^2(\Xi,H)}^2 \, d\sigma \right)^{2/p} \right]^{1/2} 
\cdot \left( \int_0^\infty e^{-\tau} (2\beta)^{1+2\gamma-2(\theta-\eta-\varepsilon)} \tau^{-2(\gamma+1+\eta+\varepsilon-\theta)} \, d\tau \right)^{1/2}
\]
where the last integral is obtained by a change of variables. Hence, for any \(\gamma+\varepsilon < (\theta-\eta) - 1/2\) (notice that we can always choose \(\gamma+\varepsilon \) small such that this holds) we obtain
\[
\|y_\eta\|_{L^p_p(\Omega;L^p(0,T;H))} \leq C_T (2\beta)^{1+\gamma+\varepsilon-(\theta-\eta-\varepsilon)} \left[ \int_0^T e^{-p\beta \sigma} \|g\|_{L^2(\Xi,H)}^p \, d\sigma \right]^{1/p}. \tag{24}
\]
Now, taking into account the assumptions on \(g\), we estimate the integral term above and we finally arrive at
\[
\|y_\eta\|_{L^p_p(\Omega;L^p(0,T;X))} \leq C(2\beta)^{1+\gamma-(\theta-\eta-\varepsilon)}. \tag{25}
\]
It follows that in particular \(y_\eta \in L^p(0,T;X)\), \(\mathbb{P}\)-a.s.

**Step 2.** In [16, Appendix A] it is proved that for any \(\gamma \in (0,1)\), \(p\) large enough such that \(\gamma - \frac{1}{p} > 0\), the linear operator
\[
R_\gamma \phi(t) = \int_0^t (t-\sigma)^{\gamma-1} e^{(t-\sigma)b} \phi(\sigma) \, d\sigma \tag{26}
\]
is a bounded operator from \(L^p(0,T;X)\) into \(C([0,T];X)\). Using this result in Step 1, the thesis follows.

In a similar (and easier) way it is possible to show that \(\Lambda(t)\) and \(\Delta(t)\) belong to \(L^p(\Omega,C([0,T];X_\eta))\) and moreover that the following estimates hold
\[
\mathbb{E} \left( \sup_{t \in [0,T]} e^{-\beta pt} \|\Lambda(t)\|_{\eta}^p \right)^{1/p} \leq C(L_f, \|J\|_T) \beta^{\eta+\varepsilon-\theta}(1 + \|x\|_\eta) \tag{27}
\]
\[
\mathbb{E} \left( \sup_{t \in [0,T]} e^{-\beta pt} \|\Delta(t)\|_{\eta}^p \right)^{1/p} \leq C(\|g\|_{L^2(\Xi,H)}, b_r, T) \beta^{\eta+\varepsilon-\theta}(1 + \|x\|_\eta), \tag{28}
\]
where \(L_f, b_r\) are the constant in Hypothesis 2.1. Hence, we conclude that \(\mathcal{K}\) maps \(L^p(\Omega,C([0,T];X_\eta))\) into itself but this follows immediately from the analyticity of the semigroup, provided that \(e^{tB}\) is extended by a constant \(x\) for \(t < s\):
\[
e^{(t-s)B}x = x \quad \text{for } t < s.
\]

Now we claim that \(\mathcal{K}\) is a contraction in \(L^p(\Omega,C([0,T];X_\eta))\). Let \(x, y\) in it and consider \(\mathcal{K}(x) - \mathcal{K}(y)\); then
\[
\|\mathcal{K}(x) - \mathcal{K}(y)\|^p \leq c_p \left( \|\Lambda(x) - \Lambda(y)\|^p + \|\Delta(x) - \Delta(y)\|^p \right).
\]
Straightforward calculation shows that the following estimates hold:
\[
\|\Lambda(x) - \Lambda(y)\|_p \leq C(L_f, \|J\|, T)^{\beta^{q+\varepsilon-\theta}} \|x - y\|
\]
\[
\|\Delta(x) - \Delta(y)\|_p \leq C(\|g\|_{L^2(\Xi, H)}, b, T)^{\beta^{q+\varepsilon-\theta}} \|x - y\|
\]
Now find $\beta$ large enough such that
\[
(C(L_f, \|J\|, T) + C(\|g\|_{L^2(\Xi, H)}, b, T))^{\beta^{q+\varepsilon-\theta}} \leq \delta < 1
\]
(this is possible by choosing $\varepsilon$ such that $\eta + \varepsilon - \theta$ is negative). Then, $K$ becomes a contraction on the time interval $[0, T]$ and by the Banach fixed point argument we get that there exists a unique solution of the mild equation (17) on $[0, T]$.

Since the solution to (17) verifies $X = K(X)$ we also deduce from the above computations that
\[
\|X\|_p = \|K(X)\|_p \leq \delta(1 + \|X\|_p) + C(T)\|x\|_{\eta}
\]
\[
\|X\| \leq C(1 + \|x\|_{\eta}).
\]

**Remark 6.** In the following it will be also useful to consider the uncontrolled version of equation (17), namely:
\[
\begin{align*}
\frac{dx(t)}{dt} &= Bx(t)dt + (I - B)Pf(t, Jx(t))dt + (I - B)Pg dW(t) \\
x(0) &= x.
\end{align*}
\]
(29)
We will refer to (29) as the forward equation. We then notice that existence and uniqueness for the above equation can be treated in an identical way as in the proof of Theorem 4.2.

5. **The controlled stochastic Volterra equation.** As a preliminary step for the sequel, we state two results of existence and uniqueness for (a special case of) the original Volterra equation. The proofs can be found in [9, Section 2].

**Proposition 1.** The linear equation
\[
\begin{align*}
\frac{d}{dt} \int_{-\infty}^t a(t-s)u(s) \, ds &= Au(t), \quad t \in [0, T] \\
\quad u_0(t) &= u(t), \quad t \leq 0.
\end{align*}
\]
(30)
has a unique solution $u \equiv 0$.

Now we deal with existence and uniqueness of the Stochastic Volterra equation with non-homogeneous terms. The result extends Theorem 2.14 in [6], where the case $f(t) \equiv 0$ is treated, by considering the case where $f$ is a deterministic function in $L^1(0, T; H)$ and $g$ is as in Hypothesis 2.1.

**Proposition 2.** In our assumptions, let $x_0 \in X_\eta$ for some $1 - \alpha(a) < \eta < \frac{1}{2} \alpha(a)$. Given the process
\[
x(t) = e^{tB}x_0 + \int_0^t e^{(t-s)B}(I - B)Pf(s) \, ds + \int_0^t e^{(t-s)B}(I - B)Pg dW(s)
\]
(31)
we define the process
\[
u(t) = \begin{cases}
Jx(t), & t \geq 0, \\
u_0(t), & t \leq 0.
\end{cases}
\]
(32)
Then \( u(t) \) is a weak solution to problem
\[
\frac{d}{dt} \int_{-\infty}^{t} a(t-s)u(s)\,ds = Au(t) + f(t) + g\dot{W}(t), \quad t \in [0, T]
\]
(33)
\[
u(t) = u_0(t), \quad t \leq 0.
\]

After the preparatory results stated above, here we prove that main result of existence and uniqueness of solutions of the original controlled Volterra equation (1).

**Theorem 5.1.** Assume Hypothesis 2.1 and 2.2. Let \( \gamma \) be an admissible control and \( x \) be the solution to problem (3) (associated with \( \gamma \) ) in \( X_\eta \) with \( \eta \) satisfying the assumptions of Theorem 4.2. Then the process
\[
u(t) = \begin{cases}
u_0(t), & t \leq 0 \\
J^t x(t), & t \in [0, T]
\end{cases}
\]
(34)
is the unique solution of the stochastic Volterra equation
\[
\frac{d}{dt} \int_{-\infty}^{t} a(t-s)u(s)\,ds = Au(t) + f(t, \tilde{u}(t)) + g\left[r(t, \gamma(t), \tilde{u}(t)) + \dot{W}(t)\right], \quad t \in [0, T]
\]
\[
u(t) = u_0(t), \quad t \leq 0.
\]
(35)

**Proof.** We propose to fulfil the following steps: first, we prove that the affine equation
\[
\frac{d}{dt} \int_{-\infty}^{t} a(t-s)u(s)\,ds = Au(t) + f(t, \tilde{u}(t)) + g\left[r(t, \gamma(t), \tilde{u}(t)) + \dot{W}(t)\right], \quad t \in [0, T]
\]
\[
u(t) = u_0(t), \quad t \leq 0.
\]
(36)
defines a contraction mapping \( Q : \tilde{u} \mapsto u \) on the space \( L^p(\Omega; C([0, T]; H)) \). Therefore, equation (35) admits a unique solution.

Then we show that the process \( u \) defined in (34) satisfies equation (35). Accordingly, by the uniqueness of the solution, the thesis of the theorem follows.

**First step.** We proceed by defining the mapping
\[
Q : L^p(\Omega; C([0, T]; H)) \to L^p(\Omega; C([0, T]; H))
\]
where \( Q(\tilde{u}) = u \) is the solution of the problem
\[
\frac{d}{dt} \int_{-\infty}^{t} a(t-s)u(s)\,ds = Au(t) + g(t, \tilde{u}(t)) \left[r(t, \gamma(t)) + \dot{W}(t)\right], \quad t \in [0, T]
\]
\[
u(t) = u_0(t), \quad t \leq 0.
\]
(37)

Let \( \tilde{u}_1, \tilde{u}_2 \) be two processes belonging to \( L^p(\Omega; C([0, T]; H)) \) and take \( u_1 = Q(\tilde{u}_1) \) and \( u_2 = Q(\tilde{u}_2) \). It follows from Proposition 2, that, if \( x_i, i = 1, 2 \) are the processes defined as
\[
x_i(t) = e^{tB}x + \int_0^t e^{(t-s)B} (I - B)Pgr(s, \tilde{u}_i(s), \gamma(s))\,ds
\]
\[
+ \int_0^t e^{(t-s)B} (I - B)Pg\,dW(s),
\]
where \( B \) is the generator of the semigroup of bounded operators on \( H \) and \( Pgr(s, \alpha, \gamma) \) is a graph random vector of the form
\[
\int_0^t e^{(t-s)B} (I - B)Pg\,dW(s).
\]
then the processes $w_i(t)$ $(i = 1, 2)$ defined through the formula

$$
w_i(t) = \begin{cases} Jx_i(t), & t \in [0, T] \\ u_0(t), & t \leq 0 \end{cases}$$

satisfy the stochastic Volterra equations for any $t \in [0, T]$,

$$\frac{d}{dt} \int_{-\infty}^t a(t - s)w_i(s) \, ds = Aw_i(t) + \dot{f}(t, \bar{u}_i(t)) + g \left[ r(t, \bar{u}_i(t), \gamma(t)) + \dot{W}(t) \right],$$

with initial condition

$$u(t) = u_0(t), \quad t \leq 0.$$  

By the uniqueness of the stochastic homogeneous Volterra equation stated in Proposition 1, we have $w_i = u_i$, $i = 1, 2$. Now define $U(t) := u_1(t) - u_2(t)$. We have

$$U(t) = \begin{cases} J(x_1(t) - x_2(t)), & t \in [0, T] \\ 0, & t \leq 0 \end{cases}$$

and

$$\mathbb{E} \sup_{t \in [0, T]} e^{-\beta pt} |U(t)|^p \leq \|J\|_{L(X_\eta, H)}^p \mathbb{E} \sup_{t \in [0, T]} e^{-\beta pt} \|x_1(t) - x_2(t)\|_{\eta}^p.$$ 

The quantity on the right hand side can be treated as in Theorem 4.2 and the claim follows.

**Second step.** It follows from the previous step that there exists at most a unique solution $u$ of problem (36); hence it only remains to prove the representation formula (34) for $u$.

Let $\tilde{f}(t) = f(t, Jx(t)) + gr(t, Jx(t), \gamma(t))$; it is a consequence of Proposition 2 that $u$, defined in (34), is a weak solution of the problem

$$\frac{d}{dt} \int_{-\infty}^t a(t - s)u(s) \, ds = Au(t) + \tilde{f}(t) + g\dot{W}(t), \quad t \in [0, T]$$

$$u(t) = u_0(t), \quad t \leq 0,$$  

(38)

and the definition of $\tilde{f}$ implies that $u$ is a weak solution on $[0, T]$ of

$$\frac{d}{dt} \int_{-\infty}^t a(t - s)u(s) \, ds = Au(t) + f(t, Jx(t)) + g \left[ r(t, Jx(t), \gamma(t)) + \dot{W}(t) \right],$$

(39)

with initial condition

$$u(t) = u_0(t), \quad t \leq 0,$$  

that is problem (35).

6. **The forward SDE.** In the following we are concerned with smoothness properties of the forward equation, i.e. of the uncontrolled state equation (29) on the time interval $[s, T]$ with initial condition $x \in X_\eta$. It will be denoted by $x(t; s, x)$, to stress dependence on the initial data $s$ and $x$. Also, we extend $x(\cdot; s, x)$ letting $x(t; s, x) = x$ for $t \in [0, s]$.

Now we consider the dependence of the process $(x(t; s, x))_{t \geq 0}$ on the initial data. More precisely, we prove that $(x(t; s, x))_{t \geq 0}$ depends continuously on $s$ and $x$ and it is also Gâteaux differentiable with respect to $x$. The following result rely on Proposition 2.4 in Fuhrman and Tessitore [27], where a parameter depending contraction principle is provided.
Proposition 3. For any $p \geq 1$ the following holds.

1. for each $t \in [s, T]$, the map $(s, x) \mapsto x(t; s, x)$ defined on $[0, T] \times X_\eta$ and with values in $L^p(\Omega, C([0, T]; X_\eta))$ is continuous.

2. For every $s \in [0, T]$ the map $x \mapsto x(t; s, x)$ has, at every point $x \in X_\eta$, a Gâteaux derivative $\nabla_x x(t; s, x)$. The map $(s, x, h) \mapsto \nabla_x x(t; s, x)[h]$ is a continuous map from $[0, T] \times X_\eta \times X_\eta \to L^p(\Omega, C([0, T]; X_\eta))$ and, for every $h \in X_\eta$, the following equation holds $\mathbb{P}$-a.s.:

$$\nabla_x x(t; s, x)[h] = e^{(t-s)B} h + \int_s^t e^{(t-\tau)B} (I - B) \nabla_x f(\tau, Jx(\tau; s, x)) J\nabla_x x(\tau; s, x)[h] d\tau,$$

for any $t \in [s, T]$, whereas $\nabla_x x(t; s, x)[h] = h$ for $t \in [0, s]$.

Proof. Point 1: Continuity. As before, we deal with the mappings $K, \Lambda, \Gamma$ defined in (19), (20), (22). We will denote $K, \Lambda, \Gamma$ and respectively by $K(\cdot; x, s), \Lambda(\cdot; s, x), \Gamma(\cdot; s, x)$ in order to stress the dependence on the initial conditions $s$ and $x$. Moreover we set $K(\cdot; x, s) = x$, $\Lambda(\cdot; s, x) = 0$ and $\Gamma(\cdot; s, x) = 0$ for $t < s$ and we recall that $K(\cdot; s, x)$ is a contraction, with contraction constant independent on $s$ and $x$, in the space $L^p(\Omega, C([0, T]; X_\eta))$ with respect to the norm

$$\|x\|_p^p := \mathbb{E} \sup_{t \in [0, T]} e^{-\beta t} \|x(t)\|_\eta^p.$$

By a parameter dependent contraction argument (see, for instance [27, Proposition 2.4]), the claim follows if we show that for all $x \in L^p(\Omega, C([0, T]; X_\eta))$ the map $t \mapsto K(x; s, x)$ is a continuous map from $[0, T] \times X_\eta$ with values in $L^p(\Omega, C([0, T]; X_\eta))$.

To this end, we introduce two sequences $\{s_+^n\}$ and $\{s_\times^n\}$ such that $s_+^n \searrow s$ and $s_\times^n \nearrow s$ and we estimate the norm of $K(x; s_+^n, x) - K(x; s_\times^n, x)$ in the space $L^p(\Omega, C([0, T]; X_\eta))$. We have

$$\|K(x; s_+^n, x) - K(x; s_\times^n, x)\|_p^p \leq \mathbb{E} \sup_{t \in [0, T]} e^{-\beta t} \|e^{(t-s_+^n)B} x - e^{(t-s_\times^n)B} x\|_\eta^p + \mathbb{E} \sup_{t \in [0, T]} e^{-\beta t} \|\Lambda(x; s_+^n, x)(t) - \Lambda(x; s_\times^n, x)(t)\|_\eta^p + \mathbb{E} \sup_{t \in [0, T]} e^{-\beta t} \|\Gamma(t; s_+^n) - \Gamma(t; s_\times^n)\|_\eta^p.$$

Now we focus on the third member of the above inequality: introducing a change of variables we obtain

$$\mathbb{E} \sup_{t \in [0, T]} e^{-\beta t} \|\Gamma(t; s_+^n) - \Gamma(t; s_\times^n)\|_\eta^p$$

$$\leq \mathbb{E} \sup_{t \in [s_\times^n, T]} e^{-\beta t} \left\| \int_s^{t\wedge s_+^n} e^{(t-\tau)B} (I - B) \gamma dW(\tau) \right\|_\eta^p$$

$$\leq \mathbb{E} \sup_{t \in [s_\times^n, s_+^n]} e^{-\beta t} \|\Gamma(t; s_\times^n)\|_\eta^p$$

$$\leq \mathbb{E} \sup_{t \in [0, s_\times^n - s_\times^n]} e^{-\beta t} \|\Gamma(t; 0)\|_\eta^p \to 0,$$

where the final convergence comes as an immediate consequence of [17, Lemma 7.2] and the dominated theorem, since $\Gamma(\cdot; 0) \in L^p(\Omega, C([0, T]; X_\eta))$. Similarly, taking
We claim that the above limit coincides with the process into account Remark 4,
\[ \mathbb{E} \sup_{t \in [0,T]} \| \Lambda(x; \eta_x^+, x)(t) - \Lambda(x; \eta_x^-, x)(t) \|^p_{\eta} \]
\[ \leq \mathbb{E} \sup_{t \in [s_n^+, s_n^-]} \left( \int_s^t e^{(t-s)B} (I - B) Pf(\tau, Jx(\tau))d\tau \right)^p_{\eta} \]
\[ \leq \sup_{t \in [s_n^+, s_n^-]} \left( \int_s^t \| (I - B) Pf(\tau, Jx(\tau)) \|_{\mathcal{L}(H; X)} \| f(\tau, Jx(\tau)) \|_H d\tau \right)^p \]
\[ \leq C \sup_{t \in [0,T]} (1 + \| x(\tau) \|_H^p) \sup_{t \in [s_n^+, s_n^-]} \left( \int_s^t (t - \tau)^{0 - \frac{1}{p} - 1} d\tau \right)^p \]
\[ \leq C(s_n^+ - s_n^-)^{p(0 - \eta)} (1 + \| x \|_{p,H}) \rightarrow 0. \]

Finally, if we extend \( e^{(t-s)B} \) to the identity for \( t < s \) we have
\[ \mathbb{E} \sup_{t \in [0,T]} e^{\beta t} \left( \| e^{(t-s)B} x - e^{(t-s)B} x \|_{\eta} \right)^p = \mathbb{E} \sup_{t \in [s_n^+, T]} e^{\beta t} \left( \| e^{(t-s)B} [x - e^{(s_n^+ - s_n^-)B} x] \|_{\eta} \right)^p \rightarrow 0 \]

and also the map \( x \mapsto \{ t \mapsto e^{(t-s)B} x \} \) is clearly continuous in \( x \) uniformly in \( s \) from \( X_\eta \) into the space \( C([0,T]; X_\eta) \).

**Point 2: Differentiability.** Again by [27, Proposition 2.4], it is enough to show that the map \( (x, s, x) \mapsto \mathcal{K}(x; s, x) \) defined on \( L^p(\Omega, C([0,T]; X_\eta)) \times [0,T] \times X_\eta \) with values in \( L^p(\Omega, C([0,T]; X_\eta)) \) is Gâteaux differentiable in \( (x, x) \) and has strongly continuous derivatives.

The directional derivative \( \nabla_x \mathcal{K}(x; s, x) \) in the direction \( h \in L^p(\Omega, C([0, H]; X_\eta)) \) is defined as
\[ \lim_{\varepsilon \rightarrow 0} \frac{\mathcal{K}(x + \varepsilon h; s, x) - \mathcal{K}(x; s, x)}{\varepsilon}. \]
We claim that the above limit coincides with the process
\[ \nabla_x \mathcal{K}(x; s, x)(h)(t) = \int_s^t e^{(t-s)B} (I - B) P \nabla_u f(\tau, Jx(\tau))[Jh(\tau)]d\tau, \quad t \in [s, T], \]
wheras \( \nabla_x \mathcal{K}(x; s, x)(h)(t) = 0 \) when \( t < s \). Moreover, the mappings \( (x, s, x) \mapsto \nabla_x \mathcal{K}(x; s, x) \) and \( h \mapsto \nabla_x \mathcal{K}(x; s, x)(h) \) are continuous. In fact, let us define the process
\[ I^\varepsilon(t) : = \frac{\mathcal{K}(x + \varepsilon h; s, x)(t) - \mathcal{K}(x; s, x)(t)}{\varepsilon} - \int_s^t e^{(t-s)B} (I - B) P \nabla_u f(\tau, Jx(\tau))[Jh(\tau)]d\tau. \]
Since we have the identity
\[ \frac{\mathcal{K}(x + \varepsilon h; s, x)(t) - \mathcal{K}(x; s, x)(t)}{\varepsilon} \]
\[
\begin{align*}
&= \int_s^t \int_0^1 \frac{1}{e \xi} e^{(t-\tau)B(I-B)P f(\tau, Jx(\tau) + \xi Jh(\tau))d\xi d\tau,} \\
&= \int_s^t \int_0^1 e^{(t-\tau)B(I-B)P \nabla u f(\tau, Jx(\tau) + \xi Jh(\tau))d\xi d\tau,}
I^\varepsilon(t) \text{ can be rewritten as}
\]
\[
I^\varepsilon(t) = \int_s^t d\tau \left( \int_0^1 e^{(t-\tau)B(I-B)P \nabla u f(\tau, Jx(\tau) + \xi Jh(\tau))\varepsilon d\xi d\tau} \right).
\]
Moreover by the assumption on the gradient of \( f \), for all \( \varepsilon > 0 \) we have
\[
\mathbb{E} \sup_{t \in [s,T]} \left| \int_s^t d\tau \int_0^1 e^{(t-\tau)B(I-B)P \nabla u f(\tau, Jx(\tau) + \xi Jh(\tau))d\xi d\tau} \right|^p \\
\leq \|\nabla u f\|^p P\|L(H;X_\varepsilon)\|X_\varepsilon \sup_{t \in [s,T]} \left| \int_s^t d\tau \|e^{(t-\tau)B(I-B)}\|L(X_\varepsilon;X_\varepsilon) \right| \|P\|P\|L(H;X_\varepsilon)\|X_\varepsilon (T-s)^{\rho(d-1)} < \infty
\]
and \( e^{(t-\tau)B(I-B)P \nabla u f(\tau, Jx)J} \) is continuous in \( x \). Therefore, by the dominated convergence theorem, we get \( \mathbb{E} I^\varepsilon \rightarrow 0 \), as \( \varepsilon \rightarrow 0 \) and the claim follows. Continuity of the mappings \( (x,s) \mapsto \nabla x K(x; s, x)[h] \) and \( h \mapsto \nabla x K(x; s, x)[h] \) can be proved in a similar way.

Finally, we consider the differentiability of \( K(x; s, x) \) with respect to \( x \). It is clear that the directional derivative \( \nabla x K(x; s, x)[h] \) in the direction \( h \in X_\eta \) is the process given by
\[
\nabla x K(x; s, x)[h] = e^{(t-s)B} h, \quad t \in [s, T],
\]
whereas \( \nabla x K(x; s, x)[h] = h \) for \( t \in [0, s] \) and the continuity of \( \nabla x K(x; s, x)[h] \) in all variables is immediate.

In the rest of the section we introduce an auxiliary process that will turn to be useful when dealing with the formulation of the fundamental relation for the value function of our control problem. More precisely, for any \( x \in X_\theta \) and \( t \in [0, T] \) and \( h \) in the space
\[
D := \{ h \in X_1 - \theta \subset X : (I-B)^{1-\theta} h \in X_\eta \},
\]
we define the process \( (\Theta(t; s, x)[h])_{t \in [0, T]} \) as
\[
\Theta(t; s, x)[h] := (\nabla x x(t; s, x) - e^{(t-s)B}(I-B)^{1-\theta} h, \quad t \in [s, T]
\]
and \( \Theta(t; s, x)[h] := 0 \) whenever \( t \in [0, s] \). We notice that \( \Theta(\cdot; s, x) \) can be seen as a stochastic process with values into the space of linear mappings on \( D \). In the following we shall prove that it can be continuously extended to the whole space \( X \) (that with an abuse of notation we still denote by \( \Theta \)). To this end, the first step is to verify that the domain \( D \) is dense in \( X \).

**Proposition 4.** The space \( D \) defined in (40) is dense in \( X \).
Proposition 5. There exists a process \( \{\Theta(\cdot; s, x)[h] : h \in X; x \in X, s \in [0, T]\} \) defined on \( \Omega \times [0, T] \to X \) such that the following hold:

1. The map \( h \mapsto \Theta(\cdot; s, x)[h] \) is linear and, on the space \( \mathcal{D} \subset X \), has the representation given in (41);
2. The map \( (s, x, h) \mapsto \Theta(\cdot; s, x)[h] \) is continuous from \([0, T] \times X \times X \) into \( L^\infty(\Omega; C([0, T]; X_\eta)) \);
3. There exists a positive constant \( C \) such that

\[
|\Theta(\cdot; s, x)[h]|_{L^\infty(\Omega; C([0, T]; X_\eta))} \leq C \|h\|
\]

for all \( s \in [0, T], x \in X_\eta, h \in X \).

Proof. For fixed \( s \in [0, T], x \in X_\eta \) and \( h \in X \) we consider the integral equation

\[
\Theta(t; s, x)[h] = \int_s^t e^{(t-\sigma)B}(I - B)P\nabla_u f(\sigma, Jx(\sigma; s, x))J\Theta(\sigma; s, x)[h]d\sigma
\]

\[
+ \int_s^t e^{(t-\sigma)B}(I - B)P\nabla_u f(\sigma, Jx(\sigma; s, x))J(I - B)^{1-\theta}e^{(\sigma-s)B}h_d\sigma.
\]

Notice that

\[
\int_s^t \|e^{(t-\sigma)B}(I - B)P\nabla_u f(\sigma, Jx(\sigma; s, x))J(I - B)^{1-\theta}e^{(\sigma-s)B}h\|_{\eta} d\sigma
\]

\[
\leq \int_s^t \|e^{(t-\sigma)B}(I - B)\|_{L(X_\eta; X)}\|P\|_{L(H; X)}\|\nabla_u f(\sigma, Jx(\sigma; s, x))\|_{L(H)}
\]

\[
\|J\|_{L(X; H)}\|J(I - B)^{1-\theta}e^{(\sigma-s)B}\|_{L(X; X_\eta)}\|h\|_{\eta} d\sigma
\]

\[
\leq C\|h\|_X \int_s^t (t-\sigma)^{\theta-1}(\sigma-s)^{\theta-1-\eta} d\sigma
\]

\[
\leq C\|h\|_X (t-s)^{\theta-\eta+1}\int_0^1 (1-\sigma)^{\theta-1}\sigma^{\theta-1-\eta} d\sigma
\]

\[
= C\|h\|_X B(\theta - \eta, \theta)
\]

where \( B(\alpha, \beta) \) is the beta-distribution of parameter \( \alpha, \beta > 0 \). By the above estimate we then obtain that equation (43) has \( \mathbb{P} \)-almost surely a unique mild solution in \( C([s, T]; X_\eta) \). Moreover, extending \( \Theta(t; s, x)[h] = 0 \), for \( t < s \), we have \( \Theta(\cdot; t, x)[h] \in L^\infty(\Omega; C([0, T]; X_\eta)) \) and \( \|\Theta(\cdot; s, x)[h]\|_{L^\infty(\Omega; C([0, T]; X_\eta))} \leq C\|h\| \). Concerning the continuity with respect to \( s, x \), and \( h \), we can argue as in the proof of Proposition 3. Moreover, linearity is straight-forward.

Finally, we prove the representation formula (41) for \( \Theta(\cdot; s, x)[k] \) when \( k \in \mathcal{D} \). Setting \( h = (I-B)^{1-\theta}k \), the equation satisfied by the Gâteaux derivative of \( x(\cdot; s, x) \)
at $h$ is given by
\[
(\nabla_x x(t; s, x) - e^{(t-s)B}(I - B)^{1-\theta}[k] = \\
\int_s^t e^{(t-\tau)B}(I - B)P\nabla_u f(\tau, Jx(\tau; s, x))J\nabla_x x(\tau; s, x)(I - B)^{1-\theta}[k]d\tau,
\]
and by adding and subtracting the term $e^{(\tau-s)B}(I - B)^{1-\theta}[k]$ suitably in the integral of the above equality we obtain
\[
(\nabla_x x(t; s, x) - e^{(t-s)B}(I - B)^{1-\theta}[k] \\
= \int_s^t e^{(t-\tau)B}(I - B)P\nabla_u f(\tau, Jx(\tau; s, x))J\nabla_x x(\tau; s, x) - e^{(\tau-s)B}(I - B)^{1-\theta}[k]d\tau \\
+ \int_s^t e^{(t-\tau)B}(I - B)P\nabla_u f(\tau, Jx(\tau; s, x))J\nabla_x x(\tau; s, x) - e^{(\tau-s)B}(I - B)^{1-\theta}[k]d\tau.
\]
Comparing the above equality with the equation satisfied by $\Theta(\cdot; s, x)[k]$ and applying Gronwall’s lemma we conclude that $\Theta(\cdot; s, x)[k] = (\nabla_x x(\tau; s, x) - e^{(\tau-s)B}(I - B)^{1-\theta}[k], \mathbb{P}\text{-a.s. for all } t \in [s, T]$. \hfill \qed

6.1. **Regularity in the sense of Malliavin.** In order to state the main results concerning the Malliavin regularity of the process $x$ we need to recall some basic definitions from the Malliavin calculus. We refer the reader the book [40] for a detailed exposition. The paper [30] treats the extension to Hilbert space valued random variables and processes. For every $h \in L^2(0, T; \Xi)$ we denote by $W(h)$ the integral $\int_0^T \langle h(t), dW(t) \rangle$. Given a Hilbert space $K$, let us denote by $S_K$ the set of $K$-valued random variables $F$ of the form
\[
F = \sum_{j=1}^m f_j(W(h_1), \ldots, W(h_n))e_j,
\]
where $h_1, \ldots, h_n \in L^2(0, T; \Xi)$, $\{e_j\}$ is a basis of $K$ and $f_1, \ldots, f_m$ are infinitely differentiable functions $\mathbb{R}^n \to \mathbb{R}$ bounded together with all their derivatives. The Malliavin derivative $DF$ of $F \in S_K$ is defined as the process $D_\sigma F, \sigma \in [0, T]$,
\[
D_\sigma F = \sum_{j=1}^m \sum_{k=1}^n \partial_k f_j(W(h_1), \ldots, W(h_n))e_j \otimes h_k(\sigma),
\]
with values in $L^2(\Xi, K)$; by $\partial_k$ we denote the partial derivatives with respect to the $k$-th variable and by $e_j \otimes h_k(\sigma)$ the operator $u \mapsto e_j \langle h_k(\sigma), u \rangle$. It is known that the operator $D : S_K \subset L^2(\Omega; K) \to L^2(\Omega \times [0, T]; L_2(\Xi, K))$ is closable. We denote by $\mathbb{D}^{1,2}(K)$ the domain of its closure, and use the same letter to denote $D$ and its closure:
\[
D : \mathbb{D}^{1,2}(K) \subset L^2(\Omega; K) \to L^2(\Omega \times [0, T]; L_2(\Xi; K)).
\]
The adjoint operator of $D$,
\[
\delta : \text{dom}(\delta) \subset L^2(\Omega \times [0, T]; L_2(\Xi; K)) \to L^2(\Omega; K),
\]
is called Skorohod integral. It is known that $\text{dom}(\delta)$ contains $L_n^2(\Omega \times [0, T]; L_2(\Xi; K))$ and the Skorohod integral of a process in this space coincides with the Itô integral; $\text{dom}(\delta)$ also contains the class $\mathbb{L}^{1,2}(L_2(\Xi; K))$, the latter being defined as
the space of processes $u \in L^2(\Omega \times [0, T]; L_2(\Xi; K))$ such that $u(t) \in D^{1,2}(L_2(\Xi; K))$ for a.e. $t \in [0, T]$ and there exists a measurable version $D_\sigma u(t)$ satisfying

$$
\|u\|_{L^{1,2}(L_2(\Xi; K))} = \|u\|_{L^2(\Omega \times [0, T]; L_2(\Xi; K))} + \mathbb{E} \int_0^T \int_0^T |D_\sigma u(t)|^2_{L_2(\Xi; L_2(\Xi; K))} dtd\sigma < \infty.
$$

Moreover, $\|\delta(u)\|_{L^2(\Omega; K)} \leq \|u\|_{L^{1,2}(L_2(\Xi; K))}$.

The definition of $L^{1,2}(K)$ for an arbitrary Hilbert space $K$ is entirely analogous.

We recall that if $F \in D^{1,2}(K)$ is $\mathcal{F}_t$-adapted then $DF = 0$ a.s. on $\Omega \times (t, T]$.

Now let us consider again the process $x = (x(t; s, x))_{t \in [s, T]}$, denoted simply by $x(t)$, solution of the forward equation (17), with $s \in [0, T]$, $x \in X_\eta$ fixed. We set as before $x(t) = x$ for $t \in [0, s)$. We will soon prove that $x \in L^{1,2}(X_\eta)$. Then it is clear that the equality $D_\sigma x(t) = 0$, holds, $\mathbb{P}$-a.s., for a.a. $\sigma, s, t$ if $t < s$ or $\sigma > t$.

**Proposition 6.** Assume Hypothesis 2.1. Let $s \in [0, T]$ and $x \in X_\eta$ be fixed. Then the following properties hold:

1. $x \in D^{1,2}(X_\eta)$;
2. For a.a. $\sigma$ and $t$ such that $s \leq \sigma \leq t \leq T$, we have $\mathbb{P}$-a.s.

$$
D_\sigma x(t) = (I - B)e^{(t-\sigma)B}P g + \int_\sigma^t e^{(t-r)B} (I - B) P \nabla_a f(r, Jx(r)) J D_\sigma x(r) dr. \tag{44}
$$

and

$$
\|D_\sigma x(t)\|_{L_2(\Xi, X_\eta)} \leq C[(t - \sigma)^{\sigma - \eta - 1} + 1], \tag{45}
$$

from which it follows that for every $t \in [0, T]$ we have

$$
Dx(t) \in L^\infty(\Omega; L^2([0, T]; L_2(\Xi, X_\eta))).
$$

3. There exists a version of $Dx(t)$ such that for every $\sigma \in [0, T)$, $\{D_\sigma x(t) : t \in [\sigma, T]\}$ is a predictable process in $L_2(\Xi; X_\eta)$ with continuous path, satisfying, for $p \in [2, \infty)$,

$$
\sup_{\sigma \in [0, T]} \mathbb{E} \left( \sup_{t \in [\sigma, T]} (t - \sigma)^{p(\sigma - \eta)} \|D_\sigma x(t)\|^p_{L_2(\Xi, X_\eta)} \right) \leq C, \tag{46}
$$

for some positive constant $C$ depending only on $p, L, T$ and $M := \sup_{t \in [0, T]} |e^{tB}|$. Further, for every $t \in [0, T]$ we have $x(t) \in D^{1,2}(X_\eta)$.

4. For every $q \in [2, \infty)$, the map $t \mapsto Dx(t)$ is continuous from $[0, T]$ (hence uniformly continuous and bounded) with values in $L^p(\Omega; L^2([0, T]; L_2(\Xi; X_\eta)))$.

In order to prove this proposition we need some preparation. We start with the following lemma.

**Lemma 6.1.** If $x \in L^{1,2}(X_\eta)$ then the random processes

$$
\int_0^t e^{(t-r)B}(I - B)P f(r, Jx(r)) dr \quad \text{and} \quad \int_0^t e^{(t-r)(I - B)P} g dW(r)
$$

for a.e. $t \in [0, T]$ and there exists a measurable version $D_\sigma u(t)$ satisfying
belong to $L^{1,2}(X_\eta)$ and for a.a. $\sigma$ and $t$ with $\sigma < t$,

$$D_\sigma \int_0^t e^{(t-r)B}(I-B)P f(r, Jx(r))dr = \int_\sigma^t (I-B)P\nabla_x f(r, Jx(r))JD_\sigma x(r)dr$$  \hspace{1cm} (47)

while

$$D_\sigma \int_0^t e^{(t-r)B}(I-B)PgW(r) = e^{(t-r)B}(I-B)Pg$$  \hspace{1cm} (48)

**Proof.** We start by proving that the process

$$I(t) := \int_0^t e^{(t-r)B}(I-B)P f(r, Jx(r))dr$$

belong to $L^{1,2}(X_\eta)$ and that equality (47) hold. By definition, we need to prove that for a.e. $t \in [0,T]$, the random variable $I(t)$ belong to $\mathcal{D}^{1,2}(X_\eta)$ with

$$E \int_0^T \int_0^T \left\| D_\sigma \int_0^t e^{(t-r)B}(I-B)P f(r, Jx(r))dr \right\|^2_{L_2(\Xi,H)} d\sigma < \infty. \hspace{1cm} (49)$$

To prove (47) we will use the relation between the Malliavin derivative and the Skorohod integral. In particular, we recall that $\mathcal{D}^{1,2}(X_\eta) = \text{dom}(\delta^*)$ where $\delta^*$ is the adjoint of the Skorohod integral. Hence, (47) will be proved once we will have shown that, for any $y \in L^2(\Omega \times [0,T]; X_\eta)$ the equality

$$\langle \int_0^t e^{(t-r)B}(I-B)P f(r, Jx(r))dr, \delta(y) \rangle_{L^2(\Omega;X_\eta)}$$

$$= \langle \int_0^t e^{(t-r)}(I-B)P D f(r, Jx(r))dr, y \rangle_{L^2(\Omega \times [0,T]; X_\eta)}$$

holds. For fixed $y \in \text{dom}(\delta)$ we consider the scalar product between $I(t)$ and $\delta(y)$ in the space $L^2(\Omega; X_\eta)$; applying Fubini’s Theorem (see [17, Theorem 4.18]) we have

$$\langle I(t), \delta(y) \rangle_{L^2(\Omega;X_\eta)} = E \langle I(t), \delta(y) \rangle_{\eta}$$

$$= \int_0^t E \langle e^{(t-r)B}(I-B)P f(r, Jx(r)), \delta(y) \rangle_{\eta} dr$$

$$= \int_0^t \langle e^{(t-r)B}(I-B)P f(r, Jx(r)), \delta(y) \rangle_{L^2(\Omega;X_\eta)} dr.$$

Now using the duality between the operators $\delta$ and $D$ we obtain

$$\langle I(t), \delta(y) \rangle_{L^2(\Omega;X_\eta)}$$

$$= \int_0^t \langle D \left( e^{(t-r)B}(I-B)P f(r, Jx(r)) \right), y \rangle_{L^2(\Omega \times [0,T]; L_2(\Xi,H))} dr$$

$$= \int_0^t \int_0^t E \langle D_\sigma \left( e^{(t-r)B}(I-B)P f(r, Jx(r)) \right), y \rangle_{L_2(\Xi,H)} d\sigma dr$$

$$= E \int_0^t \int_0^t e^{(t-r)B}(I-B)P D_\sigma f(r, Jx(r))dr, y \rangle_{L_2(\Xi,H)} d\sigma dr$$

$$= \langle \int_0^T e^{(t-r)B}(I-B)P D f(r, Jx(r))dr, y \rangle_{L^2(\Omega \times [0,T]; X_\eta)}.$$
Comparing the first and the last term in the above expression we conclude that 
$I(t) \in D^{1,2}(X_0)$ with

$$\delta^* I(t) = DI(t) = \int_0^t e^{(t-r)B} (I - B) PD f(r, Jx(r)) dr.$$ 

Now we prove estimate (49). First we notice that

$$\mathbb{E} \int_0^T \|J(t)\|^2 dt \leq \mathbb{E} \int_0^T \|e^{(t-r)B} (I - B) Pf(r, Jx(r))\|^2 dr dt$$

$$\leq L_f^2 \|P\|^2_{L(H;X_0)} \mathbb{E} \int_0^T \int_0^t (t-r)^{2(\theta-1-\eta)} (1 + \|J\|_{L(X_0;H)} \|x(r)\|_\eta)^2 dr dt$$

where $L_f$ is the Lipschitz constant of $f$. The right-hand side is finite for a.a. $t \in [0, T]$; in fact, by exchanging the integrals we verify that

$$\int_0^T \left( \mathbb{E} \int_0^t (t-r)^{2(\theta-1-\eta)} (1 + \|J\|_{L(X_0;H)} \|x(r)\|_\eta)^2 dr \right) dt$$

$$\leq \left( \int_0^T t^{-2(\theta-1-\eta)} dt \right) \left( \int_0^T \mathbb{E}(1 + \|J\|_{L(X_0;H)} \|x(r)\|_\eta)^2 dr \right) < \infty,$$

since $x \in L^{1,2}(X_0) \subset L^2(\Omega \times [0, T]; X_\eta)$. Next, for every $t \in [0, T]$, by the chain rule for Malliavin derivative (see Fuhrman and Tessitore [27, Lemma 3.4 (ii)]), $D_\sigma[f(r, Jx(r))] = \nabla u f(r, Jx(r)) J D_\sigma x(r)$ for a.a. $\sigma \leq r$, whereas $D_\sigma[f(r, Jx(r))] = 0$ for a.a. $\sigma > r$, by adaptiveness. Next, recalling the assumption on $\nabla u f$,

$$\mathbb{E} \int_0^T \int_0^T \|D_\sigma I(t)\|^2_{L^2(\Xi;X_0)} dt d\sigma$$

$$\leq \mathbb{E} \int_0^T \int_0^T \int_0^t (t-r)^{2(\theta-1-\eta)} \|D_\sigma x(r)\|^2_{L^2(\Xi;X_0)} dr dt d\sigma$$

$$\leq c_1 \|\nabla u\|_{L^1(\Xi;\mathbb{R}^p)} \mathbb{E} \int_0^T \int_0^T \int_0^r (t-r)^{2(\theta-1-\eta)} \|D_\sigma x(r)\|^2_{L^2(\Xi;X_0)} dr dt d\sigma,$$

so that, by an easy application of Fubini’s theorem,

$$\mathbb{E} \int_0^T \int_0^T \|D_\sigma I(t)\|^2_{L^2(\Xi;X_0)} dt d\sigma$$

$$\leq c_1 \mathbb{E} \int_0^T \int_0^r (t-r)^{2(\theta-1-\eta)} \|D_\sigma x(r)\|^2_{L^2(\Xi;X_0)} dr d\sigma$$

$$= c_1 \mathbb{E} \int_0^T \int_0^r (t-r)^{2(\theta-1-\eta)} \|D_\sigma x(r)\|^2_{L^2(\Xi;X_0)} dr d\sigma$$

$$= c_1 \int_0^T \int_0^r (t-r)^{2(\theta-1-\eta)} \mathbb{E} \|D_\sigma x(r)\|^2_{L^2(\Xi;X_0)} dr d\sigma,$$

Now the right hand side of the previous inequality is finite; in fact, by exchanging the integrals we verify that

$$\int_0^T \left( \int_0^r (t-r)^{2(\theta-1-\eta)} \mathbb{E} \|D_\sigma x(r)\|^2_{L^2(\Xi;X_0)} dr \right) dt$$
\[
\left(\int_0^T t^{2(\theta-1-n)} dt\right) \left(\int_0^T \int_0^T \mathbb{E}\|D_\sigma x(r)\|^2_{L^2(\xi;X_n)} d\sigma \ dr\right) \\
= \left(\int_0^T t^{2(\theta-1-n)} dt\right) \|D_\sigma x\|^2_{L^2(\Omega \times [0,T];L^2(\xi;X_n))} < \infty,
\]

since \(x \in L^{1,2}(X_n)\). This proves (49).

Now we consider the Malliavin derivative of the stochastic term
\[
\int_0^t e^{(t-r)B} (I - B) Pg dW(r)
\]
and we prove that it belongs to \(L^{1,2}(X_n)\) and satisfies (48). This will be consequence of an easy application of the following fact, proved in [27, Proposition 3.4]: if \(y \in L^{1,2}(X_n)\), and for a.a. \(\sigma \in [0,T]\) the process \(D_\sigma y(t) : t \in [0,T]\) belongs to \(\text{dom}(\delta)\), and the map \(\sigma \mapsto \delta(D_\sigma x)\) belongs to \(L^2(\Omega \times [0,T];X_n)\), then \(\delta(y) \in D^{1,2}(X_n)\) and \(D_\sigma \delta(y) = \delta(D_\sigma y)\).

We fix \(t \in [0,T]\) and we define \(y(r) := e^{(t-r)B} (I - B) Pg\) for \(t \geq r\) and \(y(r) = 0, t < r\). Clearly \(y \in L^{1,2}(X_n)\) and \(D_\sigma y = 0\) for every \(\sigma \in [0,T]\). This implies that \((D_\sigma y(t))_{t \geq 0} \in \text{dom}(\delta)\) for a.a. \(\sigma \in [0,T]\) and \(\sigma \mapsto \delta(D_\sigma y)\) belongs to \(L^2(\Omega \times [0,T];X_n)\). On the other hand, we recall that the Skorohod and the Itô integral coincide for adapted integrand, so that
\[
\delta(y) = \int_0^t e^{(t-r)B} (I - B) Pg dW(r).
\]

Applying the result mentioned above we get \(\delta(y) \in L^{1,2}(X_n)\) with
\[
D_\sigma \delta(y) = D_\sigma \int_0^t e^{(t-r)B} (I - B) Pg dW(r)
= e^{(t-r)B} (I - B) Pg
\]
for a.a.t \(\in [0,T]\) so that formula (48) is proved.

Now for \(\sigma \in [0,T]\) and for arbitrary predictable processes \((x(t))_{t \in [\sigma,T]}\) and \((q(t))_{t \in [\sigma,T]}\) with values respectively in \(X_n\) and \(L_2(\xi;X_n)\) we define the process \(H = H(x,q)\) as
\[
H(x,q)_{\sigma t} = e^{(t-\sigma)B} (I - B) Pg + \int_{\sigma}^t e^{(t-r)B} (I - B) P\nabla_a f(r, Jx(r)) Jq(r) dr.
\]

We are now ready to prove Proposition 6.

Proof. [of Proposition 6] We fix \(s \in [0,T]\). Let us consider the sequence \(x^n\) defined as follows: \(x^0 = 0 \in X_n\),
\[
x^{n+1}(t)
= e^{(t-s)B} x_s + \int_s^t e^{(t-r)B} (I - B) Pf(r, Jx^n(r)) dr + \int_s^t e^{(t-r)B} (I - B) Pg dW(r)
= \mathcal{K}(x^n)(t),
\]
and \(x^n(t) = x\) for \(t < s\), where the mapping \(\mathcal{K}\) was defined in Section 4 (see (19)). It was proved in Theorem 4.2 that \(\mathcal{K}\) is a contraction in \(L^p_\mathcal{F}(\Omega;C([0,T];X_n))\), hence, in particular, in the space \(L^2(\Omega \times [0,T];X_n)\). This implies that \(x^n\) converges to an
element $\mathbf{x}$ in this space. By Lemma 6.1, $x^{n+1}$ belongs to $L^{1,2}(X_\eta)$ and, for a.a. $\sigma$ and $t$ with $\sigma < t$

$$D_\sigma x^{n+1}(t) = e^{(t-\sigma)B}(I - B)P_g + \int_\sigma^t e^{(t-r)B}(I - B)P\nabla_u f(r, Jx^n(r))JD_\sigma x^n(r)dr.$$  

(50)

Hence, recalling the operator introduced above, we may write equality (50) as

$$Dx^{n+1} = \mathcal{H}(x^n, Dx^n).$$

In the following we prove that

$$\|\mathcal{H}(x^n, Dx^n)\|_3 \leq \alpha \|Dx^n\|_3,$$

for some $\alpha \in [0, 1)$ and $\beta > 0$ to be chosen later, where $\|\cdot\|_3$ denotes an equivalent norm in $L^2(\Omega \times [0, T] \times [0, T]; L_2(\Xi; X_\eta))$. More precisely, for $\beta > 0$, we introduce the norm

$$\|Y\|_3 := \int_0^T \int_0^T e^{-\beta(t-\sigma)}E\|Y_{t\sigma}\|_{L_2(\Xi; X_\eta)}^2 dt d\sigma.$$

First we estimate the term $U := \{U_{\sigma t} : 0 \leq \sigma < t \leq T\}$ defined as $U_{\sigma t} := e^{(t-\sigma)B}(I - B)P_g$. We have

$$\|U\|_3^2 = \int_0^T \int_0^T e^{-\beta(t-\sigma)}\|e^{(t-\sigma)B}(I - B)P_g\|_{L_2(\Xi; X_\eta)}^2 dt d\sigma$$

$$\leq C_{P,g} \int_0^T \int_0^T e^{-\beta(t-\sigma)}(t-\sigma)^{2(\theta-1-\eta)} d\sigma dt$$

$$= C_{P,g} \int_0^T \int_0^t e^{-\beta t} \sigma^2(\theta-1-\eta) d\sigma dt$$

$$\leq C_{P,g} T \frac{\Gamma(2(\theta-1-\eta))}{\beta^2(\theta-1-\eta)+1} < \infty,$$

where $C_{P,g}$ is a positive constant depending only on the norms of $P$ and $g$. Hence $\{e^{(t-\sigma)B}(I - B)P_g : 0 \leq \sigma < t \leq T\}$ is bounded in the space $L^2(\Omega \times [0, T] \times [0, T]; L_2(\Xi; X_\eta))$. Now let us consider the norm of $\mathcal{H}(x^n, Dx^n)$: taking into account the above inequality we get

$$\|\mathcal{H}(x^n, Dx^n)\|_3 = \int_0^T \int_0^T \int_0^t e^{-\beta(t-\sigma)}E\|\mathcal{H}(x^n, Dx^n)_{t\sigma}\|_{L_2(\Xi; X_\eta)}^2 dt d\sigma$$

$$\leq C_{P,g}\nu(\beta) + \int_0^T \int_0^t \int_0^r e^{-\beta(t-\sigma)}E\|e^{(t-r)B}(I - B)P\nabla_u f(r, Jx^k(r))JD_\sigma x^n(r)\|_{L_2(\Xi; X_\eta)}^2 dr d\sigma dt$$

where we set $\nu(\beta) := T \frac{\Gamma(2(\theta-1-\eta))}{\beta^2(\theta-1-\eta)+1}$. Now changing the order of integration, we have

$$\|\mathcal{H}(x^n, Dx^n)\|_3^2 \leq C_{P,g}\nu(\beta) + C_{P,f,J} \int_0^T \int_0^t \left( \int_r^T (t-r)^{-2(\theta-1-\eta)} e^{-\beta(t-r)} dt \right)$$

$$e^{-\beta(r-\sigma)}E\|D_\sigma x^n(r)\|_{L_2(\Xi; X_\eta)}^2 dr d\sigma$$

$$\leq C_{P,g}\nu(\beta) + C_{P,f,J} \int_0^T \int_0^t \left( \sup_{r \in [\sigma, T]} \int_r^T (t-r)^{-2(\theta-1-\eta)} e^{-\beta(t-r)} dt \right)$$

$$e^{-\beta(r-\sigma)}E\|D_\sigma x^n(r)\|_{L_2(\Xi; X_\eta)}^2 dr d\sigma.$$
where $C_{P,f,j}$ is a positive constant depending only on the norms of $P, f, J$. Since the supremum on the right-hand side can be estimated by $\int_0^T \eta^2(t) e^{-\beta t} dt$ we obtain
\[
\|H(x^n, Dx^n)\|_2^2 \\
\leq C_{P,f} \nu(\beta) + C_{P,f,j} \nu(\beta) \int_0^T \int_\sigma^T e^{-\beta(t-\sigma)} E\|D_\sigma x^n(r)\|_{L^2(\mathbb{X},\mathbb{F})}^2 dr d\sigma.
\]
Now we choose $\beta$ large enough such that $\nu(\beta)(C_{P,g} + C_{P,j,f} \|Dx^n\|_2^2) \leq \alpha \|Dx^n\|_2^2$, for $\alpha \in [0, 1)$, so that the above inequality means that
\[
\|H(x^n, Dx^n)\|_2^2 \leq \alpha \|Dx^n\|_2^2,
\]
with $\alpha \in [0, 1)$. From (51) and from the fact that $e^{(t-\sigma)B(I-B)Pg}$ is bounded in $L^2(\Omega \times [0, T] \times [0, T]; L^2(\mathbb{X},\mathbb{F}))$, it follows that the sequence $\{Dx^n\}_{n \in \mathbb{N}}$ is also bounded in this space. Since, as mentioned before $x^n$ converges to $x$ in $L^2(\Omega \times [0, T]; \mathbb{X})$ it follows from the closedness of the operator $D$ that $x$ belongs to $L^{1,2}(\mathbb{X})$. Thus point 1 of Proposition 6 is proved.

We now consider point 2 in Proposition 6, which concerns with the regularity $\sigma \in [0, T]$ such that $\sigma < t$ the following equality $\mathbb{P}$-a.s.:
\[
D_\sigma x(t) = e^{(t-\sigma)B(I-B)Pg} + \int_\sigma^t e^{(t-r)B(I-B)P\nabla_u f(r, Jx(r))JD_\sigma x(r)} dr.
\]
Since, for any $\sigma < t$
\[
\|e^{(t-\sigma)B(I-B)Pg}\|_{L^2(\mathbb{X},\mathbb{F})} \leq (t-\sigma)^{(\theta-1-n)}\|P\|_{L(H;\mathbb{X})}\|g\|_{L^2(\mathbb{X},\mathbb{F})},
\]
by the boundedness of $\nabla_u f$ and the Gronwall’s lemma it easy to deduce that
\[
\|D_\sigma x(t)\|_{L^2(\mathbb{X},\mathbb{F})} \leq C((t-\sigma)_{t\in[0, T]} + 1).
\]
In particular it follows that, for every $t \in [0, T]$, the mapping $\sigma \mapsto D_\sigma x(t)$ is bounded in $L^\infty(\Omega, L^2(0, T; L^2(\mathbb{X},\mathbb{F})))$.

We now consider point 2 in Proposition 6, which concerns with the regularity of the trajectories of $D_\sigma x, \sigma \in [0, T]$. We introduce the space $\mathbb{V}$ of processes $(q_{\sigma t})_{0 \leq \sigma \leq t \leq T}$, such that, for every $\sigma \in [0, T]$, $(q_{\sigma t})_{t \in [\sigma, T]}$ is a predictable process in $\mathbb{X}$ with continuous paths, and such that
\[
\sup_{\sigma \in [0, T]} E\left(\sup_{t \in [\sigma, T]} e^{-\beta(t-\sigma)p(t-\sigma)^{\theta-1-n}} \|q_{\sigma t}\|_{L^2(\mathbb{X},\mathbb{F})}^2\right) < \infty.
\]
Here $p \in [2, \infty)$ is fixed and $\beta > 0$ is a parameter to be chosen later. Let us consider the equation
\[
q_{\sigma t} = e^{(t-\sigma)B(I-B)Pg} + \int_\sigma^t e^{(t-r)B(I-B)P\nabla_u f(r, Jx(r))} Jq_{\sigma r} dr,
\]
which we can rewrite as
\[
q_{\sigma t} = H(x, q)_{\sigma t}, \quad t \in (\sigma, T].
\]
We claim that equation (54) admits a unique mild solution in the space $\mathcal{V}$. To prove this, it suffices to show that the term $(U_{\sigma t})_{0 \leq \sigma \leq T}$ defined before belongs to $\mathcal{V}$ and that $\mathcal{H}$ is a contraction in the space $\mathcal{V}$. Since, for any $\sigma < t$

$$\|e^{(t-\sigma)B}(I - B)Pg\|_{L_2(\Xi;\mathbb{X}_n)} \leq (t - \sigma)^{(\theta - 1 - \eta)}\|P\|_{L(H;\mathbb{X}_n)}\|g\|_{L_2(\Xi;\mathbb{X}_n)}$$

we have

$$\sup_{\sigma \in [0,T]} \sup_{t \in (\sigma,T]} (t - \sigma)^{p(1+\eta-\theta)}\|e^{(t-\sigma)B}(I - B)Pg\|_{L_2(\Xi;\mathbb{X}_n)}^2 < \infty.$$ 

This proves that $U \in \mathcal{V}$. Further, repeating almost identical passages as those leading to (50), we can prove that $\mathcal{H}(x, \cdot)$ is a contraction in the space $\mathcal{V}$ provided that $\beta$ is chosen sufficiently large. This proves the claim.

Now we prove that $q$ is the required version of $Dx$. Subtracting (54) from (52), we obtain, $\mathbb{P}$-a.s., for a.a. $\sigma$ and $t$ with $\sigma < t$

$$D_{\sigma}x(t) - q_{\sigma t} = \int_{\sigma}^t e^{(t-r)B}(I - B)P\nabla_u f(r, Jx(r)) [J(D_{\sigma}x(r) - q_{\sigma r})] dr.$$ 

Repeating the passages that led to (51), we obtain

$$\|D_{\sigma}x - q_{\sigma}^2\|_V \leq \alpha\|D_{\sigma}x - q_{\sigma}\|_V$$

for some $\alpha < 1$, which clearly implies that $q$ is a version of $Dx$.

To conclude the proof of 3 in Proposition 6 we need to prove that $x(t) \in \mathbb{D}^{1,2}(\mathbb{X}_n)$ for every $t \in [0,T]$. This assertion is clear for $t \in [0,s]$ since $x(t) = x(t) = x$. For $t \in (s, T]$ we take a sequence $n_i \rightarrow t$ such that $x(t_i) \in \mathbb{D}^{1,2}(\mathbb{X}_n)$ and we note that by (46), the sequence

$$\mathbb{E} \int_0^T \|D_{\sigma}x(t_n)\|_{L_2(\Xi;\mathbb{X}_n)}^2 d\sigma$$

is bounded by a constant independent of $n$. Since $x(t_n) \rightarrow x(t)$ in $L^2(\Omega; \mathbb{X}_n)$, it follows from the closedness of the operator $D$ that $x \in \mathbb{D}^{1,2}(\mathbb{X}_n)$.

Now we prove point 4 in Proposition 6. To prove that $t \mapsto Dx(t)$ is continuous as a mapping from $[0,T]$ into $L^p(\Omega; L^2(0,T;\mathbb{X}_n))$ we fix $t \in [0,T]$ and let $n_i \rightarrow t$ and $t_n \rightarrow t$. Then, since $Dx$ satisfies equation (54), we have

$$\mathbb{E} \int_0^T \|D_{\sigma}x(t^{+}_n) - D_{\sigma}x(t^{-}_n)\|_V^2 d\sigma \leq 2 \int_0^T \|e^{(t^{+}_n-\sigma)B} - e^{(t^{-}_n-\sigma)B}(I - B)Pg\|_V^2 d\sigma$$

$$+ 2\mathbb{E} \int_0^T \left\| \int_{\sigma}^{t_n^+} e^{(t^{-}_n-r)B}(I - B)P\nabla_u f(r, Jx(r)) JD_{\sigma}x(r) dr 
- \int_{\sigma}^{t_n^-} e^{(t^{-}_n-r)B}(I - B)P\nabla_u f(r, Jx(r)) JD_{\sigma}x(r) dr \right\|^2_\eta$$

We estimate the two terms in the right member of the above inequality separately. Concerning the first one, which is deterministic we have

$$2 \int_0^T \| (e^{(t^{+}_n-\sigma)B} - e^{(t^{-}_n-\sigma)B})(I - B)Pg\|_V^2 d\sigma$$
= \int_{t_n}^{t_0} \left\| e^{(t_n^\tau - \sigma)B(I - B)\rho \tau^j} \right\|_2^2 d\sigma + \int_{0}^{t_n} \left\| (e^{(t_n^\tau - \tau^j)B(I - B)\rho - \sigma)B(I - B)\rho \tau^j} \right\|_2^2 d\sigma
\leq C_{\rho \tau^j} \int_{t_n}^{t_0} (t_n^\tau - \tau^j)^2 (\theta - \eta - 1) d\sigma + C_{\rho \tau^j} \left\| e^{(t_n^\tau - \tau^j)B(I - B)\rho - \sigma)B(I - B)\rho \tau^j} \right\|_2^2 \int_{0}^{t_n} \left( t_n^\tau - \sigma)B(I - B)\rho - \sigma \right)^2 (\theta - 1 - \eta) d\sigma

We notice that both integrals in the last part of the above expression go to 0 as \( n \to \infty \).

In a similar way, using the bound (46) on \( D_x^p x \) for \( p = \infty \), we conclude that also the second integral in (55) goes to 0 and the required continuity follows.

Now we denote by \( \{e_j\}_{j \in \mathbb{N}} \) a basis on the space \( \Xi \) and consider the standard real Wiener process \( W^j(t) = \int_0^t (e_j, W(s))ds \). We conclude the section by investigating the existence of the joint quadratic variation of \( W^j \), \( j \in \mathbb{N} \) with a process of the form \( \{w(t, x(t)) : t \in [0, T]\} \) for a given function \( w : [0, T] \times X_\eta \to \mathbb{R} \), on an interval \([0, s] \subset [0, T]\). As usual this is defined as the limit in probability of

\[
\sum_{i=1}^n (w(t_i, x(t_i)) - w(t_{i-1}, x(t_{i-1}))(W^j(t_i) - W^j(t_{i-1})),
\]

where \( \{t_i : 0 = t_0 < t_1 < \cdots < t_n, i = 0, \ldots, n\} \) is an arbitrary subdivision of \([0, t]\) whose mesh tends to 0. We do not require that convergence takes place uniformly in time. This definition is easily adapted to arbitrary interval of the form \([s, t] \subset [0, T]\). Existence of the joint quadratic variation is not trivial. Indeed, due to the occurrence of convolution type integrals in the definition of mild solution, it is not obvious that the process \( x \) is a semimartingale. Moreover, even in this case, the process \( w(\cdot, x) \) might fail to be a semimartingale if \( w \) is not twice differentiable, since Itô formula does not apply. Nevertheless, the following result hold true. Its proof could be deduced from generalization of some result obtained in [18, pg. 193] to the infinite-dimensional case, but we prefer to give a simpler direct proof.

**Proposition 7.** Suppose that \( w \in C([0, T] \times X_\eta; \mathbb{R}) \) is Gâteaux differentiable with respect to \( x \), and that for every \( s < T \) there exist constants \( K \) and \( m \) (possibly depending on \( s \)) such that

\[
|w(t, x)| \leq K(1 + |x|)^m, \quad |\nabla w(t, x)| \leq K(1 + |x|)^m, \quad t \in [0, s], x \in X.
\]

Let \( \eta \) and \( \theta \) satisfy condition (13) in Theorem 3.6. Assume that for every \( t \in [0, T] \), \( x \in X_\eta \) the linear operator \( k \mapsto \nabla w(t, x)(I - B)^{1-\theta}k \) (a priori defined for \( k \in \mathcal{D} \)) has an extension to a bounded linear operator \( X \to \mathbb{R} \), that we denote by \( [\nabla w(I - B)^{1-\theta}](t, x) \). Moreover, assume that the map \( (t, x, k) \mapsto [\nabla w(I - B)^{1-\theta}](t, x)k \) is continuous from \([0, T] \times X_\eta \times X \) into \( \mathbb{R} \). For \( t \in [0, T], x \in X_\eta \), let \( \{x(t; s, x), t \in [s, T]\} \) be the solution of equation (29). Then the process \( \{w(t, x(t; s, x)), t \in [s, T]\} \) admits a joint quadratic variation process with \( W^j \), for every \( j \in \mathbb{N} \), on every interval \([s, t] \subset [s, T]\), given by

\[
\int_s^t [\nabla w(I - B)^{1-\theta}](r, x(r; s, x))(I - B)^\theta P_{ge_j}dr.
\]

**Proof.** For simplicity we write the proof for the case \( s = 0 \) and we write \( x(t) = x(t; s, x), w(t) = w(t, x(t)) \). It follows from the assumptions that the mapping \( (t, x, h) \mapsto \nabla w(t, x)h \) is continuous on \([0, T] \times X_\eta \times X \). By the chain rule for the Malliavin derivative operator (see Fuhrman and Tessitore [27]), it follows that for every \( t < T \) we have \( w(t) \in D^{1-2}(X_\eta) \) and \( Dw(t, x(t)) = \nabla w(t, x(t))Dx(t) \).
Let us now compute the joint quadratic variation of \( w \) and \( W^j \) on a fixed interval \([0, t]\) \( \subset [0, T] \). Let \( 0 = t_0 < t_1, \ldots, t_n = t \) be a subdivision of \([0, t]\) \( \subset [0, T] \) with mesh \( \delta = \max_i(t_i - t_{i-1}) \). By well-known rules of Malliavin calculus (see, e.g. [5]) we have

\[
(w(t_i) - w(t_{i-1}))(W^j(t_i) - W^j(t_{i-1})) = (w(t_i) - w(t_{i-1})) \int_{t_{i-1}}^{t_i} dW^j(t)
\]

\[
= \int_{t_{i-1}}^{t_i} D_\sigma w(t_i) - w(t_{i-1}) d\sigma + \int_{t_{i-1}}^{t_i} (w(t_i) - w(t_{i-1})) \hat{d}W^j(\sigma),
\]

where we use the symbol \( \hat{d}W^j \) to denote the Skorohod integral. We note that \( D_\sigma w(t_{i-1}) = 0 \) for \( \sigma > t_{i-1} \). Therefore setting

\[
U_\delta(\sigma) = \sum_{i=1}^n (w(t_i) - w(t_{i-1})) 1_{(t_{i-1}, t_i]}(\sigma)
\]

we obtain

\[
\sum_{i=1}^n (w(t_i) - w(t_{i-1}))(W^j(t_i) - W^j(t_{i-1}))
\]

\[
= \int_0^t U_\delta(\sigma) \hat{d}W^j(\sigma) + \sum_{i=1}^n \int_{t_{i-1}}^{t_i} \nabla w(t_i, x(t_i)) D_\sigma x(t_i) e_j d\sigma.
\]

Recalling the equation satisfied by \( Dx \) (see (52)) we have

\[
\sum_{i=1}^n (w(t_i) - w(t_{i-1}))(W^j(t_i) - W^j(t_{i-1}))
\]

\[
= \int_0^t U_\delta(\sigma) \hat{d}W^j(\sigma)
\]

\[
+ \sum_{i=1}^n \int_{t_{i-1}}^{t_i} \nabla w(t_i, x(t_i)) e^{(t_i - \sigma)B(I - B)} (I - B)^\theta \hat{d}w e_j d\sigma
\]

\[
+ \sum_{i=1}^n \int_{t_{i-1}}^{t_i} \nabla w(t_i, x(t_i)) \int_\sigma^{t_i} e^{(r - \sigma)B(I - B)} P \nabla f(r, Jx(r)) JD_\sigma x(r) e_j dr d\sigma.
\]

(57)

Now we let the mesh \( \delta \) go to 0. We discuss the three terms in the right-member of the above inequality separately.

Using the continuity properties of the maps \( t \mapsto x(t) \) and \( t \mapsto Dx(t) \) stated in Proposition 6 and taking into account the continuity properties of \( w \) and \( \nabla w \), the estimate (56) and the chain rule \( D_\sigma w(t) = \nabla w(t, x(t)) D_\sigma x(t) \), it is easy to see that the map \( t \mapsto w(t) = w(t, x(t)) \) is continuous from \([0, T]\) to \( D^{1,2}(X_\eta) \). It follows that \( U_\delta \rightarrow 0 \) in \( L^{1,2}(X_\eta) \) and by the continuity of the Skorohod integral we conclude that the first term in the right-member of (57) goes to 0 as \( \delta \rightarrow 0 \).

According to the definition of \( \nabla w(t, x(t)) \) the second term can be written as

\[
\sum_{i=1}^n [\nabla w(I - B)^{1-\theta}(t_i, x(t_i))] \int_{t_{i-1}}^{t_i} e^{(t_i - \sigma)B(I - B)^\theta} P e_j d\sigma
\]

\[
\leq \sum_{i=1}^n [\nabla w(I - B)^{1-\theta}(t_i, x(t_i))(I - B)^\theta P e_j (t_i - t_{i-1})]
\]
Proposition 8. Under Hypothesis 2.1 and 2.3 the following hold:

\[ x \]

The backward stochastic differential equation.

3.2 Fulvia Confortola and Elisa Mastrogiacomo have the problem described in Section 1. More precisely, for the backward stochastic differential equation in the unknown \((Y,Z)\) and the continuity of the paths of \(x\) it follows that

\[
\sum_{i=1}^{n} \left[ \nabla w(I - B)^{1-\theta}(t_i, x(t_i)) \right] \int_{t_{i-1}}^{t_i} (e^{(t_i-\sigma)}B) - I)(I - B)^{\theta} Pge_j d\sigma
\]

We notice that, for every \(i = 0, \ldots, n\),

\[
\sup_{\sigma \in [t_i, t_{i+1}]} \left| (e^{(t_i-\sigma)}B - I)(I - B)^{\theta} Pge_j \right| \leq \sup_{\sigma \in [0, \delta]} \left| (e^{\sigma}B - I)(I - B)^{\theta} Pge_j \right| \to 0,
\]

as \(\delta \to 0\), by the strong continuity of the semigroup. From the properties of \(\nabla w(I - B)^{1-\theta}\) and the continuity of the paths of \(x\) it follows that

\[
\sum_{i=1}^{n} \int_{t_{i-1}}^{t_i} \nabla w(t_i, x(t_i)) \int_{t_{i-1}}^{t_i} e^{(t_i-\sigma)}B (I - B)^{\theta} Pge_j d\sigma
\]

\[
\to \int_{0}^{t} \left[ \nabla w(I - B)^{1-\theta}(r, x(r))(I - B)^{\theta} Pge_j dr, \quad P - a.s. \right.
\]

Now recalling that, by Proposition 6 - Point 2, \(D_x x \in L^\infty(\Omega; L^2(0, T; X_\eta))\) and the boundedness of \(\nabla f\), we can estimate the third term in the right-member of (57) by

\[
\left| \sum_{i=1}^{n} \int_{t_{i-1}}^{t_i} \nabla w(t_i, x(t_i)) \int_{t_{i-1}}^{t_i} e^{(t_i-\sigma)}B (I - B)^{\theta} Pge_j d\sigma \right|
\]

\[
\leq C_{P,f} \sum_{i=1}^{n} \left\| \nabla w(t_i, x(t_i)) \right\|_{L(X_\eta)} \int_{t_{i-1}}^{t_i} \int_{t_{i-1}}^{t_i} ((r - \sigma)^{\theta-1} + 1) dr d\sigma
\]

\[
\leq C_{P,f,\theta,\eta} \sum_{i=1}^{n} \left\| \nabla w(t_i, x(t_i)) \right\|_{L(X_\eta)} [(t_i - t_{i-1})^{\theta-\eta} + (t_i - t_{i-1})]\]

where \(C\) is a positive constant depending only on \(P\) and \(f\). But the last term goes to 0, \(P\)-a.s., by the continuity properties of \(\nabla w\) and the continuity of the paths of \(x\).

7. The backward stochastic differential equation. In this section we consider the backward stochastic differential equation in the unknown \((Y,Z)\):

\[
\begin{cases}
    dY(\tau) = \psi(\tau, x(\tau; t, x), Z(\tau))d\tau + Z(\tau)dW(\tau), & \tau \in [s, T], \\
    Y(T) = \phi(x(T; s, x))
\end{cases}
\]

(58)

where \(x(\cdot; s, x)\) is the solution of the uncontrolled equation (29) (with the convention \(x(\tau; s, x) = x\) for \(\tau \in [0, s]\)) and \(\psi\) is the Hamiltonian function relative to the control problem described in Section 1. More precisely, for \(t \in [0, T]\), \(x \in X_\eta, z \in \Xi^t\) we have

\[
\psi(t, x, z) = \inf \{ l(t, Jx, \gamma) + z r(t, Jx, \gamma) : \gamma \in U \}.
\]

(59)

For further use, we prove some additional properties of the function \(\psi\):

**Proposition 8.** Under Hypothesis 2.1 and 2.3 the following hold:

1. There exists a positive constant \(C\) such that for any \(t \in [0, T]\), \(x_1, x_2 \in X_\eta\) and \(z_1, z_2 \in \Xi^t\),

\[
|\psi(t, x_1, z_1) - \psi(t, x_2, z_2)| \leq C|z_1 - z_2| + \sum_{i=1}^{n} (1 + \|x_1\|_\eta + \|x_2\|_\eta)\|x_1 - x_2\|_\eta.
\]

2. There exists a positive constant \(C\) such that

\[
\sup_{t \in [0, T]} |\psi(t, 0, 0)| \leq C.
\]
Proof. Point 2 follows from the fact that
\[ |\psi(t,0,0)| = \left| \inf_{\gamma \in \mathcal{U}} l(t,0,\gamma) \right|. \]
Moreover, for all \( \gamma \in \mathcal{U} \) we have
\[
\begin{align*}
&l(t,Jx,\gamma) + zr(t,Jx,\gamma) \\
&\leq l(t,Jx',\gamma) + z'r(t,Jx',\gamma) + \|l(t,Jx,\gamma) - l(t,Jx',\gamma)\| \\
&\leq (z - z')r(t,Jx,\gamma) + C\|l\|\|x - x'\|_{\|\|} + (1 + \|x\|_{\|\|} + \|x'\|_{\|\|}) \\
&\leq C|z - z'| + C\|l\|\|x - x'\|_{\|\|}|z'|,
\end{align*}
\]
and taking the infimum over \( \gamma \),
\[
\psi(t,x,z) \leq \psi(t,x',z') + C\|l\|\|x - x'\|_{\|\|}(1 + \|x\|_{\|\|} + \|x'\|_{\|\|}) + C|z - z'| \\
+ C\|l\|\|x - x'\|_{\|\|}|z'| \\
\leq c|z - z'| + c\|x - x'\|_{\|\|}(1 + |z| + |z'|)(1 + \|x\|_{\|\|} + \|x'\|_{\|\|})
\]
for some \( c, C > 0 \). Exchanging \( x, z \) with \( x', z' \) we get the conclusion. \( \square \)

We make the following assumption.

**Hypothesis 7.1.** For almost every \( t \in [0,T] \) the map \( \psi(t,\cdot,\cdot) \) is Gâteaux differentiable on \( X_\eta \times \Xi^* \) and the maps \( (x,h,z) \mapsto \nabla_x \psi(t,x,z)[h] \) and \( (x,z,\zeta) \mapsto \nabla_z \psi(t,x,z)[\zeta] \) are continuous on \( X_\eta \times X \times \Xi^* \) and \( X_\eta \times \Xi^* \times \Xi^* \) respectively.

**Remark 7.** Under the above assumption we immediately deduce the following estimates:
\[
|\nabla_x \psi(t,x,z)[h]| \leq C(1 + \|x\|_{\|\|})\|h\| \quad \text{and} \quad |\nabla_z \psi(t,x,z)[\zeta]| \leq C|\zeta|, \quad h \in X, \zeta \in \Xi^*.
\]

We notice that Hypothesis 7.1 involves conditions on the function \( \psi \) and not on the functions \( l \) and \( r \) that determine \( \psi \). However, Hypothesis 7.1 can be verified in concrete situations (for an example, see, for instance, [27, Ex. 2.7.1]).

The backward equation (58) is understood in the usual way: we look for a pair of processes \((Y,Z)\), progressively measurable, which, for any \( t \in [s,T]\)
\[
Y(t) + \int_t^T Z(\tau)dW(\tau) = \phi(x(T;s,x)) - \int_t^T \psi(\tau,x(\tau;t,x),Z(\tau))d\tau.
\]

We can now state the following result on existence and uniqueness and smoothness of the solution to equation (58):

**Proposition 9.**
1. For all \( x \in X_\eta, s \in [0,T] \) and \( p \in [2,\infty) \) there exists a unique pair of processes \((Y,Z)\) with \( Y \in L^p(\Omega,C([s,T];\mathbb{R})) \), \( Z \in L^p(\Omega,L^2(s,T;\Xi^*)) \) solving the equation (58). In the following we will denote such a solution by \( Y(\cdot;s,x) \) and \( Z(\cdot;s,x) \).
2. The map \((s,x) \mapsto (Y(\cdot;s,x),Z(\cdot;s,x))\) is continuous from \([0,T] \times X_\eta\) to \( L^p(\Omega,C([s,T];\mathbb{R})) \times L^p(\Omega,L^2(s,T;\Xi^*)) \).
3. For all \( s \in [0, T] \) the map \( x \mapsto (Y(\cdot; s, x), Z(\cdot; s, x)) \) is Gâteaux differentiable as a map from \( X_\eta \) to \( L^p(\Omega, C([s, T]; \mathbb{R})) \times L^p(\Omega; L^2(s, T; \Xi^*)) \). Moreover, the map \( (t, x, h) \mapsto (\nabla_x Y(\cdot; t, x)[h], \nabla_x Z(\cdot; t, x)[h]) \) is continuous from \([0, T] \times X_\eta \times X\) to \( L^p(\Omega, C([s, T]; \mathbb{R})) \times L^p(\Omega; L^2(s, T; \Xi^*)) \).

4. For any \( x \in X_\eta, h \in X \), the pair of processes \((\nabla_x Y(\cdot; s, x)[h], \nabla_x Z(\cdot; s, x)[h])\) satisfies the equation

\[
\begin{cases}
\text{d}\nabla_x Y(\tau; s, x)[h] = \nabla_x \psi(\tau, x(\tau, s, x), Z(\tau, s, x))\nabla_x x(\tau, s, x)[h]d\tau \\
+ \nabla_x \psi(\tau, x(\tau, s, x), Z(\tau, s, x))\nabla_x x(\tau, s, x)[h]d\tau + \nabla_x Z(\tau, s, x)[h]dW(\tau),
\end{cases}
\]

for \( \tau \in [s, T], s \in [0, T] \).

**Proof.** The claim follows directly from Proposition 4.8 in Fuhrman and Tessitore [27], from the differentiability stated in Proposition 3 and the chain rule (as stated in Lemma 2.1 in [27]).

As in the previous section, starting from the Gâteaux derivatives of \( Y \) and \( Z \), we introduce suitable auxiliary processes which will allow ourselves to express \( Z \) in terms of \( Y \) and \((I - B)^{1 - \theta}\) and then get the fundamental relation for the optimal control problem introduced in Section 1.

**Proposition 10.** For every \( p \geq 2, s \in [0, T] \), \( x \in X_\eta, h \in X \) there exist two processes

\[
\{\Pi(t; s, x)[h] : t \in [0, T]\} \quad \text{and} \quad \{Q(t; s, x)[h] : t \in [0, T]\}
\]

with \( \Pi(\cdot; s, x)[h] \in L^p(\Omega; C([0, T]; \mathbb{R})) \) and \( Q(\cdot; s, x)[h] \in L^p(\Omega; L^2([0, T]; \Xi^*)) \) such that if \( s \in [0, T] \), \( x \in X_\eta \) and \( h \in D \), where

\[
D := \{ h \in X_{1 - \theta} \subset X : (I - B)^{1 - \theta} h \in X_\eta \},
\]

then \( \mathbb{P}\)-a.s. the following identifications hold:

\[
\Pi(t; s, x)[h] = \begin{cases}
\nabla_x Y(t; s, x)(I - B)^{1 - \theta}[h], & \text{for all } t \in [s, T]; \\
\nabla_x Y(s; s, x)(I - B)^{1 - \theta}[h], & \text{for all } t \in [0, s];
\end{cases}
\]

\[
Q(t; s, x)[h] = \begin{cases}
\nabla_x Z(t; s, x)(I - B)^{1 - \theta}[h], & \text{for a.e.t } \in [s, T], \\
0, & \text{for all } t \in [0, s].
\end{cases}
\]

Moreover the map \((s, x, h) \mapsto \Pi(\cdot; s, x)[h]\) is continuous from \([0, T] \times X_\eta \times X\) to \( L^p(\Omega; C([0, T]; \mathbb{R})) \) and the map \((s, x, h) \mapsto Q(\cdot; s, x)[h]\) is continuous from \([0, T] \times X_\eta \times X\) into \( L^p(\Omega; L^2([0, T]; \Xi^*)) \) and both maps are linear with respect to \( h \). Finally, there exists a positive constant \( C \) such that

\[
\mathbb{E} \sup_{t \in [s, T]} \|\Pi(t; s, x)[h]\|^p_\eta + \mathbb{E} \left( \int_s^T |Q(t; s, x)[h]|^2 d\mathbb{P} \right)^{p/2} \leq C(T - s)^{(\theta - 1 - \eta)p}(1 + \|x\|_\eta)^p \|h\|^p.
\]

**Proof.** As in the proof of Proposition 5, we introduce a suitable stochastic differential equation which should give the pair \((\Pi(\cdot; s, x)[h], Q(\cdot; s, x)[h])\); more precisely, for fixed \( s \in [0, T], x \in X_\eta \) and \( h \in X \) we consider the following backward stochastic differential equation (BSE):

\[
\text{d}y(t) = f(t, x(\cdot; t, x)[h], y(\cdot; t, x)[h], z(\cdot; t, x)[h]) dt + g(t, x(\cdot; t, x)[h], y(\cdot; t, x)[h], z(\cdot; t, x)[h]) dB(t),
\]

subject to the terminal condition \( y(T) = x(T) \). Since \( f \) and \( g \) are continuous in \( f \) and \( g \) and \( x \) is continuous and bounded,

\[
\mathbb{E} \sup_{t \in [s, T]} \|y(t; s, x)[h]\|^p_\eta + \mathbb{E} \left( \int_s^T |z(t; s, x)[h]|^2 d\mathbb{P} \right)^{p/2} \leq C(T - s)^{(\theta - 1 - \eta)p}(1 + \|x\|_\eta)^p \|h\|^p.
\]
differential equation on the unknown \((\Pi(\cdot; s, x)[h], Q(\cdot; s, x)[h])\):
\[
\begin{aligned}
d\Pi(t; s, x)[h] &= \nu(t; s, x)h dt + \nabla_x \psi(t, x(t; s, x), Z(t; s, x))Q(t; s, x)[h] ds \\
&+ Q(t; s, x)[h]dW(s) \quad t \in [s, T] \\
\Pi(T; s, x)[h] &= \eta(s, x)h,
\end{aligned}
\]
where
\[
\nu(t; s, x)h = \mathbf{1}_{[s, T]}(t)\nabla_x \psi(t, x(t; s, x), Z(t; s, x)) \left( \Theta(t; s, x)[h] + (I - B)^{1-\theta}e^{(t-s)B}h \right),
\]
\[
\eta(s, x)h = \nabla_x \phi(x(T; s, x)) \left( \Theta(T; t, x)[h] + (I - B)^{1-\theta}e^{(T-s)B}h \right).
\]
We notice that the processes \(\nu(\cdot; s, x)h\) and \(\eta(\cdot; s, x)h\) are well-defined for every \(h \in X\). Moreover, recalling the estimates on \(x(\cdot; s, x)\) obtained in Theorem 4.2, the properties of \(\nabla_x \psi(t, x, z)\) (see Remark 7) and the bound (42) on \(\Theta(\cdot; s, x)h\) proved in Proposition 5, we get
\[
\begin{aligned}
\mathbb{E}\left( \int_0^T |\nu(t; s, x)h|^2 dt \right)^{p/2} \\
&\leq C_1 \mathbb{E}\left( \int_0^T (1 + \|x(t; s, x)\|^p)\left( \|\Theta(t; s, x)h\|_\eta + (t-s)^{\theta-1-\eta}\|h\|^p \right) dt \right)^{p/2} \\
&\leq C_2(1 + \|x\|^p) \left[ (T-s)^{p/2} + (T-s)^{(2(p-1)/p-1)}p/2 \right] \|h\|^p \\
&\leq C_3(1 + \|x\|^p)(T-s)^{(\theta-1-\eta)p/2} \|h\|^p.
\end{aligned}
\]
where \(C_i, i = 1, 2, 3\) are suitable constants independent on \(t, x\) and \(h\). In the same way, again by (18), (42) and by Hypothesis 2.3 we get
\[
\begin{aligned}
\mathbb{E}|\eta(s, x)h|^p &\leq C\mathbb{E}[(1 + \|x(T; s, x)\|^p)(\|\Theta(T; s, x)h\|_\eta + (T-s)^{\theta-1-\eta}\|h\|^p)]^p \\
&\leq C(1 + \|x\|^p)(T-s)^{(\theta-1-\eta)p} \|h\|^p.
\end{aligned}
\]
Hence, taking into account Proposition 4.3 in Fuhrman and Tessitore [27], we obtain that for every \(s \in [0, T], x \in X_n, h \in X\) there exists a unique pair of processes \((\Pi(\cdot; s, x)[h], Q(\cdot; s, x)[h])\) solving the BSDE (63) such that \(\Pi \in L^p(\Omega; C([0, T]; \mathbb{R}))\) and \(Q \in L^p(\Omega; L^2(0, T; \mathbb{R}^*))\). Moreover, inequality (62) holds.

Reasoning as in the proof of Proposition 5, when \(h \in D\) we get the representation given in (60) and (61). Clearly, the map \(h \mapsto (\Pi(\cdot; s, x)[h], Q(\cdot; s, x)[h])\) is linear.

Now we prove its continuity. By estimate (62), it is sufficient to prove that it is continuous with respect to \(s\) and \(x\) for any fixed \(h \in X\), and, again by Proposition 4.3 in Fuhrman and Tessitore [27], it is enough to prove that for all \(h \in X, s_n \rightarrow s \in [0, T), x_n \rightarrow x \in X_n\) we have
\[
I_1^n + I_2^n + I_3^n := \mathbb{E}\left( \int_0^T \|\nabla_x \psi(t, x^n(t), Z^n(t)) - \nabla_x \psi(t, x(t), Z(t))\|^2_{L(\mathbb{R}^\star)} dt \right)^{p/2} \\
+ \mathbb{E}\left( \int_0^T |\nu(t; s_n, x_n)h - \nu(t; s, x)h|^2_{\mathbb{R}^\star} dt \right)^{p/2} \\
+ \mathbb{E}|\eta(s_n, x_n)h - \eta(s, x)h|^p \rightarrow 0, \quad n \rightarrow \infty,
\]
where we set $x^n(t) = x(t; s_n, x_n)$ and $Z^n(t) = Z(t; s_n, x_n)$. We prove that the three integrals goes to 0 separately. To this end we notice that, by the continuous dependence of $x$ and $Z$ on the initial data, we have $x^n \to x$ and $Z^n \to Z$, respectively in $L^p(\Omega; C([0, T]; X))$ and $L^p(\Omega; L^2(0, T; \Xi^*))$. Thus from each subsequence in $N$ we can extract a subsequence $\{n_i : i \in N\}$ for which $\sum_i \|x^{n_i} - x\|_{L^p(\Omega; C([0, T]; X))} < \infty$ and the series $\sum_i (\|x^{n_i} - x\|_{L^p(\Omega; C([0, T]; X))})_{i} \leq C$. Similarly, there exists $\hat{Z}$ in $L^p(\Omega; L^2(0, T; \Xi^*))$ such that $\|Z^n(t)\|_{\Xi^*} \leq \|\hat{Z}(t)\|_{\Xi^*} + \|Z(t)\|_{\Xi^*}$, $\mathbb{P}$-a.s. for all $t \in [0, T]$.

Now we use the above claim to prove that $I^n_i \to 0$, as $n \to \infty$, $i = 1, 2, 3$. Let us consider $I^n_1$. By the continuity assumptions stated in Hypothesis 7.1 and the convergence of $(x^n, Z^n)$ to $(x, Z)$, $\mathbb{P}$-a.s. for all $t \in [0, T]$ we have that $\nabla_x \psi(t, x^n(t), Z^n(t))$ converges to $\nabla_x \psi(t, x(t), Z(t))$, $\mathbb{P}$-a.s. for all $t \in [0, T]$. Further, by Remark 7, the function in the integral $I_1$ is bounded by a constant independent on $n \in N$. Hence, by the dominated convergence theorem we have

$$
\mathbb{E} \left( \int_0^T \|\nabla_x \psi(t, x^n(t), Z^n(t)) - \nabla_x \psi(t, x(t), Z(t))\|_{L^2(\Xi)}^2 \, dt \right)^{p/2} \to 0.
$$

To prove that $I^n_2 \to 0$ as $n \to \infty$ we define

$$
V^n(t) := 1_{[s_n, T]}(t) \left( \Theta(t; s_n, x_n)[h] + (I - B)^{1-\theta} e^{t-s} B [h] \right)
$$

and

$$
V(t) := 1_{[s, T]}(t) \left( \Theta(t; s, x)[h] + (I - B)^{1-\theta} e^{t-s} B [h] \right),
$$

and we notice that

$$
\nu(t; s_n, x_n) = \nabla_x \psi(t, x^n(t), Z^n(t))V^n(t)
$$

and

$$
\nu(t; s, x) = \nabla_x \psi(t, x(t), Z(t))V(t).
$$

Then

$$
I^n_2 \leq C_1 \mathbb{E} \left( \int_0^T |(\nabla_x \psi(t; x^n(t), Z^n(t)) - \nabla_x \psi(t; x(t), Z(t))) V(t)|^2 \, dt \right)^{p/2}
$$

$$
+ C_2 \mathbb{E} \left( \int_0^T |\nabla_x \psi(x^n(t), Z^n(t))(V^n(t) - V(t))|^2 \, dt \right)^{p/2}
$$

$$
= I^n_{21} + I^n_{22}.
$$

Taking into account the continuity assumption and the bound on $\nabla_x \psi(t, x, z)$ (see respectively Hypothesis 7.1 and Remark 7), we have

$$
\mathbb{E} \sup_{t \in [0, T]} |(\nabla_x \psi(t; x^n(t), Z^n(t)) - \nabla_x \psi(t; x(t), Z(t)))|^2
$$

$$
\leq C \mathbb{E} \sup_{t \in [0, T]} (1 + \|x^n(t)\|_\eta + \|x(t)\|_\eta)^2
$$

$$
\leq C(1 + \|x_n\|_\eta + \|x\|_\eta)^2
$$

Further $|V(t)|^2 \leq c1_{[s,T]}(t)(1 + (t-s)^2(\theta-\eta-1))$ and $2(\theta - \eta - 1) > -1$ (since $\theta - \eta > 1/2$). Hence, reasoning as it was done for $I_1$ we can apply the dominated
convergence theorem and obtain that $I_{21}^n \to 0$, as $n \to \infty$. To show that $I_{22}^n \to 0$, as $n \to \infty$, we apply Hölder inequality to $\mathbb{E} \int_0^T \|\nabla_x \psi(x^n(t), Z^n(t))(V^n(t) - V(t))\|^2 dt$ to get

$$\mathbb{E} \left( \int_0^T \|\nabla_x \psi(x^n(t), Z^n(t))(V^n(t) - V(t))\|^2 dt \right)^{p/2} \leq \mathbb{E} \left( \left( \int_0^T \|\nabla_x \psi(t, x^n(t), Z^n(t))\|^{2r} dt \right)^{1/r} \left( \int_0^T \|V^n(t) - V(t)\|^{2q} dt \right)^{1/q} \right)^{p/2q} \leq C \mathbb{E} \left( \left( \int_0^T (1 + \|x^n(t)\|_n)^{2r} dt \right)^{p/2r} \left( \int_0^T \|V^n(t) - V(t)\|^{2q} dt \right)^{p/2q} \right) \leq C \mathbb{E} \left( 1 + \sup_{t \in [0,T]} \|x^n(t)\|_n^{2p} \right) \left( \int_0^T \|V^n(t) - V(t)\|^{2q} dt \right)^{p/2q} \leq C \left( 1 + \sup_{t \in [0,T]} \|x^n(t)\|_n^{2p} \right)^{\frac{1}{2}} \left( \mathbb{E} \left( \int_0^T \|V^n(t) - V(t)\|^{2q} dt \right)^{p/2q} \right)^{\frac{1}{2}}$$

for every $r, q$ such that $1/r + 1/q = 1$. By the above inequality we see that $I_{22}^n \to 0$, $n \to \infty$ if $V^n \to V$ in $L^{2p}(\Omega; L^{2q}(0,T; X_n))$. To prove this limit we first note that

$$\mathbb{E} \left( \int_0^T \|1_{[s_n, T]}(t)\Theta(t; s_n, x_n)[h] - 1_{[s, T]}(t)\Theta(t; s, x)[h]\|^2 dt \right)^{p/q} \to 0,$$

since the map $(s, x) \mapsto \Theta(\cdot; s, x)$ is continuous with values in $L^p(\Omega; C([0,T]; X_n))$ for any $p \geq 2$. Hence it remains to show that

$$1_{[s_n, T]}(\cdot)(I - B)^{-\theta} e^{(s_n - s)B} h \to 1_{[s, T]}(\cdot)(I - B)^{-\theta} e^{(s - s)B} h$$

in $L^q([0,T]; X_n)$. To this end we note that for all $s_n^+ \searrow s$ and $s_n^- \nearrow s$ we have

$$\int_{s_n}^{t_n} \left\| (I - B)^{-\theta} \left( 1_{[s_n, T]}e^{(t_n - s_n)B} - 1_{[s_n, T]}e^{(t_s - s_n)B} \right) h \right\|^2 dt \leq \left\| h \right\|^2 \int_{s_n}^{t_n} \left( (I - B)^{-\theta} e^{(t_n - s_n)B} - (I - B)^{-\theta} e^{(s_n - s_n)B} \right) h \right\|^2 dt \leq \left\| h \right\|^2 \int_{s_n}^{t_n} (t_n - s_n)^{2q(\theta - 1 - \eta)} + \left( e^{(s_n - s_n)B} - I \right) h \right\|^2 dt \to 0,$$

provided $q > 1$, since $\theta - \eta > 1/2$.

In a similar way as it has been done for $I_{21}^n$, we can prove that $I_{22}^n \to 0$, $n \to \infty$. \hfill \Box

We are now in the position to give a meaning to the expression $\nabla_s Y(t; s, x)(I - B)^{1-\theta}$ and, successively, to identify it with the process $Z(t; s, x)$.

**Corollary 1.** Setting $v(s, x) = Y(s; s, x)$, we have $v \in C([0,T] \times X_n; \mathbb{R})$ and there exists a constant $C$ such that $\|v(s, x)\| \leq C(1 + \|x\|_n)^2$, $t \in [0,T]$, $x \in X_n$. Moreover $v$ is Gâteaux differentiable with respect to $x$ on $[0,T] \times X_n$ and the map $(s; x, h) \mapsto \nabla v(s, x)[h]$ is continuous.
Moreover, for \( s \in [0, T) \) and \( x \in X_\eta \) the linear operator \( h \mapsto \nabla v(s, x)(I - B)^{1-\theta}h \) - a priori defined for \( h \in D \) (with \( D \) as in 40) - has an extension to a bounded linear operator from \( X \) into \( \mathbb{R} \), that we denote by \( \nabla v(I - B)^{1-\theta}(s, x) \).

Finally, the map \( (s, x, h) \mapsto [\nabla v(I - B)^{1-\theta}(s, x)](I - B)^{\theta - 1}h \) is continuous as a mapping from \([0, T] \times X_\eta \times X \) into \( \mathbb{R} \) and there exists \( C > 0 \) such that

\[
\|\nabla v(I - B)^{1-\theta}(s, x)h\| \leq C(T - s)^{(\theta - \eta - 1)}(1 + \|x\|_\eta\|h\|),
\]

\( t \in [0, T), \ x \in X_\eta, \ h \in X. \)  \( \text{(64)} \)

**Proof.** We recall that \( Y(s; s, x) \) is deterministic.

Since the map \((s, x) \mapsto Y(\cdot; s, x)\) is continuous with values in \( L^p(\Omega; C([0, T]; \mathbb{R})) \), \( p \geq 2 \), then the map \((s, x) \mapsto Y(s; s, x)\) is continuous with values in \( L^p(\Omega; \mathbb{R}) \) and so the map \((s, x) \mapsto \mathbb{E}Y(s; s, x) = Y(s; s, x) = v(s, x)\) is continuous with values in \( \mathbb{R} \).

Similarly \( \nabla_x v(s, x) = \mathbb{E} \nabla_x Y(s; s, x) \) exists and has the required properties, by Proposition 9. Next we notice that \( \Pi(s; s, x)h = \nabla_x Y(s; s, x)(I - B)^{1-\theta}h \). The existence of the required extensions and its continuity are direct consequence of Proposition 10 and estimate (64) follows directly from (62). \( \square \)

**Corollary 2.** For every \( t \in [0, T], \ x \in X_\eta \) we have, \( \mathbb{P}\text{-a.s.} \)

\[
Y(t; s, x) = v(t; x(t; s, x)), \quad \text{for all } t \in [s, T], \quad \text{(65)}
\]

\[
Z(t; s, x) = [\nabla v(I - B)^{1-\theta}](t; x(t; s, x))(I - B)^{\theta}P_g, \quad \text{for almost all } t \in [s, T]. \quad \text{(66)}
\]

**Proof.** We start from the well-known equality: for \( 0 \leq s \leq r \leq T, \ \mathbb{P}\text{-a.s.} \)

\[
x(t; s, x) = x(t; r, x(r; s, x)), \quad \text{for all } t \in [s, T].
\]

It follows easily from the uniqueness of the backward equation (58) that \( \mathbb{P}\text{-a.s.} \)

\[
Y(t; s, x) = Y(t; r, x(r; s, x)), \quad \text{for all } t \in [s, T].
\]

Setting \( r = t \) we arrive at (65).

To prove (66) we consider the joint quadratic variation of \( Y(\cdot; s, x) \) and \( W(\cdot) \) on an arbitrary interval \([s, t] \subset [s, T] \); from the backward equation (58) we deduce that this is equal to \( \int_s^t Z(r; s, x)\,dr \). On the other side, the same result can be obtained by considering the joint quadratic variation of \((v(t, x(t; s, x)))_{t \in [s, T]} \) and \( W \). Now by an application of Proposition 7 (whose assumptions hold true by Corollary 1) leads to the identity

\[
\int_s^t Z(r; s, x)\,dr = \int_s^t [\nabla v(I - B)^{1-\theta}](r, x(t; s, x))(I - B)^{\theta}P_g\,dr,
\]

and (66) is proved. \( \square \)

8. **The Hamilton-Jacobi-Bellman equation.** Let us consider again the solution \( x(t; s, x) \) of equation (17) and denote by \( P_{s,t} \) its transition semigroup:

\[
P_{s,t}[h](x) = \mathbb{E}h(x(t; s, x)), \quad x \in X_\eta, \ 0 \leq s \leq t \leq T,
\]

for any bounded measurable \( h : X_\eta \rightarrow \mathbb{R} \). We notice that by the bound (18) this formula is meaningful for every \( h \) with polynomial growth. In the following \( P_{s,t} \) will be considered as an operator acting on this class of functions.
Let us denote by \( \mathcal{L}_t \) the generator of \( P_{s,t} \):

\[
\mathcal{L}_t[h](x) = \frac{1}{2} \text{Tr}[(I - B)Pg \nabla^2 h(x)g^*p^*(I - B)^*] + \langle Bx + (I - B)Pf(t, Jx), \nabla h(x) \rangle,
\]

where \( \nabla h \) and \( \nabla^2 h \) are first and second Gâteaux derivatives of \( h \) at the point \( x \in X_\eta \) (here we are identified with elements of \( X \) and \( L(X) \) respectively). This definition is formal, since it involves the terms \( (I - B)Pg \) and \( (I - B)Pf \) which - a priori - are not defined as elements of \( L(X) \) and the domain of \( \mathcal{L}_t \) is not specified.

The Hamilton-Jacobi-Bellman (HJB) equation for the optimal control is

\[
\begin{aligned}
&\frac{\partial}{\partial s} v(s, x) + \mathcal{L}_s[v(s, \cdot)](x) = \psi(s, x, \nabla v(s, x)(I - B)Pg), \quad s \in [0, T], \ x \in X_\eta, \\
&v(T, x) = \phi(x).
\end{aligned}
\]

(HJB)

This is a nonlinear parabolic equation for the unknown function \( v : [0, T] \times X_\eta \to \mathbb{R} \). We define the notion of solution of the (HJB) by means of the variation of constant formula:

**Definition 8.1.** We say that a function \( v : [0, T] \times X_\eta \to \mathbb{R} \) is a mild solution of the Hamilton-Jacobi-Bellman equation (HJB) if the following conditions hold:

1. \( v \) is \( C([0, T] \times X_\eta; \mathbb{R}) \) and there exist constants \( C, m \geq 0 \) such that \( |v(s, x)| \leq C(1 + \|x\|)^m, \ s \in [0, T], \ x \in X_\eta \);
2. \( v \) is Gâteaux differentiable with respect to \( x \) on \([0, T] \times X_\eta \) and the map \((s, x, h) \mapsto \nabla v(s, x)[h]\) is continuous \([0, T] \times X_\eta \times X_\eta \to \mathbb{R}\);
3. For all \( s \in [0, T] \) and \( x \in X_\eta \) the linear operator \( k \mapsto \nabla v(s, x)(I - B)^{1-\theta}k \) (a priori defined for \( k \in D \)) has an extension to a bounded linear operator on \( X \to \mathbb{R} \), that we denote by \( [\nabla v(I - B)^{1-\theta}](s, x) \).

Moreover the map \((s, k) \mapsto [\nabla v(I - B)^{1-\theta}](s, x)k\) is continuous \([0, T] \times X_\eta \times X \to \mathbb{R}\) and there exist constants \( C, m \geq 0, \ k \in [0, 1] \) such that \( \|\nabla v(I - B)^{1-\theta}\|(s, x)\|L(X)\| \leq C(T - s)^{-\kappa}(1 + \|x\|_\eta)^m, \ s \in [0, T], \ x \in X_\eta \).

4. The following equality holds for every \( s \in [0, T], \ x \in X_\eta \):

\[
v(s, x) = P_{s,T}[\phi](x) - \int_s^T P_{s,r} \left[ \psi(r, \cdot, [\nabla v(I - B)^{1-\theta}](r, \cdot)(I - B)^\theta Pg) \right](x)dr.
\]

(67)

**Remark 8.** We notice that Proposition 8 implies that \( |\psi(t, x, z)| \leq C(1 + |z| + \|x\|_\eta^2) \), so that if \( v \) is a function satisfying the bound required in 3 of the above definition we have

\[
|\psi(t, x, [\nabla v(I - B)^{1-\theta}](t, x)(I - B)^\theta Pg)| \leq C(T - t)^{-\kappa}(1 + \|x\|_\eta)^{m+2}
\]

and formula (67) is meaningful.

Now we are ready to prove that the solution of the equation (HJB) can be defined by means of the solution of the BSDE associated with the control problem (17).

**Theorem 8.2.** Assume Hypothesis 2.1, 2.2 and 2.3, then there exists a unique mild solution of the equation (HJB). The solution is given by the formula

\[
v(s, x) = Y(s; s, x),
\]

(68)
where \((x, Y, Z)\) is the solution of the forward-backward system (17) and (58).

Proof. We start by proving existence. By Corollary 1 the function \(v\) defined as in (68) has the regularity properties stated in Definition 8.1. In order to verify that equality (67) holds we first fix \(s \in [0, T]\) and \(x \in X_\eta\). We notice that

\[
\psi(s, \cdot, [\nabla v(I - B)^{1-\theta}](s, \cdot)) (I - B)^\theta P g)(x)
\]

and we recall that

\[
[\nabla v(I - B)^{1-\theta}](t; x(t; s, x))(I - B)^\theta P g = Z(t; s, x).
\]

Hence

\[
P_{s,t} \left[ \psi(t, \cdot, [\nabla v(I - B)^{1-\theta}](t, \cdot)) (I - B)^\theta P g \right](x)
\]

\[
= \mathbb{E} [\psi(t, x(t; s, x), Z(t; s, x))]. \quad (69)
\]

On the other hand, the backward equation gives

\[
Y(s; s, x) + \int_s^T Z(r; s, x) dW(r) = \phi(x(T; s, x)) - \int_s^T \psi(r, x(r; s, x), Z(r; s, x)) dr.
\]

Taking the expectation we obtain

\[
v(s, x) = P_{s,T} [\phi](x) - \mathbb{E} \int_s^T \psi(r, x(r; s, x), Z(r; s, x)) dr
\]

and substituting in the integral the expression obtained in (69) we get the required equality (67).

Now we consider uniqueness of the solution. Let \(v\) denote a mild solution. We look for a convenient expression for the process \(v(t, x(t; s, x)), t \in [s, T]\). By (67) and the Markov property of \(x\) we have

\[
v(t, x(t; s, x))
\]

\[
= P_{s,T} [\phi](x(t; s, x))
\]

\[
- \int_s^T P_{t,r} \left[ \psi(r, \cdot, [\nabla v(I - B)^{1-\theta}](r, \cdot)) (I - B)^\theta P g \right] (x(t; s, x)) dr
\]

\[
= \mathbb{E}^F_{s,t} [\phi(x(T; s, x))]
\]

\[
- \mathbb{E}^F_{s,t} \left[ \int_s^T \psi(r, x(r; s, x), [\nabla v(I - B)^{1-\theta}](r, x(r; s, x)))(I - B)^\theta P g dr \right]
\]

\[
+ \int_s^t \psi(r, x(r; s, x), [\nabla v(I - B)^{1-\theta}](r, x(r; s, x)))(I - B)^\theta P g dr,
\]

where we have defined

\[
\xi := \phi(x(T; s, x))
\]

\[
- \int_s^T \psi(r, x(r; s, x), [\nabla v(I - B)^{1-\theta}](r, x(r; s, x)))(I - B)^\theta P g) dr.
\]

Now we notice that \(\mathbb{E}^F_{s,t} \xi = \mathbb{E}^F_{s,t} [v(t, x(t; s, x))] = v(s, x)\). Since \(\xi \in L^2(\Omega; \mathbb{R})\) is \(\mathcal{F}_T\)-measurable, by a well-known representation theorem there exists \(\tilde{Z} \in L^2(\Omega \times [s, T]; L_2(\mathbb{R}))\) such that \(\mathbb{E}^F_{s,t} \xi = \int_s^T \tilde{Z}(r) dW(r) + v(s, x)\). We conclude that the
process \( v(t, x(t; s, x)) \), \( t \in [s, T] \) is a real continuous semimartingale with canonical decomposition

\[
v(t, x(t; s, x)) = \int_s^t \dot{Z}(r) dW(r) + v(s, x) + \int_s^t \psi(r, x(r; s, x), [\nabla v(I - B)^{1-\theta}](r, x(r; s, x)))(I - B)^{\theta}Pgdr,
\]

(70) into its continuous martingale part and continuous finite variation part.

Now we compute the joint quadratic variation process of both sides of the above equality with \( W \) on an arbitrary interval \( [0, t] \subset [0, T] \). By the assumption made in Definition 8.1 - 3 we have that there exists a constant \( K \) such that \( \|v(x, s)\|_{L(X)} \leq K(1 + \|x\|)^m \), for \( s \in [0, t], x \in X \); then we can apply Proposition 7 to conclude that the joint quadratic variation equals

\[
\int_0^t [\nabla v(I - B)^{1-\theta}](r, x(r; s, x)) (I - B)^{\theta}Pgdr.
\]

Computing the joint quadratic variation of the left-hand side of (70) with \( W \) yields the identity

\[
\int_0^t [\nabla v(I - B)^{1-\theta}](r, x(r; s, x)) (I - B)^{\theta}Pgdr = \int_s^t \dot{Z}(r) dr.
\]

Therefore, for a.a. \( t \in [s, T] \), we have \( \mathbb{P}\text{-a.s.} \) \( [\nabla v(I - B)^{1-\theta}](r, x(r; s, x)) (I - B)^{\theta}Pg = \dot{Z}(r) \), so substituting into (70) and taking into account that \( v(T, x(T; s, x)) = \phi(x(T; s, x)) \) we obtain, for \( t \in [s, T] \),

\[
v(t, x(t; s, x)) + \int_t^T [\nabla v(I - B)^{1-\theta}](r, x(r; s, x)) (I - B)^{\theta}Pg dW(r)
\]

\[
v(t, x(t; s, x)) + \int_t^T \psi(r, x(r; s, x), [\nabla v(I - B)^{1-\theta}](r, x(r; s, x)))(I - B)^{\theta}Pgdr.
\]

Comparing with the backward equation (58) we notice that the pairs

\[
(Y(t; s, x), Z(t; s, x)) \quad \text{and} \quad (v(t, x(t; s, x)), [\nabla v(I - B)^{1-\theta}](t, x(t; s, x))(I - B)^{\theta}Pg)
\]

solve the same equation. By uniqueness, we have \( Y(t; s, x) = v(t, x(t; s, x)), t \in [s, T] \), and setting \( t = s \) we obtain \( Y(s; s, x) = v(s, x) \).

9. Synthesis of the optimal control. In this section we proceed with the study of the optimal control problem associated to the stochastic Volterra equation (1).

We reformulate the optimal control problem in the weak sense, following the approach of [24]. For fixed \( x \in X \), an admissible control system \( (a.c.s.) \) is given by

\[
U = (\Omega, \mathcal{F}, (\hat{\mathcal{F}}_t)_{t \geq 0}, \hat{\mathbb{P}}, (\hat{W}(t))_{t \geq 0}, \gamma)
\]

1. \( (\Omega, \mathcal{F}, \hat{\mathbb{P}}) \) is a complete probability space and \( (\hat{\mathcal{F}}_t)_{t \geq 0} \) is a filtration on it satisfying the usual conditions;
2. \( \hat{W}(t)_{t \geq 0} \) is a cylindrical \( \hat{\mathbb{P}} \)-Wiener process with values in \( \Xi \) and adapted to the filtration \( (\hat{\mathcal{F}}_t)_{t \geq 0} \);
3. \( \gamma(t) \in \mathcal{U}, \hat{\mathbb{P}}\text{-a.s.} \) for a.a. \( t \in [0, T] \) where \( \mathcal{U} \) is a fixed subset of \( U \).
To each \( (a.c.s.) \ U \) we associate the weak solution \( u^U \) of the Volterra equation
\[
\frac{d}{dt} \int_{-\infty}^{t} a(t-s)u^U(s)ds = Au^U(t) + f(t, u(t)) + g[r(t, u^U(t), \dot{\gamma}(t)) + \dot{W}(t)], \quad t \in [0, T]
\]
\[
u^U(t) = u_0(t), \quad t \leq 0.
\]
We have showed in Section 3 that we can associate to such equation the controlled state equation
\[
\begin{aligned}
dx^U(t) &= Bx^U(t)dt + (I - B)P f(t, Jx^U(t)) \\
&\quad + (I - B)Pg(r(t, Jx^U(t), \dot{\gamma}(t))dt + d\dot{W}(t)
\end{aligned}
\]
\[
x^U(0) = x.
\]
Our purpose is to minimize a cost functional of the form
\[
\mathcal{J}(u_0, U) = \mathbb{E} \int_{0}^{T} l(r, u^U(r), \dot{\gamma}(t))dt + \mathbb{E}\phi(u^U(T)).
\]
To this end we will consider its translation in the state space setting, where the cost functional is of the form
\[
\mathcal{J}(x, U) = \mathbb{E} \int_{0}^{T} l(t, Jx^U(t), \dot{\gamma}(t))dt + \mathbb{E}\phi(Jx^U(T)).
\]
We will work under the assumptions given in Hypothesis 2.1, 2.2 and 2.3. We recall that the Hamiltonian corresponding to our control problem is given by
\[
\psi(t, x, z) := \inf_{\gamma \in \mathcal{U}} \{l(t, Jx, \gamma) + zr(t, Jx, \gamma) : \gamma \in U\}
\]
and we introduce the set of minimizers of (59):
\[
\Gamma(t, x, z) := \{\gamma \in \mathcal{U} : l(t, Jx, \gamma) + zr(t, Jx, \gamma) = \psi(t, x, z)\}.
\]
The existence of a minimizer for the Hamiltonian is not a direct consequence of our setting. Then we require it explicitly.

**Hypothesis 9.1.** \( \Gamma(t, x, z) \) is not empty for all \( t \in [0, T] \), \( x \in X_\eta \) and \( z \in \Xi^* \) and there exists a measurable selection of \( \Gamma \), i.e a Borel measurable function \( \mu : [0, T] \times X_\eta \times \Xi \to U \) such that
\[
\psi(t, x, z) = l(t, Jx, \mu(t, x, z)) + zr(t, Jx, \mu(t, x, z))
\]
\[
t \in [0, T], \ x \in X_\eta, z \in \Xi^*. \quad (71)
\]
Further, by \( v \) we will denote the solution of the Hamilton-Jacobi-Bellman equation relative to the above stated problem
\[
\begin{aligned}
\frac{\partial}{\partial t}v(t, x) + \mathcal{L}_v[v(t, \cdot)](x) &= \psi(t, x, \nabla v(t, x)(I - B)Pg), \quad t \in [0, T], \ x \in X_\eta, \\
v(T, x) &= \phi(x).
\end{aligned}
\]
\((HJB)\)
As it was shown in the previous section, \((HJB)\) admits a unique mild solution.

We wish to perform the standard synthesis of the optimal control problem, which consists in proving that the solution of the \((HJB)\) equation is the value function of the control problem and allows to construct the optimal feedback law. Again we follow the approach of Fuhrman and Tessitore [27] with slight modifications.

The first step is to prove the so called fundamental relation, which gives a characterization of the value function of the control problem in terms of the solution of the Hamilton-Jacobi-Bellman equation.
Proposition 11. Let $v$ be the solution of $(HJB)$. For every admissible control system $\mathbb{U} = (\hat{\Omega}, \hat{\mathcal{F}}, (\hat{\mathcal{F}}_t)_{t \geq 0}, \hat{\mathbb{P}}, (\hat{W}_t)_{t \geq 0}, \hat{\gamma})$ and for the corresponding trajectory $x^\mathbb{U}$ starting at $x \in X_n$ we have

$$J(x, \hat{\gamma}) = v(0, x)$$

$$+ E \int_0^T -\psi(\sigma, x^\mathbb{U}(\sigma)), [\nabla v(I - B)^{1-\theta}](\sigma, x^\mathbb{U}(\sigma))(I - B)^\theta P g(\sigma) \, d\sigma$$

$$+ E \int_0^T [\nabla v(I - B)^{1-\theta}](\sigma, x^\mathbb{U}(\sigma))(I - B)^\theta P g r(\sigma, Jx^\mathbb{U}(\sigma), \hat{\gamma}(\sigma)) \, d\sigma$$

$$+ E \int_0^T l(\sigma, Jx^\mathbb{U}(\sigma), \hat{\gamma}(\sigma)) \, d\sigma.$$ 

Proof. The proof follows from the same arguments used in the proof of Theorem 7.2 in [27] and is, therefore, omitted. Just notice that in this case by Theorem 8.2 we have $Z(t; s, x) = [\nabla v(I - B)^{1-\theta}](t, x(t; s, x))(I - B)^\theta P g$ and the role of $G$ in [27, Theorem 7.2] is here played by $(I - B)P g$.

A straightforward consequence of Proposition 11 is the so-called Verification Theorem.

Corollary 3. For every admissible control system $\mathbb{U} = (\hat{\Omega}, \hat{\mathcal{F}}, (\hat{\mathcal{F}}_t)_{t \geq 0}, \hat{\mathbb{P}}, (\hat{W}_t)_{t \geq 0}, \hat{\gamma})$ and initial datum $x \in X_n$ we have $J(x, \mathbb{U}) \geq v(0, x)$, and the equality holds if and only if the following feedback law

$$\hat{\gamma}(t) = \mu(t, x^\mathbb{U}(t), [\nabla v(I - B)^{1-\theta}](t, x^\mathbb{U}(t))(I - B)^\theta P g) \quad \hat{\mathbb{P}} - a.s. \text{ for a.a. } t \in [0, T],$$

is verified by the trajectory $x^\mathbb{U}$ starting at $x$ and corresponding to the control $\hat{\gamma}$. In this case the pair $(\hat{\gamma}(\cdot), x^\mathbb{U}(\cdot))$ is optimal.

We are now in the position to state the existence and uniqueness of the so-called closed loop equation, which is given by

$$\begin{cases} 
\dot{x}(t) = Bx^\mathbb{U}(t)dt + (I - B)P f(t, Jx^\mathbb{U}(t)) + (I - B)P g r(t, Jx^\mathbb{U}(t), \hat{\gamma}(t, x^\mathbb{U}(t)))dt + dW(t) \\
x(0) = x.
\end{cases} \quad (72)$$

where $\hat{\gamma}$ is given by

$$\hat{\gamma}(t, x) := \mu(t, x, [\nabla v(I - B)^{1-\theta}](t, x)(I - B)^\theta P g). \quad (73)$$

The main result of this section thus reads as follows:

Proposition 12. For every $t \in [0, T], x \in X_n$, the closed loop equation (72) admits a weak solution $(\hat{\Omega}, \hat{\mathcal{F}}, (\hat{\mathcal{F}}_t)_{t \geq 0}, \hat{\mathbb{P}}, (\hat{W}_t)_{t \geq 0}, \hat{x}(t))_{t \geq 0}$ which is unique in law and setting

$$\hat{\gamma}(t) = \mu(t, \hat{x}(t), [\nabla v(I - B)^{1-\theta}](t, \hat{x}(t))(I - B)^\theta P g)$$

we obtain an optimal admissible control system $(\hat{\Omega}, \hat{\mathcal{F}}, (\hat{\mathcal{F}}_t)_{t \geq 0}, \hat{\mathbb{P}}, \hat{W}, \hat{x}(t))_{t \geq 0, \hat{\gamma}}$.

Proof. Let us take an arbitrary set up $(\hat{\Omega}, \hat{\mathcal{F}}, (\hat{\mathcal{F}}_t)_{t \geq 0}, \hat{\mathbb{P}}, (\hat{W}_t)_{t \geq 0})$ and consider the solution $(\hat{x}(t))_{t \geq 0}$ of the uncontrolled equation

$$\begin{cases} 
\dot{x}(t) = Bx(t)dt + (I - B)P f(t, Jx(t)) + (I - B)P g dW(t) \\
\hat{x}(0) = x,
\end{cases} \quad (74)$$
which exists in virtue of Theorem (4.2). Now we define the control
\[ \hat{\gamma}(t) = \mu(t, \bar{x}(t), [\nabla v(I - B)^{1-\theta}](t, \bar{x}(t))(I - B)\theta P_g) \]
and the process
\[ \tilde{W}(t) := W(t) - \int_0^t r(s, \bar{x}(s), \hat{\gamma}(r))dr, \quad t \in [0, T]. \]
Since the function \( r \) is bounded, by Girsanov theorem there exists a probability \( \bar{\mathbb{P}} \) on \( (\Omega, \mathcal{F}) \) equivalent to \( \mathbb{P} \), such that \( \tilde{W} \) is a \( \bar{\mathbb{P}} \)-Wiener process with respect to \( (\mathcal{F}_t) \). Rewriting equation (74) in terms of \( \tilde{W} \) we conclude that \( \bar{x} \) is the required solution of (72). Now applying Proposition 11 and Corollary 3 to the a.c.s. \( (\tilde{\Omega}, \tilde{\mathcal{F}}, (\tilde{\mathcal{F}}_t)_{t \geq 0}, \tilde{\mathbb{P}}, (\tilde{W}_t)_{t \geq 0}, \tilde{\gamma}) \) with
\[ \hat{\gamma}(t) = \mu(t, \bar{x}(t), [\nabla v(I - B)^{1-\theta}](t, \bar{x}(t))(I - B)\theta P_g) \]
we obtain the required conclusions.

\[ \square \]
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