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Abstract—In-memory computing (IMC) is attracting interest for accelerating data-intensive computing tasks, such as artificial intelligence (AI), machine learning (ML) and scientific calculus. IMC is typically conducted in the analogue domain in crosspoint arrays of resistive random access memory (RRAM) devices or memristors. However, the precision of analogue operations can be hindered by various sources of noise, such as the non-linearity of the circuit components and the programming variations due to stuck devices and stochastic switching. Here we demonstrate high-precision IMC by a custom program-verify algorithm that uses redundancy to limit the impact of stuck devices and analogue slicing to encode the analogue programming error in a separate memory cell. The Pagerank problem, consisting of the calculation of the principal eigenvector, is shown as a reference problem, adopting a fully-integrated RRAM circuit. We extend these results to also include a convolutional neural network (CNN). We demonstrate a computing accuracy of 6.7 equivalent number of bits (ENOB). Finally, we compare our results to the solution of the same problem by an SRAM-based IMC, showcasing an advantage for the RRAM implementation in terms of energy efficiency and scaling.
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I. INTRODUCTION

SEVERAL modern computing workloads, such as artificial intelligence (AI) and scientific computing algorithms, require processing a large amount of information in parallel. The von Neumann architecture [1], which forms the foundation for most computing systems, is rather inefficient for data-intensive computing since the memory and compute units are separated, thus causing a large amount of time and energy for data movement [2]. Several advancements in computing systems have attempted to mitigate this memory bottleneck, such as implementing large scale parallel architectures (such as in graphic processing units, GPU) or customized systems (such as in the tensor processing unit, TPU) [3]. On the other hand, in-memory computing (IMC) [4] can radically change the computing architecture to perform parallel algebraic operations directly within the memory, usually consisting of emerging non-volatile memories (NVM) such as resistive switching memories (RRAM) [5], or memristors. RRAM can be arranged in compact crosspoint arrays [6] and be programmed in an analogue fashion to represent an \( N \times N \) matrix \( G \) of arbitrary entries directly within the memory. Then, by applying a voltage vector \( V \) as input on the columns and grounding the rows, the current flowing in each row is given by \( I_j = \sum_{i=0}^{N-1} G_{ij} V_i \), where \( V_i \) is the applied voltage vector, \( G_{ij} \) is the conductance matrix, and \( I_j \) is the output current. This is equivalent to performing matrix vector multiplication (MVM), which has been demonstrated for neural networks operations [7]–[9], image processing [10], [11], optimization [12]–[14] and the iterative solution of linear equations [15], [16]. Analogue in-memory circuits to solve linear equations in one step have also been recently proposed [17]–[19]. Integrated systems comprising conventional CMOS sensing/routing circuitry and memristors for accelerating computing tasks, have already been developed [20]–[22] demonstrating experimentally the superiority of such systems. Nevertheless, fine tuning of analogue conductance in memristors is still an open challenge [23]. In fact, memristor suffers from different types of variability which is due to the structure of the device itself, where physical properties of the material, such as its defect configuration, are used to obtain different conductance levels, and are inevitably stochastic. Several device and system level techniques have been proposed to reduce memory variability such as redundancy [24], bit-slicing [25] and mixed precision representation [15], [26].

In a companion paper [27] we proposed a technique combining the benefits of redundancy and mixed precision techniques, encoding the error after programming in a separate memory block, a procedure we dubbed analogue slicing (AS). Here, we apply redundancy and AS to the solution of the Pagerank algorithm [28] iteratively executed on an integrated circuit (IC) [22] comprising three \( 64 \times 64 \) memristor arrays and sensing/routing circuitry. After demonstrating the beneficial effect of redundancy and analogue slicing, with an error approaching the noise floor of our system, we extend the results to convolutional neural network (CNN) inference [22] and then benchmark our results in comparison to commercial static random access memory (SRAM) [29]. The results suggest the need for such programming strategies to increase the accuracy of IMC, and offers a technology-agnostic solution for mitigating conductance inherent variations. In fact the same procedure can be used with other types of resistive memories,
IEEE TRANSACTION ON ELECTRON DEVICES

Fig. 1. Effect of redundancy. (a) MAE in computing eigenvector as function of cycles for different $M$. Note that the MAE saturates after a few cycles due to the inherent speed of convergence of power iteration (b) Cosine similarity as function of $M$. MAE and cosine similarity shows that even with $M = 2$ the error can be notably reduced 

Correlation between the correct ranking (top) and measured ranking (bottom).

such as Phase Change Memories (PCM)

II. PROGRAMMING STRATEGIES EVALUATION

To evaluate the effect of redundancy and analogue slicing (AS) on the PageRank solution, we selected the same problem of the companion paper [27], which corresponds to the PageRank of 32 web pages. The goal is to compute the ranking of web pages from the most authoritative to the least authoritative [18]. As previously reported, this can be done by computing the principal eigenvector of a $32 \times 32$ stochastic matrix [18] representing the graph problem. The stochastic matrix is created by dividing each column of the boolean link matrix representing connections between each webpage, for the sum over the column itself. In this way the leading eigenvalue is always known and equal to 1. The matrix was programmed to the conductance of the memristors in the IC as previously reported [27].

A. Effect of redundancy

Redundancy is a programming techniques which can be useful both for decreasing the variability of the programmed conductance, and to recover non-ideal states such as stuck devices. In a PageRank solution a stuck device can change completely the graph connection making the results unreliable. Redundancy typically consists in programming multiple devices with the same target conductance [24], however here we used a previously developed redundancy aware program and verify algorithm [27] where multiple devices are programmed while comparing their average value to the target conductance. We programmed the PageRank problem with different redundancy values $M$ and Fig. 1a shows the measured mean absolute error (MAE), namely:

$$MAE = \frac{\sum_{i=1}^{N} |x_i - x'_i|}{N}$$

(1)

where $x$ is the ideal solution and $x'$ is the measured solution in computing the eigenvector of the target matrix as a function of iteration cycles for different $M$, the number of devices used to represent a matrix entry. It is evident that a redundancy factor of $M = 2$ is enough to recover the accuracy of the solution by reducing the MAE. This can also be seen by the cosine similarity distance plot of Fig. 1b, which is computed as:

$$\text{cosim}(x, x') = \frac{x \cdot x'}{||x|| ||x'||}$$

(2)

These results are possible thanks to the RA-PV algorithm presented in the companion paper [27], which can compensate a stuck device by the conductance of the other $M - 1$ devices. For instance, a stuck on device can be compensated by decreasing the conductance of the other devices, while a stuck off device can be compensated by increasing the conductance of other devices. Fig. 1c shows the comparison between the correct solution (top) and the measured solution, namely the identifier number of the first 10 ranked pages. Some relatively small errors can still be seen, which are due to eigenvector elements being approximately the same, thus resulting in wrong ranking even in the presence of a high precision in the mapped conductance values. We conclude that redundancy is mainly useful to compensate major programming errors, such as stuck devices, which is confirmed by the fact that a redundancy $M = 2$ is generally sufficient to improve the accuracy of the results. However, to further reduce the variability-induced error, more precise encoding techniques should be adopted.

Fig. 2. Effect of AS. (a) MAE in computing eigenvector as function of cycles for online MVM and offline MVM with or without AS technique. (b) Cosine similarity for the 4 computing techniques. (c) Correlation between the correct ranking (top) and measured ranking (bottom).
B. Effect of slicing

To further reduce the error, AS can be applied. Here, the first crosspoint array is programmed to map a certain target matrix $G_p$, resulting in the conductance matrix $G_r$, differing from the target matrix by an error matrix $G_e = G_p - G_r$. The error matrix is then multiplied by a suitable gain and programmed in two separate crosspoints, representing the positive and negative entries. The gain is chosen in such a way that $G_e$ can cover the full dynamic range of the conductance window. AS can be combined with redundancy, to allow for the compensation of major errors such as stuck devices.

Fig. 2a shows the MAE as function of iteration cycles for $M = 4$ with and without slicing. Two different approaches in conducting the MVM are compared, namely online computation, where the MVM is computed physically within the crosspoint array, and offline computation, where the MVM is computed ex situ based on the measured $G$ and applied voltages [9]. The difference between online and offline MVM is that errors due to parasitic resistance, also known as IR drops, and peripheral noise are suppressed in the case of offline computation. The results show that AS effectively reduces the MAE until the point where it hits the noise floor of our system, corresponding to $\text{MAE} = 0.09$, which is mainly caused by the peripheral readout circuit [27]. This means that we reach the ultimate limit in programming precision, thus programming the conductance to an even higher level of accuracy would not be detectable by our system. The precision may be further enhanced by employing mixed precision [15] and other architectural [25] techniques. Fig. 2b shows the cosine similarity of the computed eigenvectors compared to the ideal values, confirming the increased accuracy by slicing. Fig. 2c shows the comparison between the correct solution (top) and the measured solution, demonstrating that the first 10 webpages are ranked correctly except for a flip between 7th and 8th pages due to nearly identical eigenvector entries. These results support the benefit of redundancy and AS techniques in improving the accuracy of MVM.

C. Extension to CNN

To assess the generality of the proposed programming techniques, we studied the effect on the accuracy of inference in a CNN. Fig. 3a shows the schematic of a simple CNN for the classification of the MNIST dataset [22]. The CNN consists of a single convolutional layer with 7 kernels of size $20 \times 20$, a max pooling layer of size $5 \times 5$ and a $112 \times 10$ classification layer. The network was trained offline and achieves an inference accuracy of $98.15\%$ with software floating-point precision. We programmed the trained weights as conductance in two separate crosspoint arrays for the convolutional and classification weights, respectively, without any redundancy ($R = 1$) or AS. Fig. 3b shows the probability distribution of the programmed conductance error, namely $G_{\text{error}} = G_{\text{target}} - G_{\text{prog}}$, where $G_{\text{target}}$ is the target weight and $G_{\text{prog}}$ is the measured weight. The figure also shows the normal fitting of the distribution, corresponding to a mean value $\mu = 4\,\mu\text{S}$ and a standard deviation $\sigma = 8\,\mu\text{S}$. The inference accuracy was experimentally evaluated online by applying 10000 test samples, resulting in a classification accuracy of $94.25\%$, as also shown in Fig. 3c. The relatively low accuracy can be explained by the insufficient precision of the mapped weights which are affected by the programming errors in Fig. 3b. To improve the precision, we simulated MVM in a larger set of crosspoint arrays with a redundancy $M = 4$, assuming the same distribution of Fig. 3b. Fig. 3c shows the simulation results, indicating that the inference accuracy can be increased to $97\%$ with a redundancy $M = 4$. We also combined redundancy and analogue slicing, which further improves the testing accuracy to $98.08\%$. Similarly to the eigenvector calculation, these results indicate that both redundancy and AS are generally needed to enable the MVM computation precision to approach floating-point. The results also demonstrate the universality of redundancy and AS programming techniques across various IMC applications.

III. BENCHMARK WITH SRAM TECHNOLOGY

While redundancy and AS are promising solutions to improve the precision of IMC, they come at the cost of a larger circuit area and energy consumption. For instance, assuming a redundancy factor $M = 4$ combined with AS, the number of
The number of levels. The MAE levels of the input, output and matrix entries. Fig. 4 shows the solution of PageRank for an increasing number of discrete levels, corresponding to 6

memory devices used to represent a matrix entry for PageRank acceleration is 12. To assess the impact of the increased area and energy on the performance of IMC, we conducted high-level circuit simulations of our IMC hardware compared to an SRAM implementation for the computation of PageRank. The simulations were conducted by using a publicly available tool [29], adapted to the case of eigenvector calculation.

First, we evaluated the equivalent number of bits (ENOB) that is reached in our IMC system based on the error in the PageRank calculation. To this purpose, we simulated the solution of PageRank for an increasing number of discrete levels of the input, output and matrix entries. Fig. 4 shows the resulting MAE for Pagerank solution as a function of the number of levels. The MAE in the figure reaches the experimentally measured value $MAE = 0.09$ in Fig. 2 for 108 discrete levels, corresponding to $ENOB = 6.7$. Note that the $ENOB$ of the integrated analogue-to-digital converter (ADC) in our IMC chip was less than 6, however the effective precision was increased by means of a shift-and-add MVM technique with 8 bit precision [25], thus the overall precision is only limited by the memristor variation and the peripheral noise rather than from design limitations. We therefore compared out IMC system to an equivalent SRAM-based computing with a precision of 7 bit.

Figure 5 shows the area (a) and energy (b) breakdown for the memristive implementation of the accelerator. Notably, the memory overhead is relatively small while vertical peripherals responsible for sensing the current and post-processing the digital information such as the read circuit, shift and add unit and DSP are responsible for most of the energy and area occupation. For this reason, since 12 devices are needed to represent the information for redundancy and AS, we adopted a 'tall' architecture as shown in Fig. 5(c) where the vertical units (read circuit and DSP) are shared among sets of different tiles. Each tile is then used to implement a redundant unit, so that in a given set with shared-peripherals $R$ tiles map the MSB values, $R$ tiles map the positive error matrix and $R$ tiles map the negative error matrix according to the AS schematic. Note that only the energy consumption for calculating the eigenvector was considered here, since the write operation is infrequent and typically needed only if a new node (or page) is added to the graph.

After optimizing the memristive IMC architecture, we estimated its performance compared with SRAM implementation in 32 nm technology node [29], which roughly corresponds to the dimension of our fabricated memristor, whose size is 40 nm. The system is clocked at $f_{CLK} = 2 \text{GHz}$ and a conductance window from 1 to 100 $\mu$S is considered for RRAM arrays. Note that the conductance could be optimized, as there exists a trade-off between reducing the errors due to IR drops and limiting the slow down due to charging the BL [23].

Fig. 6 shows a comparison of the area occupation (a), latency (b), energy consumption (c) and energy efficiency evaluated in TOPS/W (d) for SRAM and RRAM implementations. The benchmark indicates a 1.5×, 8× and 190× reduction in area, improvements in latency and energy consumption, respectively, resulting in an efficiency of 5 TOPS/W corresponding to a 10× increase compared to SRAM. While higher efficiency has been already shown with memristive IMC [21], these results suggest that even with an unreliable memristive device, an efficiency larger than an equivalent precision implementation with SRAM can be reached, in fact accelerators based on SRAM still suffer from a relatively large energy consumption due to the cost of retaining the data in a volatile memory. Finally, we estimate the scaling behavior of the accelerators by studying the efficiency as a function of the number $N$ of webpages in a PageRank problem, i.e. the number of rows/columns of the matrix for the eigenvector calculation. Fig. 7 shows a comparison of the efficiency as a function of $N$ for SRAM and RRAM implementation. SRAM efficiency decreases with $N$ almost linearly, due to increased energy consumption and latency in accessing several memory cells in parallel, while RRAM accuracy reaches a maximum for $N \sim 200$, corresponding to the maximum parallelism that can be achieved. In fact, at a fixed number of eigenvector calculations per unit time, the solution of a larger problem results in increased throughput since typically the number of equivalent operations required in digital systems scales polynomially with the problem size. However, the dimension of the problem can be scaled until a certain point where implementing it directly on crosspoint array is not desirable anymore due to increased overhead of peripherals. Thus, for larger problems, an optimization of the architecture should be performed [25].

IV. Conclusion

This work addresses the computational impact of the programming strategies, namely redundancy and AS, in a fully integrated circuit comprising CMOS routing/sensing peripherals with memristor arrays. Redundancy and AS were experimentally shown to enable a near-optimal ranking in PageRank problem and recover the inference accuracy in a CNN close to that of floating point. Despite the overhead in area and energy consumption, the memristive IMC outperforms...
a commercial SRAM implementation. The results support our novel redundancy and precision schemes developed in the memristor matrix representations to enable algebraic and artificial intelligence accelerators of high accuracy.
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