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Abstract – The paper concerns the study of multi-winding transformers (MWT), with inverter fed LV primary windings and one MV secondary winding connected to the mains. Typical application fields are medium power WECSs, consisting of modular components (multi-module generator and transformer). The transformer design and modeling aspects are considered, and its performances are estimated, considering inverter command parameters, current waveforms, copper and core losses, accounting for the effects due to harmonics.

Index Terms—multi-winding transformers, transformer design, transformer model, inverter fed transformer losses.

I. INTRODUCTION

The increasing diffusion of WECSs (Wind Energy Conversion Systems) for on- and off-shore plants brought to a number of conversion chain solutions: DFIGs or PM machines [1, 2], with radial or axial flux disposition [3], geared or direct drive generators [4], full or slip power electronic converters [5], multi-phase machines [6, 7], multi-module systems [8].

The reasons that move to develop these different solutions can be resumed as follows:
– increasing the conversion chain efficiency;
– ensuring a good operation waveform quality;
– sharing the turbine power in order to limit the module rating and to increase the system reliability.

One of the possible solutions for the generator side subsystem is drawn in the left part of fig.1: the generator is a modular machine, for example, but not necessarily, a PM axial flux machine, with a number of stator modules [9].

The multi-module generator side subsystem, separately analyzed [10], exhibits the following main advantages:
– limitation of module voltage and current rating;
– magnetic decoupling among three-phase modules;
– possible sequential command of the modular inverters;
– use of standard IGBTs and of standard two-level inverters, thanks to the LV (Low Voltage) level of the dc link, with parallel topology.

Of course, the LV dc side parallel configuration is more suited for back-to-back disposions (typical of on-shore plants), because of the high current level.

In this paper, the modularity concept is analyzed for the mains side subsystem, consisting of a number of dc paralleled inverters, and a Multi-Winding Transformer (MWT) with a number of primary LV windings equal to the number of inverters and one MV (Medium Voltage) secondary winding faced to the mains.

In principle, this solution has the following advantages:
– power sharing among identical two-level standard inverters;
– superposition of the primary current ripples, with lower distortion of the secondary current;
– possibility to segregate a faulted system portion, ensuring the system operation continuity at reduced power.
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Fig. 1. Scheme of a multi-module wind energy system consisting of: a multi three-phase module PM synchronous generator; three generator-side inverters and three mains side inverters, all paralleled on the dc link; a multi-winding transformer (3 primary, 1 secondary windings).

The following aspects will be analyzed (referring to a four winding transformer: FWT): coils disposition; transformer sizing criteria and constructional data; equivalent network and its parameter identification; Park equations of the inverter fed FWT; voltage and current harmonic analysis, currents THD, core and copper losses and efficiency for different inverter PWM command settings; comparison among analytical and FEM results.

II. TRANSFORMER DESIGN CRITERIA AND MAIN DATA

The disposition of the coils around each column could be based on various layouts: here, the concentric disposition will be considered, that is the most popular one, with classical equations for the analytical parameter estimation.

Fig. 2 shows the main FWT sizes: the LV primary windings (1, 2, 3) are close to the column, while the MV secondary winding (0) is external.

The sizing criteria, to which the design is inspired, are:
– the ratio H/F should be low, in order to ensure high leakage inductances, so limiting the current ripples, due to inverters;
– the inverter switching frequency should be high enough to limit the current ripple and the FWT and inverter losses;
– the inter-coil distances should be higher than the minimum insulation distances, in order to provide high leakage paths;
– of course, wide leakage paths imply increased radial sizes, copper mass and losses, (even if these drawbacks are compensated by absence or reduction of the output filters);
– chosen rated power and voltages, the rated currents are known: the copper losses can be limited by ensuring low
resistance values, thus a low N° of turns: this implies a high core cross section and a high turn EMF;
- conversely, a low N° of turns implies low inductances and high core cross section, mass and losses;
- in order to limit the skin effect in the coil conductors, the conductor cross section must be suitably subdivided, with complete transposition of the elementary plates.

The application of all these criteria leads to define the rated and constructional data: they are resumed in Table I and will be considered during the following analysis.

Fig. 2. Drawing in section of one core column of the four-winding transformer, with primary LV (1, 2, 3) coils and secondary MV coil (0), in case of concentric coil disposition; the main sizes involved in the transformer design are shown, with coil sizes and distances.

![Diagram of a transformer core column](image)

**IV.** FOUR WINDING TRANSFORMER MAIN RATED AND CONSTRUCTIONAL DATA (SIZES IN [mm])

<table>
<thead>
<tr>
<th>Rated voltages; frequency</th>
<th>V_{LV} = 0.69 kV; V_{HV} = 20 kV; f = 50 Hz</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rated active powers; PF</td>
<td>P_1 = P_2 = P_3 = 1 MW; P_0 = 3 MW; PF = 0.9</td>
</tr>
<tr>
<td>Rated loadings, turn EMF</td>
<td>B = 1.7 T; S = 3 A/mm²; E_{trans} = 40 V/mm</td>
</tr>
<tr>
<td>Connection, LV, HV N° of turns</td>
<td>N_{LV} = 10; N_{HV} = 299</td>
</tr>
<tr>
<td>Column D, coils radial width</td>
<td>d = 40 mm; d₂ = 23 mm; d₃ = 18 mm; d₄ = 13.5 mm</td>
</tr>
<tr>
<td>HV coil data: disk disposition, with N_0 = 32 disks; conductor consisting of N_{secHV} = 3 plates/conductor; plate size: 7.10 x 1.12</td>
<td></td>
</tr>
</tbody>
</table>

Lamin.; column N° of steps, Fe, Cu masses [kg]: M-5/125; 8; 5538, 796.

**III. TRANSFORMER MODEL AND PARAMETER IDENTIFICATION**

It is well known that the single-phase equivalent network of an N winding transformer can be identified by considering N-(N−1)/2 independent binary short circuit tests; thus, for a FWT, 6 short circuit tests are needed, corresponding to 6 short circuit impedances (Z₁₂, Z₁₃, Z₁₀₂, Z₂₃, Z₂₀₃, Z₀₃₁). A classical equivalent network of the FWT is the Starr network [12], shown in fig. 3: its topology, here adopted, exhibits four external series impedances connected to the terminals (Z₁₁, Z₂₂, Z₃₃, Z₀₀), and other two independent impedances (Z₁₂, Z₁₃), doubled on the opposite sides of an internal quadrilateral loop.

The expressions of the 6 equivalent branch parameters of fig. 3 are reported in the Appendix, starting from the binary short circuit impedances.

![Diagram of a single-phase network](image)

**Fig. 3. Equivalent single-phase network of a four winding transformer, according to Starr [12]: the network includes 6 independent resistances and leakage inductances, all referred to the primary LV side (lower terminals are omitted and the derived magnetizing branch is neglected).**

As concerns the binary short circuit parameters, based on the sizes of fig. 2 and Table I, the following analytical expression can be adopted for the ij binary inductance:

\[ L_{ij} = k_L \cdot p_i \cdot c_j \cdot K_{Rij} \quad ; \quad ij = 12, 13, 10, 23, 20, 30 \]  

with \( k_L \) common factor, \( p_i \) average perimeter, \( c_j \) distance between the electromagnetic centers, \( K_{Rij} = K_R(c_i,j) \) Rogoski factor (modeling fringing); in the Appendix their expressions.

The ohmic resistances of the four windings are given by:

\[
R_{w\Omega} = \frac{\rho_{cu} \cdot N_{LV} \cdot P_w}{N_{pp} \cdot N_{pcLV} \cdot A_{PLV}} \quad w = 1, 2, 3 \\
R'_{0\Omega} = \frac{\rho_{cu} \cdot N_{HV} \cdot P_0}{N_{pcHV} \cdot A_{PHHV}} \quad \left( N_{LV}/N_{HV} \right)^2 \]

with: \( \rho_{cu} = 0.021 \mu\Omega m; N_{pp} = 2 \); \( N_{LV} \) of LV parallel paths; \( N_{pcLV} = 10 + 10 \); \( N^o \) of transposed plates in each LV path conductor; \( N_{pcHV} = 3 \); \( N^o \) of transposed plates in the HV conductor; \( A_{PLV}, A_{PHHV} \) standard plate cross sections (see Table I); the average coil perimeter formulas for \( p_1, p_2, p_3, p_0 \) are in Appendix.

As known, during binary short circuit tests, additional copper losses occur, due to skin effect, not only in the coils interested by currents at the fed and short-circuited terminals, but also in the internal open coils, in which just eddy currents occur, due to their immersion in the ac leakage field.

These losses are modeled by some well-known additional loss coefficients \( k_x \), resumed in the Appendix: here just the binary short circuit resistances are given (referred to LV):

\[
R_{12} = k_{a1} \cdot R_{1\Omega} + k_{a2} \cdot R_{2\Omega} \\
R_{13} = k_{a1} \cdot R_{1\Omega} + k_{a2p} \cdot R_{2\Omega} + k_{a3} \cdot R_{3\Omega} \\
R_{10} = k_{a1} \cdot R_{1\Omega} + k_{a2p} \cdot R_{2\Omega} + k_{a3p} \cdot R_{3\Omega} + k_{a0} \cdot R'_{0\Omega} \\
R_{20} = k_{a2} \cdot R_{2\Omega} + k_{a3} \cdot R_{3\Omega} + k_{a0} \cdot R'_{0\Omega} \\
R_{30} = k_{a3} \cdot R_{3\Omega} + k_{a0} \cdot R'_{0\Omega} \]

Considering that the additional loss coefficients depend on frequency, the same occurs for the binary short circuit
resistances and for the Starr equivalent network resistances.

At the fundamental inverter frequency $f_1$, equal to the mains frequency, using (A1)-(A7) we obtain the equivalent Starr inductive and resistive parameters: for the fig. 1 layout, with the Table I data, at $f_1 = 50$ Hz the data of Table II follow.

<table>
<thead>
<tr>
<th>$L_o$ [μH]</th>
<th>$L_a$ [μH]</th>
<th>$L_b$ [μH]</th>
<th>$L_c$ [μH]</th>
<th>$L_d$ [μH]</th>
<th>$L_e$ [μH]</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.09</td>
<td>-9.57</td>
<td>-4.31</td>
<td>46.90</td>
<td>123.23</td>
<td>58.59</td>
</tr>
<tr>
<td>0.9826</td>
<td>1.4079</td>
<td>1.8388</td>
<td>0.8274</td>
<td>0.0187</td>
<td>0.0036</td>
</tr>
</tbody>
</table>

It should be noted that some parameters are negative, but this is not an oddity: in fact, as known, the network is equivalent as a global system. Nothing can be said on single elements, which cannot be associated to specific internal machine parts.

In sinusoidal operation these parameters would be suited to analyze the operating conditions of the FWT.

In principle, the presence of the inverters makes incorrect system analysis in time domain, because the resistances are different at the various inverter harmonic voltages. The correct approach should be: inverter voltage waveforms Fourier decomposition; calculation of harmonic impedances; evaluation of the network harmonic currents and of their THD; copper and core harmonic losses estimation; efficiency calculation. All these items can be estimated harmonic by harmonic. To gain the time domain current waveforms, the harmonic instantaneous currents should be added.

The calculation of the parameters as a function of the harmonic order leads to the following results:

1. the leakage inductances evaluated from the second of (A7), starting from the binary short circuit impedances and using (A1)-(A6), result not dependent on frequency, as expected and physically reasonable (because the changing skin effect in the plates has a minor effect on leakage field energy);
2. on the contrary, the resistance values are frequency dependent, as shown in Table III.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$R_o$ [Ω]</th>
<th>$R_{ab}$ [Ω]</th>
<th>$R_{ac}$ [Ω]</th>
<th>$R_{ad}$ [Ω]</th>
<th>$R_{ae}$ [Ω]</th>
<th>$R_{bd}$ [Ω]</th>
<th>$R_{be}$ [Ω]</th>
<th>$R_{cd}$ [Ω]</th>
<th>$R_{ce}$ [Ω]</th>
<th>$R_{de}$ [Ω]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.980</td>
<td>1.141</td>
<td>1.842</td>
<td>0.809</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0.983</td>
<td>1.408</td>
<td>1.839</td>
<td>0.827</td>
<td>0.019</td>
<td>0.004</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.278</td>
<td>1.122</td>
<td>1.520</td>
<td>2.680</td>
<td>1.865</td>
<td>0.358</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>29.25</td>
<td>-25.90</td>
<td>-28.64</td>
<td>172.2</td>
<td>176.6</td>
<td>33.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>481.4</td>
<td>-460.9</td>
<td>-514.0</td>
<td>2062</td>
<td>2995</td>
<td>574.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The following remarks can be made:

1. $R_{ab}, R_{bc}, R_{ca}, R_{da}, R_{db}, R_{dc}$ are the dc coil resistances $R_{O1}, R_{O2}, R_{O3}$, $R_{O4}$, while the internal loop resistances $R_{Oa}$ and $R_{Ob}$ are zero;
2. the resistances at fundamental frequency are close to the dc values: $R_o, R_a$ are slightly higher than $R_{O1}, R_{O2}$; $R_{O3}$, the opposite occurs for $R_{O4}, R_{O5}$ with respect to $R_{O6}, R_{O7}$;
3. the increasing trend of $R_{ab}$ and $R_{ac}$ and the decreasing trend of $R_{ab}$ and $R_{ac}$ is also confirmed for higher order harmonics, till a change of sign of $R_{ab}$ and $R_{ac}$: this behavior is similar to that of negative inductances; also here, the equivalent circuit single resistance does not have a physical meaning: the only valid model refers to the global network.

Considering the impedance amplitude and characteristic angle as a function of the harmonic order, even taking into account the resistance frequency dependence, the branch reactance is always prevailing with respect to the resistance. If we define:

$$ Z_{mn} (h) = \frac{|Z_{mn}|}{|Z_{mn} - \omega L_m|} \quad m = a, b, c, d, e, f $$

$$ \phi_{zm} (h) = \frac{\angle (Z_{mn} - \omega L_m)}{Z_{mn}} $$

then the trend is shown in the diagrams of fig. 4; in fact:

1. the impedance amplitude of the branches $a$, $b$, $d$, $e$, $f$ are very close to the corresponding pure reactances;
2. the characteristic angles of the branches $a$, $b$, $d$, $e$, $f$ are not too far from 90°;
3. the only impedance with an appreciable deviation with respect to $\omega L$ trend is $Z_e$, both in amplitude and in angle: however, this has a limited effect on the network behavior.

![Fig. 4. Impedance ratio (10) and characteristic angle (11) of the Starr equivalent branches, as a function of the harmonic order.](image-url)

These considerations reasonably justify the adoption of a time domain approximated approach to the system analysis, based on the state equations, in which the branch resistances have the values calculated at the fundamental harmonics.

In order to identify the order of the dynamic network of fig. 2, it is useful to observe that the inductive currents are eight, but not independent among them, due to the following algebraic independent links:

$$ i_0 = i_1 + i_2 + i_3 $$

$$ i_3 = i_2 + i_4 $$

$$ i_6 = i_2 + i_3 + i_4 $$

$$ i_7 = i_4 - i_1 $$

For now referring to the single phase system of fig. 2, defined the vector of the state variable currents $i$:

$$ i = [i_1 \ i_2 \ i_3 \ i_4]^T $$

and the vector of the voltage sources $v_o$:
\[ \mathbf{v}_{10} = \begin{bmatrix} (v_1 - v'_0) & (v_2 - v'_0) & (v_3 - v'_0) \end{bmatrix}^T, \]

the system of state equations in matrix form is given by:

\[ \mathbf{L}_S \cdot \frac{d\mathbf{x}}{dt} = -\mathbf{R}_S \cdot \mathbf{i} + \mathbf{v}_{10}, \]

where the inductance \( \mathbf{L}_S \) and resistance \( \mathbf{R}_S \) matrices equal:

\[ \mathbf{L}_S = \begin{bmatrix} L_{d} & L_{q} & (-L_{e}) \\ L_{q} & (L_{b} + L_{e} + L_{f}) & (L_{e} + L_{d}) \\ (-L_{e}) & (L_{e} + L_{d}) & L_{f} \end{bmatrix}, \]

\[ \mathbf{R}_S = \begin{bmatrix} R_{d} & R_{q} & (-R_{e}) \\ R_{q} & (R_{b} + R_{e} + R_{f}) & (R_{e} + R_{d}) \\ (-R_{e}) & (R_{e} + R_{d}) & R_{f} \end{bmatrix}. \]

The optimal operating condition for the FWT should imply a balanced sharing of the primary currents, which should have the same amplitude and the same phase. In terms of fundamental currents, this means:

\[ I_1 = I_2 = I_3 = I_{pn} e^{-j\varphi}, \quad I_{0} = 3 \cdot I_1 \]

(21)

with \( I_{pn} \) rated primary current and \( \varphi = \text{acos}(PF) \), PF = desired power factor (here PF = 0.9) is assumed; as concerns \( I_1 \), it can be expressed as a function of \( I_1, I_2, I_3 \), by writing the Kirchhoff voltage law along the internal loop:

\[ \mathbf{I}_i = \frac{1}{2} \left[ \mathbf{Z}_c \cdot \mathbf{T}_1 - (\mathbf{Z}_c + \mathbf{Z}_f) \cdot \mathbf{T}_2 - \mathbf{Z}_f \cdot \mathbf{T}_3 \right] / (\mathbf{Z}_c + \mathbf{Z}_f) \]

(22)

By considering the fundamental components, (18) is transformed in a phasor matrix equation:

\[ \mathbf{V}_i = \mathbf{V}_0 + \mathbf{Z}_S \cdot \mathbf{I} \]

(23)

where

\[ \mathbf{Z}_S = \mathbf{R}_S + j \cdot \omega_0 \cdot \mathbf{L}_S, \]

(24)

\[ \mathbf{V}_0 = \begin{bmatrix} V_0^d & V_0^q & V_0^0 \end{bmatrix}^T, \]

(25)

with \( V_0 = (V_{lin}/\sqrt{3}) \cdot N_{LV}/N_{lin} \). By putting (21), (22) in (23), calculating \( \mathbf{V}_i \) gives the inverter fundamental voltages \( \mathbf{V}_1, \mathbf{V}_2, \mathbf{V}_3 \).

Of course, the inverter control strategy should follow a current control using (21); however, (23) is useful to check if the inverter modulation ratios \( m_{1a}, m_{2a}, m_{3a} \) are suited:

\[ m_{ma} = 2 \cdot \sqrt{2} \cdot V_d / V_{dc}, \quad i = 1, 2, 3 \]

(26)

(here \( V_{dc} = 1.4 \) kV and in loaded operation \( m_{ma} \) values are about 0.9). Moreover, the phases of \( \mathbf{V}_1, \mathbf{V}_2, \mathbf{V}_3 \) are also the phases of the inverter control signals.

By considering that FWT, inverters and mains are 3-phase components, (18) remains valid, provided that the voltage and current vectors become vectors of Park quantities:

\[ \mathbf{v}_{1op} = \begin{bmatrix} (v_{1p} - v'_{0p}) \\ (v_{2p} - v'_{0p}) \\ (v_{3p} - v'_{0p}) \end{bmatrix}^T \]

(27)

Thus, (18) in normal form becomes:

\[ \frac{d\mathbf{v}}{dt} = -\mathbf{L}_S^{-1} \cdot \mathbf{R}_S \cdot \mathbf{v}_{1p} + \mathbf{L}_S^{-1} \cdot \mathbf{v}_{1op}. \]

(29)

The integration of (29) should be extended until the steady state periodic operation is reached. Then, also using (12)-(15), the current harmonics \( I_{1h}, I_{2h}, I_{3h}, I_{0h}, I_{h0}, I_{6h}, I_{0h} \) are estimated by FFT, so that the THD of the currents \( i_1, i_2, i_3, i_0 \) at the terminals can be calculated. Moreover, the global copper losses for each harmonic order \( h \) follow:

\[ P_{cu} = \frac{3}{h} \sum_{w=0}^{\infty} R_{wh} \cdot I^2_{wh}, \]

(30)

with \( R_{1h} = R_{ah}, \quad R_{2h} = R_{bh}, \quad R_{3h} = R_{ch}, \quad R_{0h} = R_{dh} \)

\[ R_{4h} = R_{ah}, \quad R_{5h} = R_{ch}, \quad R_{6h} = R_{dh}, \quad \]

(31)

\( R_{7h} = R_{ch} \).

(32)

Of course, the total copper losses are calculated as follows:

\[ P_{cu} = \sum_{h=1}^{\infty} P_{cu} \]

(33)

To complete the losses analysis of the inverter fed FWT, it is necessary to estimate the core losses.

Here, the following assumptions are taken:

– the considered loss items are hysteresis and eddy losses;

– the core losses are evaluated in no-load conditions, under no-load voltage feeding due to inverters;

– due to zero voltage drops in no-load FWT operation, the inverter voltage waveforms to be generated are the same: so, just one inverter feeding can be considered.

If the core losses curves are known at two different frequencies (for example, typically 50 and 60 Hz), the hysteresis and eddy current specific losses in sinusoidal operation (per unit mass, at variable frequency \( f \) and with variable flux density peak value \( B \)) can be separated and expressed as follows:

\[ p_{fe,hy}(B,f) = p_{hy,ref}(B) \cdot \left( f / f_{ref} \right) \]

(34)

\[ p_{fe,ec}(B,f) = C_{ec} \cdot (B/B_{ref}) \cdot \left( f / f_{ref} \right)^2 \]

(35)

where \( C_{ec} \) is the specific eddy current loss at the reference values \( B_{ref} \) and \( f_{ref} \) and \( p_{hy,ref}(B) \) is the curve of the specific hysteresis loss at reference frequency \( f_{ref} \) as a function of \( B \).

Considering the inverter voltage rms harmonic values \( V_{ih} \), the corresponding spectrum peak components \( B_h \) of the flux density waveform in the core equal:

\[ B_h = \sqrt{2} \cdot \left( |/ (O h \cdot N_{LV} \cdot A_{k0}) \cdot \right) \cdot V_{ih} / h = k_{core} \cdot V_{ih} / h, \]

(36)

where \( A_{k0} \) is the net column core cross section.

By calculating the cos and sin inverter voltage harmonic components \( V_{ih,ch} \) and \( V_{ih,sh} \), the B components follow:

\[ B_{ch} = k_{core} \cdot V_{ih,ch} / h, \quad B_{sh} = k_{core} \cdot V_{ih,sh} / h. \]

(37)

Thus, the flux density waveform can be obtained:

\[ b(t) = \sum_{h=1}^{\infty} \left( B_{ch} \cdot \cos(h \cdot \omega_0 \cdot t) + B_{sh} \cdot \sin(h \cdot \omega_0 \cdot t) \right), \]

(38)

that allows to evaluate the peak instantaneous value \( \tilde{B} \).

Therefore, the specific hysteresis loss equals:

\[ p_{fe,hy}(B_{f}) = p_{hy,ref}(B) \cdot \left( f / f_{ref} \right) \]

(39)

In fact, in absence of minor hysteresis loops (or neglecting them), the hysteresis loss depends on the instantaneous peak value \( \tilde{B} \) only, regardless the b(t) waveform, that affects the local speed along the hysteresis loop trajectory in the B-H.
plane. Thus, considering that $\dot{B}$ should be quite close to the fundamental peak value $B_1$, the hysteresis loss in distorted operation is not too different with respect to the hysteresis loss in sinusoidal operation at $f = f_1$.

As concerns the eddy current losses, in principle it is possible to calculate the loss for each harmonic order by using (35), then adding the harmonic loss contributions. However, it should be noted that, for high order harmonics, the eddy currents have a reaction effect as they modify the flux density distribution in the lamination width, that is no longer uniform. This can be taken into account by a classical reduction factor, which depends on frequency as follows:

$$k_{fe}(f) = \frac{3}{\varepsilon_{fe}(f)} \sin(\varepsilon_{fe}(f)) - \sin(\varepsilon_{fe}(f))$$  (40)

$$\varepsilon_{fe}(f) = \delta_{lam} / p_d(f), \quad p_d(f) = \sqrt{p_{fe} / (\pi \cdot \mu_{fe} \cdot f)}$$  (41)

where $\delta_{lam}$ is the lamination width, $p_d$ the penetration depth, and $\mu_{fe}$ the lamination apparent permeability at $\dot{B}$ (or at $B_1$). $k_{fe}$ equals 1 at low industrial frequency and tends asymptotically to zero at high frequency values.

In conclusion, the specific eddy losses in distorted operation can be calculated as the fundamental frequency specific eddy losses times an additional loss coefficient $k_{acc}$, as follows:

$$p_{fe, ec, dist} = k_{acc} \cdot p_{fe, ec}(B_1, f_1)$$  (42)

$$k_{acc} = 1 + \sum_{h=2}^{\infty} h^2 \cdot (B_h / B_1)^2 \cdot k_{fe}(h \cdot f_1)$$  (43)

Besides, in order to take into account also some technological effects (non-uniform flux density distribution near the core joints, lamination burrs, mechanical stress...), another additional loss factor $k_{a, acc}$ should be considered: its value depends on the core manufacture process and on the lamination quality; here $k_{a, acc}$ is 1.15 is assumed.

Finally, the total core losses equal:

$$p_{fe} = k_{a, acc} \cdot \left( p_{fe, by} \cdot (B_1, f_1) + k_{acc} \cdot p_{fe, ec}(B_1, f_1) \right) \cdot M_{fe}$$  (44)

On average, the core losses in distorted operation results 1.2-1.3 times the core losses in sinusoidal operation for $B_1$ and $f_1$.

IV. TRANSFORMER PERFORMANCES

Here some results concerning the FWT will be shown and discussed, under different inverter feeding conditions, always considering rated power: two frequency ratios will be considered ($m = 99$ or 33, corresponding to $f_{carrier} = 4.95$ or 1.65 kHz respectively), with carrier signals displaced by 1/3 of the carrier period $T_{carrier}$, or in phase among them.

The following remarks can be made:

- the primary current balance is acceptable, with almost equal and in phase currents;
- all the total copper losses for each harmonic order are positive, as expected;
- the case A leads to the minimum secondary current THD (1.80%), thanks to the high carrier frequency and the shifted carrier signals;
- however, the primary current ripples of case A are wide, with large THD and Cu losses: in fact, the shift among carrier signals implies instantaneous voltage differences among couples of primary terminals, generating wide currents for harmonic order close to $m_1$ and multiples;
- the described behavior is confirmed by the case B results, that show a higher secondary current THD (2.82%), but lower primary current harmonics and THD and lower Cu losses; the core losses are the same, depending on $m_1$ only;

A. Frequency ratio $m_1 = 99$: displaced carrier signals.

![Waveforms of the primary currents and of the secondary current](image1)

![Total copper losses for harmonic orders > 1: carrier signals displaced by 1/3 of the carrier period $T_{carrier}$, with frequency ratio $m_1 = 99$ ($f_{carrier} = 4.95$ kHz).](image2)

### Table IV

<table>
<thead>
<tr>
<th>Current</th>
<th>$i_1$</th>
<th>$i_2$</th>
<th>$i_3$</th>
<th>$i_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{b, max}$</td>
<td>898</td>
<td>970</td>
<td>922</td>
<td>2785</td>
</tr>
<tr>
<td>$k_{b, min}$</td>
<td>16.03 20.67 13.95 1.15</td>
<td>16.03 19.03 12.89 1.03</td>
<td>7.62 9.22 6.67 0.56</td>
<td>7.51 9.33 6.73 0.57</td>
</tr>
<tr>
<td>$k_{b, max}$</td>
<td>25.5</td>
<td>31.1</td>
<td>21.3</td>
<td>1.80</td>
</tr>
<tr>
<td>$\text{Cu losses [kW]}$</td>
<td>46.6</td>
<td>$\text{Fe losses [kW]}$</td>
<td>8.52</td>
<td>Efficiency</td>
</tr>
</tbody>
</table>

![Total copper losses for harmonic orders > 1: carrier signals displaced by 1/3 of the carrier period $T_{carrier}$, with frequency ratio $m_1 = 99$ ($f_{carrier} = 4.95$ kHz).](image3)

B. Frequency ratio $m_1 = 99$: in phase carrier signals.

![Waveforms of the primary currents and of the secondary current](image4)

![Total copper losses for harmonic orders > 1: carrier signals displaced by 1/3 of the carrier period $T_{carrier}$, with frequency ratio $m_1 = 99$ ($f_{carrier} = 4.95$ kHz).](image5)
C. Frequency ratio $m_f = 33$; in phase carrier signals.

$$\text{TABLE V}$$

<table>
<thead>
<tr>
<th>Current</th>
<th>$i_1$</th>
<th>$i_2$</th>
<th>$i_3$</th>
<th>$i_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current</td>
<td>927</td>
<td>910</td>
<td>958</td>
<td>2792</td>
</tr>
<tr>
<td>$I_{\text{ref}}$ [A rms]</td>
<td>1.38</td>
<td>0.64</td>
<td>0.64</td>
<td>1.79</td>
</tr>
<tr>
<td>$L_{\text{ref}}/I_{\text{ref}}$ [%]</td>
<td>1.33</td>
<td>0.59</td>
<td>0.59</td>
<td>1.72</td>
</tr>
<tr>
<td>$L_{\text{ref}}/I_{\text{ref}}$ [%]</td>
<td>0.61</td>
<td>0.15</td>
<td>0.15</td>
<td>0.88</td>
</tr>
<tr>
<td>$L_{\text{ref}}/I_{\text{ref}}$ [%]</td>
<td>0.61</td>
<td>0.16</td>
<td>0.16</td>
<td>0.87</td>
</tr>
<tr>
<td>THD [%]</td>
<td>2.33</td>
<td>1.81</td>
<td>6.04</td>
<td>2.82</td>
</tr>
<tr>
<td>Cu losses [kW]</td>
<td>36.9</td>
<td>Fe losses [kW]</td>
<td>8.52</td>
<td>Efficiency</td>
</tr>
</tbody>
</table>

- the case with $m_f = 33$ and displaced carrier signals is not shown, because the primary current ripple results too high (in the range 60-100%), even if with a secondary current THD equal to 5.43% only;
- for the case $C$ ($m_f = 33$, with in phase carrier signals), the secondary current THD is higher than before (8.52%), but with limited primary current ripple, THD and Cu losses; the core losses are higher than the previous ones, because of the higher flux density waveform distortion.

V. ANALYTICAL AND FEM RESULTS COMPARISON

In order to validate the previously developed model, some FEM simulations have been performed.

Table VII compares the binary short circuit inductances calculated analytically and by using a FEM magnetostatic 2DRZ tool: the discrepancies are within a few percent.

Table VIII compares the harmonic copper losses for the fundamental and the main harmonic orders, calculated analytically and by using a FEM eddy current 2DRZ tool, for the case $A$ as an example: the results appear reasonably close.

- $P_{\text{Cu,th}}$ [kW] $= 9.80$ Fe losses [kW] $= 9.80$ Efficiency $= 98.40%$

VI. APPENDIX

Starting from the binary short circuit impedances, the Starr equivalent parameters of fig. 3 are calculated as follows [12]:

$$R_f = Z_{11} + Z_{20} - Z_{12} - Z_{02}; \quad R_c = R_{12} + Z_{20} - Z_{10} - Z_{23}$$

By referring to the sizes of fig. 1, the parameters involved in the leakage inductance (1) can be evaluated as follows:

$$k_1 = N_{\text{LV}}^2 \mu_0 / h_a$$

$$p_{12} = 2\pi \cdot r_{12} = 2\pi \cdot \left( D/2 + d_1 + a_1 + b_{12}/2 \right)$$

$$p_{13} = 2\pi \cdot r_{13} = 2\pi \cdot \left[ r_{12} + (a_2 + b_{23})/2 \right]$$

$$p_{10} = 2\pi \cdot r_{10} = 2\pi \cdot \left[ r_{12} + (a_3 + b_{30})/2 \right]$$

$$p_{23} = 2\pi \cdot r_{23} = 2\pi \cdot \left( D/2 + d_2 + a_1 + b_{12} + a_2 + b_{23}/2 \right)$$

$$p_{20} = 2\pi \cdot r_{20} = 2\pi \cdot \left[ r_{12} + (a_3 + b_{30})/2 \right]$$
A few FEM simulations have been performed, to validate the circuit model. Different coil dispositions will be analyzed in the future, aimed to increase the leakage inductances seen among primary coils. Moreover some experimental activity will be conducted on suited scaled prototypes.
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