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Abstract—The 5th generation of mobile communications (5G) will target unprecedented network performance and Quality of Service for end users. Among the various aspects which will be addressed in 5G, advanced cell coordination is deemed as crucial to maximize network throughput. In particular, in this paper we refer to Coordinated Multipoint (CoMP) techniques, that allow to coordinate groups of cells (i.e., clusters) through a coordination controller, namely a Radio Controller Coordinator (RCC), to enhance the mobile-network throughput by reducing interference. We focus on the placement of RCCs in the metro optical network and on its impact on the performance of cell coordination. We provide strategies to perform an optimized placement of such controllers in metro optical networks in order to maximize network throughput via cell coordination. Several CoMP techniques have been designed, whose throughput gain is affected by various factors, e.g., gain increases with the cluster size, while it decreases for larger latencies between the RCC and cells. As current metro networks are characterized by a hierarchical architecture with different levels of central offices, the choice of where to place controllers to maximize throughput gain can be optimized according to several factors, i.e., network geographical dimension, cells density and available technology. In addition, selection of the most appropriate CoMP technique to be used in each cluster is not trivial, as the gain provided by the various techniques is different affected by cluster size and latency between the RCC and cells. Our results show that under certain conditions optimized placement provides up to around 10% higher coordination gain with respect to fixed controller placement. Moreover, when adopting fronthaul technology, the coordination gain provided by an optimized controller placement may increase up to 20% in comparison to fixed placement.

Index Terms—5G; Radio Access Networks; Coordinated Multipoint; WDM; optical metro-access networks.

I. INTRODUCTION

FIFTH-GENERATION (5G) mobile networks target unprecedented performance in terms of user latency and network-coordination [2]. To achieve these goals, several new technological solutions are being investigated and deployed, such as cell densification, advanced radio-coordination protocols (e.g., Coordinated Multipoint, CoMP), and Centralized Radio Access Network (C-RAN) architectures. The adoption of these technologies in the 5G RAN will strain the backhaul optical access-metro network, which will be required to effectively transport huge amount of mobile-backhaul data with sub-ms latency. In a general sense, the strict requirements of the 5G RAN will increasingly influence the design of future optical metro-access networks.

In particular, in this paper, we concentrate on the relation between the optical backhaul metro network and the performance of CoMP coordination. CoMP techniques are used to coordinate clusters of cell sites (e.g., LTE-A eNodeBs) via a Radio Controller Coordinator (RCC), with the objective of enhancing users’ throughput by reducing signal interference, especially at cells edge. We observe that the metro network characteristics (i.e., topology, capacity and switching capabilities) might impact significantly the decisions on the placement of CoMP controllers in the metro area. To model such impact, we consider a hierarchical optical metro-access networks, consisting of a multi-stages ring-and-spur topology, as shown in Fig. 1. Four levels of nodes are considered in this hierarchy, namely, Cell Sites (CSs in the figure), Access Central Offices (COs), Main COs and Core COs, interconnected via optical links. Due to this hierarchical organization of COs interconnected over multi-ring or meshed topologies, there are multiple possible network-node locations to place the CoMP RCCs. In general, the throughput gain (or equivalently, coordination gain) introduced by CoMP is influenced by several competing factors, mainly, the cluster size and the latency between cell sites and RCC [3]. On the one hand, the larger is the cluster size, i.e., the number of coordinated cells, the higher is the throughput gain. Since metro-access networks are typically organized in hierarchical topologies, to coordinate more cells, RCCs shall be placed at higher layers of this hierarchy, e.g., in Main COs, or even in the Core CO. On the other hand, placing RCC in nodes located in higher metro-network layers will increase the latency between the RCC and the cells it coordinates, thus decreasing the throughput gain.

Hence, as for each cluster the location of its RCC impacts on the trade-off between clusters size and latency, CoMP throughput gain can be maximized by carefully choosing the RCCs placement according to network characteristics, such as the geographical size, cells distribution and density, available bandwidth etc. In addition, when choosing the optimal RCC placement, also the selection of proper coordination techniques (e.g., Coordinated Scheduling (CS) vs. Joint Transmission...
In this paper, we formally state and discuss the Clustering, Routing and RCC Placement (CRRP) optimization problem in an optical metro-access backhaul network. The problem has been originally introduced, and solved through Integer Linear Programming (ILP), in our previous work in [1]. Since ILP greatly limits problem scalability, in this paper we propose a scalable heuristic solution to solve the CRRP problem in much larger network instances. To confirm scalability of our approach, we evaluate our approach in a real mobile network topology, i.e., the Telecom Italia Mobile (TIM) metro-access network in Milan [4]. Moreover we show that, compared with the ILP-based methodology used in [1], our approach achieves near-optimal solution in all cases.

The main contributions of this paper are: i) we model the CoMP throughput gain according to latency, cluster size and coordination technique; ii) we describe in detail different backhaul/fronthaul solutions which can be used to implement CoMP in an optical metro-access network, emphasizing the different latency contributions which needs to be considered in the various cases; iii) we formally state the CRRP problem and propose an efficient heuristic algorithm to solve it; iv) we provide illustrative numerical results for various architectural and geographical scenarios, also including a real metro-access network topology, and show under which situations an optimized placement of RCCs across the metro-access network provides benefits with respect to a fixed placement.

We show that an optimized RCC placement with respect to network topology and traffic distribution may substantially enhance network throughput in comparison to a static placement of RCCs in Main COs or Core CO.

A. Paper Organization

The rest of the paper is organized as follows. In Sec. II we overview relevant related work on RAN and CoMP technology. In Sec. III we provide details of the RAN modeling and the CoMP coordination gain, showing the impact of different factors (such as network architecture, cells cluster size and latency) on network throughput. Section IV we formally state the CRRP problem and describe the heuristic approach used to solve it. Illustrative numerical results are shown and discussed in Sec. V. Finally, we draw paper conclusion in Sec. VI.

II. RELATED WORK

Various recent studies have focused on the enhancement of throughput and, more in general, on effective resources utilization in 5G RANs. One main architectural trend for 5G RANs is represented by the C-RAN principle, which exploits the opportunity of separating baseband processing units (i.e., the BBUs) from basic radio processing, and concentrating BBUs in common locations. C-RAN enables significant CapEx/OpEx savings, due to facility sharing in COs and reduced maintenance and power costs at the antenna sites (see, e.g., [5] for a survey on the topic). However, C-RANs impose the transport of high-bit-rate traffic with strict latency requirements over the optical metro network (i.e., the fronthaul) [6]. Hence, a trade-off between network capacity and BBUs consolidation arises (see, e.g., [7] for an analysis of this problem). Many other aspects related to the challenges of fronthaul transport have been investigated: [8] investigates the power consumption, equipment cost and transport capacity needed in 5G fronthaul networks, [9] specifically focuses on fronthaul capacity requirements, and [10] focuses on C-RAN cost and energy savings, by proposing a strategy aiming at minimizing the number of active BBU pools (represented as sets of Virtual Machines), in Cloud RANs. More relevant to our work, authors of [11] show that better network capacity utilization can be obtained by jointly coordinating radio resources with optical transport resources.

Other works have mainly focused on CoMP. E.g., in [12] the authors propose a mathematical model for resources allocation using CoMP in a Virtual Passive Optical Network to enhance the RAN throughput. CoMP performance is evaluated in [13], [14] for various CoMP techniques, and in [15], where the device-to-device communication is exploited to enhance network usage. The effectiveness of CoMP has been evaluated also in consortia of mobile network operators [16], [17]. A specific CoMP technique, i.e., Coordinated Scheduling is investigated in [18], where the authors study the impact of different Virtual Network Function deployments on the CoMP-enabled advantages, in terms of convergence delay (i.e., the time taken by an updated information to reach all the eNodeBs belonging to the cooperating set) and traffic overhead. Authors of [19] study the effectiveness of CoMP on an end-user level, i.e., they study the users-cells association and emitted power allocation required to maximize data rate provisioning for small cells users. The idea of dynamic association between RRH and BBU (namely, “any-RRH to any-BBU”), obtained by means of flexible optical fronthaul lightpaths reconfiguration is exploited in [20] to improve the performance of CoMP service. Finally, the impact of CoMP utilization and specifically of the required coordination traffic onto the C-RAN is investigated in [21], where the authors evaluate the benefit of data compression in the context of wireless fronthauling. To the best of our knowledge, no previous study has investigated how the impact of RCC placement over optical metro-access network on the CoMP throughput gain, which is the focus of our paper.

III. RAN AND CO-MP COORDINATION GAIN MODELING

In the following, we model the CoMP throughput gain used for our analysis, and provide detailed discussion of the main factors affecting CoMP throughput gain, i.e.: i) latency and cluster size impact on the gain, ii) distributed vs centralized coordination, iii) handling of X2 traffic.

A. Latency vs Cluster Size Trade-off

To highlight the trade-off between cluster size and latency, we use the example in Fig. 2, where two different RCC placement options are shown for the coordination of 6 cell sites. In one case (Fig. 2(a)) only one large cluster is formed, but higher latency is experienced by coordination traffic. Instead, in the case of Fig. 2(b), two smaller clusters are formed, allowing to place the RCCs closer to the cell sites.
In this context, an optimized choice for 1) cells clustering, i.e., how to group cells, 2) RCCs placement, i.e., where to place RCC for each cluster and 3) CoMP technique selection, i.e., which coordination strategy shall be used for each cluster is crucial for network throughput maximization.

Several types of CoMP techniques have been defined [16], [22], that differ based on the amount and type of X2 coordination information (mainly on radio-channel quality) among cells and X2 traffic latency, (RTT delay, \(t_{X2}\)). To this end, we derived two downlink CoMP techniques, i.e., Coordinated Scheduling (CS) and Joint Transmission (JT). To this end, we derived the throughput gain curves in Fig. 3, which quantify the additional users traffic can be served thanks to coordination).

In the following, we model the CoMP throughput gain of two downlink CoMP techniques, i.e., Coordinated Scheduling (CS) and Joint Transmission (JT). To this end, we derived the throughput gain curves in Fig. 3, which quantify the percentage gain as a function of cluster size (from 3 to 24 cells) and X2 traffic latency, \(t_{X2}\) (i.e., maximum distance between RCC and corresponding cell sites). The curves have been obtained by interpolating the measured throughput gains reported in [16]. As expected, coordination gain increases for larger clusters and decreases for higher latency. Note that i) the observed latency range for CS (up to 4.5 ms) is larger than the one of JT (up to 600 \(\mu s\)), as JT has much stricter latency requirements, and ii) in general, JT has much higher throughput gain (up to around 40% for 24-cells clusters and 5 \(\mu s\) latency) in comparison to CS, whose gain achieves at most 20% for 24-cells clusters and 100 \(\mu s\) latency.

To evaluate the throughput gain for a given cluster \(c\), we consider the gain achieved in terms of total S1 traffic generated by all nodes \(n \in c\). Therefore, the overall throughput \(THR_c\) enabled by coordination gain in cluster \(c\) can be expressed as:

\[
THR_c = Gain(c) \cdot T_c = Gain(c) \cdot \sum_{n \in c} t_n, \quad (1)
\]

where \(t_n\) is the backhaul (S1) traffic for a given node \(n\), and \(T_c\) is the S1 traffic generated by all cells \(n \in c\). The term \(Gain(c)\) represents the additional percentage throughput for cluster \(c\), compared to the case where no CoMP technique is used (in which case \(Gain(c) = 0\)). For cluster \(c\), \(Gain(c)\) is a function depending on cluster size \(|c|\), latency \(t_{X2}\) and used coordination technique (CS vs JT), according to Fig. 3, i.e.:

\[
Gain(c) = Gain(|c|, t_{X2}, tech.). \quad (2)
\]

As an example, referring to Fig. 3, assume that a certain cluster \(\hat{c}\) consists of 12 cells and the maximum X2 latency between any of these cells and the RCC of cluster \(\hat{c}\) is \(t_{X2} = 300 \mu s\). If JT coordination is adopted, the percentage throughput gain is equal to \(Gain(\hat{c}) = Gain(12, 300 \mu s, JT) = 15\%\) (see Fig. 3(a)). On the other hand, if the RCC is located so that \(t_{X2} = 450 \mu s\), adopting JT coordination produces percentage throughput gain is equal to \(Gain(\hat{c}) = Gain(12, 450 \mu s, JT) = 5\%\). In this situation (i.e., cluster \(\hat{c}\) with 12 cells and maximum X2 latency \(t_{X2} = 450 \mu s\), adopting CS coordination is more beneficial, as the throughput gain is in the order of \(Gain(\hat{c}) = Gain(12, 450 \mu s, CS) \simeq 13\%\).

Finally, the overall network throughput can be given as the sum of throughput values for all clusters in the network, i.e.:

\[
THR = \sum_c THR_c \quad (3)
\]
backhauled from cell sites to the Core CO using the S1 interface. Conversely, in a centralized architecture (see Fig. 4(b)), RCCs are placed within the metro-access network to collect coordination information from several cell sites and provide integrated coordination decisions. The centralized CoMP coordination solution can also be realized using a C-RAN architecture (see Fig. 4(c)). In this case, we assume that the RCC for a given cluster is co-located with the BBU hotel for the cells in that cluster. At the hotel, a BBU pool processes user and coordination traffic coming from several cell sites and transported via a fronthaul network (e.g., via CPRI interface). In such a scenario, after implementing baseband signal processing, users traffic is backhauled towards the Core CO, while coordination traffic is transmitted to the RCC.

In this study we refer to centralized CoMP architecture, as our objective is to study how the placement of RCCs within the metro-access network impacts the CoMP throughput gain.

C. Coordination Traffic Latency Contributions

To model the CoMP coordination gain, the adopted network architectural solution (i.e., fronthaul vs backhaul) plays a key role, as in the various cases different latency contributions must be taken into account. In our evaluations we consider three different solutions for the transport of S1 and X2 traffic, that is: i) Backhaul-common, where coordination and user traffic flows are aggregated into a common physical interface and then separated at the RCC node; ii) Backhaul-separate, where coordination traffic is transported on a dedicated interface; iii) Fronthaul, where both coordination and user information are transported via a fronthaul interface between cell sites and the BBU, where they are separated to reach the RCC and Core CO, respectively. The three solutions are shown in Fig. 5, along with the impact of latency in each scenario.

In case of Backhaul-common (Fig. 5(a)), an electronic switch, co-located with the RCC, separates S1 and X2 traffic. Thus, the total coordination latency can be expressed as:

$$t_{X2,backhaul-common} = \tau + t_{sw} + t_{RCC}. \quad (4)$$

The propagation delay, $\tau$, depends on the length of the traversed links, $t_{sw}$ is the switching delay introduced by the switch at the RCC node$^1$, and $t_{RCC}$ is the RCC processing delay introduced when processing coordination information.

For the Backhaul-separate case, coordination traffic directly reaches the RCC with no need to be de-aggregated at the RCC node; so, the total latency of coordination traffic is (Fig. 5(b)):

$$t_{X2,backhaul-separate} = \tau + t_{RCC} \quad (5)$$

Finally, in the Fronthaul (i.e., C-RAN) scenario, a fronthaul interface is used to transport users and coordination traffic between cell sites and the BBUs, where flows are separated, so that coordination traffic can be directed to the co-located RCCs; in this case, as shown in Fig. 5(c), the only contribution to total coordination latency is the RCC processing delay, as propagation delay can be neglected due to the fact that the RCC and BBU are co-located, i.e.:

$$t_{X2,fronthaul} = t_{RCC} \quad (6)$$

For our numerical evaluations we assume two alternative values for this contribution, i.e., $t_{RCC} = 0$ or $t_{RCC} = 250\mu$s, corresponding to the case when RCC processing time is negligible or to a conservative scenario in which higher processing delay must be considered due to high load, respectively.

As a future work, we plan to consider also the effect of intermediate solutions between backhaul and fronthaul architectures, i.e., the so-called RAN splits, for which different coordination latency values should be considered, thus producing a different impact on the coordination gain.

IV. THE CLUSTERING, ROUTING AND CONTROLLER PLACEMENT PROBLEM

A. Problem Statement

The Clustering, Routing and RCC Placement (CRRP) problem addressed in this paper can be summarized as follows. Given 1) a hierarchical multi-stage metro network topology, represented by a graph $G(N, E)$, where $N$ is the set of nodes (i.e., COs and CSs) and $E$ the set of fiber links, 2) the set of backhaul (S1) traffic requests directed to the Core CO, 3) the set of possible CoMP techniques and their throughput gain as function of cluster size and X2 latency, we decide the RCCs placement (in which node in $G$, the RCC shall be placed), the cells clustering, the coordination technique adopted for each cluster and the routing of S1 and X2 traffic, maximizing the overall throughput gain in the network, constrained by i) network links capacity, ii) latency between cell sites and RCCs, iii) routing of all the requests.
CRRP is highly complex optimization problem. In [1] we provided a mathematical formulation for this problem and proposed an ILP-based approach where pre-computed clusters are fed to an ILP model that accomplishes RCC placement and (S1 and X2) traffic routing (please refer to [1] for details of the ILP). However, to guarantee that the optimal (i.e., maximum-throughput) solution is found, all the possible clusters shall be precomputed [1] and this leads to limitations in the size of the networks to be analyzed, as the number of available clustering options grows exponentially with number of nodes.

In this paper we provide a two-step heuristic algorithm performing the following tasks: 1) optimized clustering, RCC placement and CoMP technique selection; 2) S1 and X2 traffic routing. In the first step the algorithm gradually creates cells clusters aiming at maximizing the overall network throughput gain. In this process, information on the traffic originated by the cells are also included, so that the optimal RCC placement and CoMP technique to be selected for each cluster can be greedily adapted. In the second step, S1 (respectively, X2) traffic is routed with no constraints of network capacity, along the shortest-path between cell sites and Core CO (resp., cell sites and RCC). Details of step 1 are shown in Algorithm 1.

We start with an initial clustering where each cluster is composed by an Access CO (where we place the RCC) and all directly-connected cell sites. Then, for each cluster \( c \) we

\[ \text{Algorithm 1 Optimized clustering, RCC placement and CoMP technique selection.} \]

**INPUT:** Network topology: \( E \) links, \( N \) nodes, \( N_c \) cells, \( N_a \) Access COs, \( N_m \) Main COs, 1 Core CO \( (N = N_c + N_m) \); S1 traffic, generated by each node \( n \in N, t_n \); CoMP gain curves; \( K \): nr. of candidate cell sites to consider for inclusion in a cluster.

**OUTPUT:** Clustering, RCC placement and CoMP technique selection.

**Initialize clusters:**

1. Start with \( N_m \) clusters, grouping each Access CO with all its directly-connected cells
2. Insert initial clusters in a list \( C \)
3. for all \( c \in C \) do
4. Place RCC in each cluster at the Access CO
5. Compute tot. traffic of cells in cluster \( c, T_c = \sum_{n \in c} t_n \)
6. end for
7. Sort clusters in \( C \) in descending order of \( T_c \)

**Increase clusters dimension:**

8. while \( C \) is not empty do
9. Select the first cluster in \( C \), \( c^* \)
10. while \( c^* \) is in \( C \) do
11. Compute cluster gain \( \text{Gain}(c^*) \)
12. Find the \( K \) nearest nodes to cluster \( c^* \) (nodes must be in any of the clusters in \( C \))
14. for \( i = 1 \) to \( K \) do
15. Find cluster of node \( i, c_i \)
16. Compute gain in the cluster \( \text{Gain}(c_i) \)
17. Create temporary clusters by including \( i \) in \( c^* \) and removing it from \( c_i, c^* \text{temp} \) and \( c_i \text{temp} \)
18. for \( c^* \text{temp} \) and \( c_i \text{temp} \) do
19. Place each RCC in the node which minimizes the maximum latency
22. Set the best CoMP technique given new values of cluster size, latency and curves in Fig. 3
23. end for
24. Set \( \text{Gain}_i = \text{Gain}(c^* \text{temp}) + \text{Gain}(c_i \text{temp}) \)
25. end for
26. Find \( j = \arg\max_i \{\text{Gain}_i\} \) and set \( \text{Gain}_j = \text{Gain}_i \)
28. if \( \text{Gain}_j > \text{Gain}(c^*) + \text{Gain}(c_i) \) then
29. Set \( c^* = c^* \text{temp} \) and \( c_i = c_i \text{temp} \)
30. else
31. Remove \( c^* \) from \( C \)
32. end if
33. end while
34. end while

\[ \text{compute the total traffic generated by its cells, } T_c. \text{ Clusters are then stored in a list, where they are sorted in descending order of } T_c \text{ (lines 1-7). Then, clusters enlarging takes place (lines 8-34), aiming at including new nodes to clusters with higher } T_c. \text{ Starting from the first cluster in } C, \text{ say } c^*, \text{ the } K \text{ outer nearest nodes are considered (lines 12-13), and for each node } i = 1,2,...K, \text{ we evaluate the gain of the clusters obtained by removing node } i \text{ from its original cluster } c_i \text{ and adding it to } c^* \text{ (lines 14-26).} \]

\[ \text{Given cluster } c, \text{ the outer nearest node is the one having the lowest average line-of-sight distance to the nodes in } c. \]

\[ \text{Note that } c^* \text{temp} \text{ and } c_i \text{temp} \text{ are disjoint clusters.} \]

\[ \text{In our evaluation we consider } K = 10, \text{ although very similar results can be obtained with } K = 4 \text{ or } K = 5 \text{ in most cases.} \]
Algorithm complexity can be estimated as $K$ (i.e., at most $N$ compare the proposed optimized placement ("RCC opt.") with the ILP approach in [1], then we use two static placement strategies: 1) "RCC in main COs" where RCCs are placed in all Main COs and each RCC coordinates the cells connected to that Main CO; 2) "RCC in core CO", where all RCCs are placed at the Core CO, i.e., we assume that computing capabilities are only available at that node.

To perform our evaluation we use the following two metrics: a) overall throughput gain [in %], $G_p$, calculated as the percentage increase of network throughput (see eq. (3)), obtained with respect to a baseline case where CoMP is not used; b) number of utilized wavelengths, $W$.

V. ILLUSTRATIVE NUMERICAL RESULTS

In this section we first validate our heuristic algorithm, comparing it with the ILP approach in [1], then we use the heuristic approach to solve the CRRP problem in larger network instances using the Net2Plan Java tool [23]. We compare the proposed optimized placement ("RCC opt.") with two static placement strategies: 1) "RCC in main COs", where RCCs are placed in all Main COs and each RCC coordinates the cells connected to that Main CO; 2) "RCC in core CO", where all RCCs are placed at the Core CO, i.e., we assume that computing capabilities are only available at that node.

A. Case-Study Description

We consider different realizations of a hierarchical ring-and-spur topology as in Fig. 1. Each node in the network, including the COs, inserts (respectively, receives) mobile traffic (e.g., UMTS, LTE or LTE-A), directed to (resp., originated by) the Core CO. The amount of S1 traffic generated by each node is randomly selected in the range 155-400 Mb/s, in line with the traffic generated by an LTE site with three sectors, 2×2 MIMO and 16 QAM modulation format. Moreover, we assume that, according to the selected CoMP technique, different amounts of coordination (X2) traffic must be transported between the cell sites and the corresponding RCCs. Namely, the coordination data for CS requires to exchange the LTE Channel State Information (CSI), so we considered an overhead of about 16% with respect to S1 traffic. As for JT CoMP technique, X2 traffic is assumed as 116% of S1 bit rate, as in this case, besides the CSI, also user traffic (S1) is transported with coordination traffic (X2) [16].

As a first step, to perform validation of the heuristic against ILP results, we consider small topologies with 12, 15 and 18 nodes (as in [1]), where nodes are distributed over a square area with size 15 km², corresponding to a urban geotype. For the 15-nodes topology, we also consider the sub-urban and rural geotypes [24]. Then, we consider several synthetically-generated topologies with 50 nodes in a urban scenario, i.e., with nodes distributed on a 166 km² area. To generalize our assessments, we consider four different interconnection degrees in the network, i.e., the 50-nodes ring-and-spur topologies are generated such that the number of metro rings (i.e., rings interconnecting Access COs as in Fig. 1) is increased from 1 to 4. In the following, we refer to each of these four cases to as a “scenario”. For each scenario we consider 35 randomly generated topologies, each associated to three different traffic matrices, obtaining a total of 105 cases per scenario. Our plotted results are with 95% statistical confidence on a 5% confidence interval. For the scenario with 50 nodes and 4 metro-access rings, we also consider four different geotypes, namely dense-urban, urban, sub-urban and rural, corresponding to area with size 12, 166, 263, 625 km², respectively. Note that, for all the considered topologies, we identify the different geotypes according to the cell-sites density valus, i.e., i) dense-urban, density ranging between 1.2 and 4.47 BSs per km², ii) urban, between 0.3 and 1.2 BSs per km², iii) sub-urban, between 0.08 and 0.3 BSs per km², and iv) rural, between 0.019 and 0.08 BSs per km². Note that, for a given number of nodes in the network, changing the geotype has an impact on the distance between nodes, hence on the latency to be considered for X2 traffic transport. All synthetic topologies are generated by a hierarchical clustering procedure which runs the k-means algorithm, as explained in [25].

Finally, we consider a real network topology, i.e., the TIM metro-access network in Milan, consisting of 2548 cell sites, 110 Access COs, 15 Main COs, interconnected through a single ring to the Core CO [4]. This topology can be considered as a dense-urban topology, as it has a cell-site density of around 4.47 cells per km². For this topology, we consider a total of 30 different randomly-generated traffic matrices.

B. Discussion

For the initial evaluation, as the RAN architecture we consider the Backhaul-common described in III-C, and assume that RCC processing time is negligible, i.e., $t_{RCC} = 0$, so only propagation ($\tau$) and switching ($t_{sw}$) delays are accounted for X2 latency. However, in a second phase we will also show the impact of a non-negligible RCC processing delay.

Heuristic approach validation

Figure 6(a) shows the throughput gain $G_p$ of the proposed heuristic approach and of the optimal ILP-based solution of [1]. We also report $G_p$ of the fixed placement strategies RCC in main COs and RCC in core CO, for increasing number of nodes in a urban scenario. We can observe that the proposed heuristic approach provides near-optimal solutions in all cases (i.e., the optimality gap is below 1%), especially for larger network instances, where the difference with respect to the ILP-based approach reaches zero. On the other hand, the heuristic approach provides substantial advantages in terms of solving time. For smaller network instances, the solution is obtained in less than one minute with the heuristic approach, whereas the ILP solution requires more than twenty minutes, and this difference rapidly increases with network size. Figure 6(b)
shows the comparison between the aforementioned strategies in the case of 15-nodes network for the different geotypes. Also in this case the heuristic approach performs very close to the ILP approach, with a maximum gap, in the case of rural geotype, below 3.5%. Note that RCC opt always provides higher gains than RCC in main COs and RCC in core CO.

**Effect of network topology**

Now we move our analysis towards larger and more realistic network topologies using our heuristic approach. In Fig. 6(c) we compare the different RCC placement strategies for the 50-nodes topologies (“50-n” in the figure) in urban scenario and for the TIM Milan topology. Results show that, in all cases RCC opt provides significantly higher gain with respect to fixed RCC placement strategies, with a $G_p$ absolute increase ranging from 2% for 50-nodes networks up to 8% for Milan topology. Moreover, we notice that, for 50-nodes topologies, higher gain improvement is achieved for larger number of rings interconnecting Access COs. This is due to the fact that, in topologies with only few rings (in an extreme case, only one ring), longer routes must be used to route coordination traffic, thus providing a negative effect to throughput gain due to higher propagation latency. Note that, in the case of only one metro-access ring, there is only one Main CO, i.e., the Core CO, therefore the results for RCC in main COs and RCC in core CO coincide. This motivates the deployment of more meshed metro networks for 5G backhaul, which is in fact a trend being experienced by operators nowadays. It is worth noting that if the number of metro-access rings increases after a certain threshold (e.g., above 3 rings in the case under analysis), throughput gain tends to decrease for RCC in core COs and RCC in main CO strategies. In the former case, this decrement is due to the fact that having too many rings increases the maximum latency between the RCC, placed at the Core CO, and the farthest cell sites. In the latter case, more rings corresponds to a solution with a large number of very small clusters, that can only achieve lower gains.

Fig. 6(c) shows the case of Milan topology, corresponding to a dense-urban geotype. The RCC opt. strategy provides substantial advantages with respect to the other strategies. However, in this case the RCC in core CO has lower gain compared to RCC in main COs strategy, as it suffers from larger geographical dimensions of the physical topology, which only allows coordination among relatively small clusters.

**Effect of geotype and latency contributions**

To evaluate the impact of cell-sites density we consider the 50-nodes topology with 4 metro-access rings and compare the throughput gain obtained with the three RCC placement strategies in different geotypes, as shown in Fig. 7(a). We observe that reducing cell sites density, i.e., moving towards sparser topologies as in rural geotypes, the throughput gain gradually decreases for all placement strategies. As expected, RCC opt. always outperforms the other RCC placement strategies. However, for larger and sparser networks, as in the suburban and rural geotypes, the RCC in main CO provides improvements in comparison to RCC in core CO, as the higher latency between RCCs and cell sites obtained with RCC in core CO is not compensated by the opportunity of increasing cluster size, due to the lower cell density.

To show the impact of RCC processing delay we compare three RCC processing delay values under the RCC opt. placement strategy, namely, $t_{RCC} = 0$, $t_{RCC} = 250\mu s$ and “variable” $t_{RCC}$, corresponding to a case where the RCC processing delay is assumed as proportional to the cluster size. For this comparison we also consider three possibilities for the selection of CoMP coordination technique, i.e., 1) “CS” and 2) “JT”, where all the clusters are coordinated using only CS or JT CoMP technique, respectively, and 3) “CS&JT”, where an optimal selection of CoMP technique is made on a cluster basis, according to the specific latency and size of each cluster. This evaluation is performed for the 50-nodes 4-rings synthetic topology in a urban scenario (Fig. 7(b)) and for the Milan topology (Fig. 7(c)). As expected, for both topologies the overall gain decreases when $t_{RCC}$ is not negligible. Moreover, while for $t_{RCC} = 0$ JT is always the most convenient technique, when latency becomes stringent, the ability of choosing CoMP technique on a cluster basis enables higher flexibility and improved throughput gain.

Note that, although in some cases throughput gain is limited, this gain is obtained with low or no additional investment for the network operator, as controller shall be anyway deployed.

---

6Note that, although in some cases throughput gain is limited, this gain is obtained with low or no additional investment for the network operator, as controller shall be anyway deployed.

7We assume that for a cluster with size $|c|$ the RCC processing delay is $t_{RCC} = (|c| - 1) \cdot 20\mu s$. 
Effect of RAN architecture

We now analyze the impact of CoMP architectures discussed in Sec. III-B. In this context we compare three different flavours of centralized CoMP techniques, namely: 1) Backhauled coordination with common S1-X2 interface (Backhaul-common), 2) Backhauled coordination with separate S1-X2 interfaces (Backhaul-separate), where we assume \( t_{sw} = 0 \), and 3) Fronthauled coordination (Fronthaul), where \( t_{RCC} \) is the only latency contribution impacting throughput gain.

Fig. 7 shows the throughput gain and number of wavelengths needed for the three CoMP architectures in the case of Milan topology and for the different RCC placement strategies.

As expected, when using the RCC opt. strategy, the throughput gain tends to increase for all CoMP architectures. Such increase is at least 10% (as absolute difference between the percentage gains) in case of backhaul solutions, and reaches 20% when adopting the fronthaul architecture.

Moreover, the lowest gain is obtained in all cases when adopting RCC at core CO, due to the fact that the considered topology allows only relatively small-size clusters with high latency between cells and each RCC. Despite the fronthauled solution provides in general the highest gain, due to the fact that only RCC processing delay impacts on throughput gain, this is not the case for the RCC at core CO strategy, as in this case only a small subset of cells can be coordinated by an RCC at the core CO, due to the highly stringent fronthaul latency constraint (to be applied between cell sites and the RCC/BBU hotel at the Core CO), which is in the order of few hundreds of \( \mu s \) [7]. For the considered topology, there is no evident throughput gain distinction between the two backhauled solutions as the switching latency contribution has a limited impact in a dense-urban scenario.

Also for the total number of wavelengths needed there is a very low difference between the two backhauled solutions. However, as expected, the number of wavelengths needed in the case of fronthaul architecture is much higher than in the other two cases, due to the fact that for the considered cell sites antenna configuration, a total of 7.5 Gb/s fronthaul traffic must be routed between each cell and the BBU hotel at the Core CO [7]. Moreover, for RCC opt., much higher fronthaul traffic is required with respect to both other cases: compared to RCC in core CO, this is due to the larger number of clusters formed.

Fig. 8 shows the throughput gain and number of wavelengths for different centralized CoMP architectures and RCC placement strategies (Milan topology).

Effect of parameter \( K \) in the heuristic algorithm

As described in Alg. 1, every time we try to increase the size of a cluster, we select one out of \( K \) candidate cell sites to include in the cluster. Hence, changing the value of \( K \) has an impact on the trade-off between solution optimality and the heuristic duration. To evaluate this trade-off, we perform a sensitivity analysis by increasing parameter \( K \) and considering the RCC opt. (CS&JT) scenario in the Milan topology (see Fig. 9). We observe that, increasing the value of \( K \) from 2 to 16, CoMP throughput gain increases from 27% up to around 33%, whereas heuristic execution time worsens substantially (i.e., it increases almost linearly with \( K \)). Moreover, significant improvement in throughput gain is observed up to \( K = 10 \), while after this point no relevant advantages are obtained. This suggests that, for the considered case study, values of \( K \) larger than 10 are not necessary.

VI. CONCLUSION

We address the Clustering Routing and Radio Controller Coordinator Placement (CRRP) problem in future RANs
where Coordinated Scheduling and Joint Transmission CoMP techniques are adopted to increase network throughput. To solve this problem, we provide a two-step heuristic approach consisting of 1) a first phase for for cells clustering and controller placement, aiming at maximizing overall network throughput, and 2) a second phase for routing of S1 and X2 traffic over a hierarchical metro-access network. We evaluated our approach and quantified the gains achievable with an optimized placement of RCCs at different nodes in both synthetic and realistic network topologies, analyzing the impact of several parameters affecting the overall throughput, i.e., CoMP technique, network size and topology, cell sites density and metro-access network technology (i.e., backhaul vs fronthaul).

We found that, i) for the considered scenarios, an optimized clustering and RCC placement provides up to 20% throughput enhancement, especially when C-RAN (i.e., fronthaul) architecture is adopted, ii) in urban and dense-urban scenarios the optimized RCC placement provides up to 10% gain increase with respect to fixed RCC placement in Main COs and Core COs, iii) when considering sparse and large networks, especially rural environments, the choice of proper CoMP technique is not trivial, as latency plays a crucial role, and substantially affects the opportunity of improving network throughput via CoMP, iv) adopting C-RAN in a dense-urban scenario enables higher gain with respect to traditional distributed (i.e., backhaul) RANs, however it requires high network capacity utilization due to fronthaul traffic.

As future work, we plan to consider also the effect of intermediate solutions between backhaul and fronthaul architectures, i.e., the so-called RAN splits, for which different coordination latency and transport traffic values should be considered, thus producing a different impact on the coordination gain and on the required network capacity.
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