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Abstract—The paper analyzes stability conditions and design requirements for the control parameters in droop-controlled inverters. The analysis focuses on a single inverter unit with AC (output) filters and interface transformer, as this may be regarded as the elementary component of a distributed generation system. Through a process of thought simplifications and manipulations, the linearized full state-space model is transformed into a unique single-input, single-output system comprising several nested loops. The resulting analytical model in terms of transfer functions has enough “structure” to represent interactions between the different actors of the overall control, such as droop linear and derivative terms, virtual impedance and voltage controllers. Stability conditions for the corresponding parameters are then derived analytically. Experimental tests are carried out on the complete system to check the reliability of the proposed model.
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I. NOMENCLATURE

$m, n \ (m_{dc}, n_{dc}), m_{rest}, n_{rest}$: linear (derivative) droop coefficients of the inverter under study, of the rest of the network [p.u.]; $H$: grid-current compensation gain in the voltage loop; $k_{pV}, k_{iV}, T_{id} = k_{pV} / k_{iV}$: parameters of the voltage PI controller; $p = \frac{d}{dt}$: time derivative operator; $p_{in} (P_{in}, Q_{in})$: instant. (average) real, reactive power; $R_p, L_p, C_p$: filter resistance / inductance / capacitance [p.u.] $R_n, L_n, C_n$: line (virtual) resistance, inductance [p.u.]; $T_{id} = L_d / (R_p \omega_0)$: time constant of the line impedance [s]; $T_p$: time constant of the filter for the power $p_{in}, q_{in}$; $\tau_{avg} = L_d / (m + m_{rest})$; $\tau_{avg} = n_d / (n + n_{rest})$; $\omega$: inverter angular frequency [p.u.]; $\omega_0, \omega_0_{avg}, \omega_n, \omega_r$: base, point of common connection (pcc), rated and generic angular frequency; $\omega^*, \omega^*_{avg}, \omega^*_{rest}$: no-load angular frequency and voltage in the droop control of the inverter and of the rest of the grid; $\omega_{cut}$, $\omega_{cut_{rest}}$: cut-off frequency (rated value) of the current loop.

II. INTRODUCTION

IN dispersed generation systems when there is no communication between the sources [1], stable operation of paralleled inverters and scheduled power sharing may be achieved through droop control [2]. Either linear or piecewise droop characteristics are usually implemented [3], but non-linear curves have also been proposed [4]. As for the linear case, two additional terms proportional to power derivatives are often introduced in order to improve stability [5], [6]. Low voltage microgrids are characterized by line reactance to resistance ratio less than one [7] or around one if the decoupling transformer is taken into account. This implies that active and reactive powers are not inherently decoupled [8]. Several methods have been proposed to solve this problem. In [9] a reference frame rotation is proposed, so that transformed active and reactive powers in the new reference frame only depend on load angle and voltage respectively. In [10] a technique based on inverted droop equations is proposed for highly resistive networks. In [11] the virtual impedance is introduced for a single phase network. For three-phase systems, a steady-state formulation of the virtual impedance is usually considered [12]. This is because the power decoupling is considered not important during transients. As discussed in [13], the concept can be extended to non-linear loads by introducing several steady-state virtual impedances in multiple reference frames, each for a given harmonic component. Transient virtual impedance formulations, namely involving time derivatives of currents, have also been proposed [14].

The virtual impedance changes the magnitude and the phase of the reference voltages due to the droop control. In [15] a virtual angle applied to the reference voltage is introduced, so as not to change the magnitude of the reference voltage. As for the design of the virtual impedance, [12] proposes a method based on some decoupling coefficients: they report the sensitivity of the real power to the load angle and to the voltage referred to the sensitivity of the reactive power to the same quantities. The design approach proposed in [11] derives the virtual impedance value starting from the inverter output impedance, which is a function of the LC filter, voltage and current control parameters. Small-signal analysis is a well-established tool for studying stability of different configurations of microgrids [16]-[19]. In all these schemes, however, stability is generally assessed by numerical eigenvalue computation using detailed state-space models, which do not give direct analytical insight into the stability conditions for the control parameters.

To the best authors’ knowledge, no comprehensive models on transfer functions have been proposed to analytically show the impact of the control parameters on stability and to tune the virtual impedance gains. Simplified models described in literature (e.g. [6]) are usually of low order, and inevitably neglect multiple interactions between different control blocks. Such a lack is addressed in this paper, where closed-form
transfer functions are derived with the aim to analytically show the effect of the main control parameters on stability. Conversely to extremely simplified approaches which enucleate the droop from the system, the proposed reduced model has enough “structure” to represent interactions between different elements across the overall control, such as droop linear and derivative terms, virtual impedance and voltage controllers. Stability conditions for the corresponding parameters are then derived analytically. The analysis considers an inverter in parallel with other units and working in a quasi-no-load operating condition, as this is the critical condition for stability. The paper aims at giving some guidelines for the design of control parameters and for the stability analysis. Though the on-line estimation of the grid impedance is beyond the scope of this paper, the suggested virtual impedance to ensure stability under large grid-impedance variations.

The paper is divided as follows. In Sec. III a mathematical description of the basic model is given, taking into account the voltage and current controllers and the steady-state virtual impedance. In Sec. IV, a representative model in terms of transfer functions is derived together with closed-loop block diagrams. These are used in Sec. V, to study the stability from an analytical viewpoint, discussing the impact of control parameters and deriving stability conditions and design criteria. Sec VI compares the analytically-predicted dominant poles with some experimental tests.

III. SYSTEM DESCRIPTION AND FULL ORDER MODEL

A. Hypotheses and limitations.

The system under study is a microgrid supplied by several droop-controlled inverters (Fig. 1). The analysis is performed just on one inverter unit, comprising the output filter and connection transformer. A damping resistor may be connected in series to the filter capacitor, to avoid parallel resonance. The inductor \( L_f R_t \) represents the interface transformer and the line. All the other inverters are represented as a simple voltage source whose amplitude \( V_{pcc} \) and angular frequency \( \omega_{pcc} \) change according to the droop control.

The equations of the whole system are expressed in per unit (p.u.) and referred to a dq frame, where the \( d \)-axis is aligned to the reference voltage \( V_o^{\text{ref}} \) and \( p = d/dt \) is the time derivative operator. Only time \( t \) is not in p.u.: this is why the derivative operator \( p \) is divided by the reference angular frequency \( \omega_o \).

Equations (1) \( \div \) (8) deal with the inverter under study. Vector equations (1), (2) and (3) refer to the LCL filter. Equations (4) and (5) refer to the droop control system, where the angular frequency \( \omega \) and the reference voltage \( V_o^{\text{ref}} \) depend on the average output real \( P_o \) and imaginary \( Q_o \) powers and their derivatives, respectively, through the droop coefficients \( m, m_d, n, n_d \). Both \( P_o \) and \( Q_o \) are averaged with a first order filter with time constant \( T_p \) (cut off frequency \( T_p^{-1} \)). \( V^* \) and \( \omega^* \) are the new voltage and angular frequency. Equations (6) and (7) report the current and voltage PI control models, respectively.

The coefficient \( H_f \) is positive and less than unity: its purpose is to compensate for the output current in the real system. In particular, (7) includes the term due to the virtual impedance \( R_v, L_v \) in steady state. Equation (8) represents the dynamic of the load angle \( \delta \), defined as the angle between the PCC voltage \( V_{pcc} \) and the voltage vector \( V_o^{\text{ref}} \) (see (3)): \( \omega_{pcc} \) and \( \omega \) are the point of common connection (PCC) and inverter angular frequency in p.u., respectively. Equations (9) report the droop laws for the fundamental output of the rest of the sources, and (10) come from the power balance.

\[
\begin{align*}
\bar{V} - \bar{V}_o &= R_f \bar{i} + (L_f / \omega_0) \bar{p}i + j \omega L_f \bar{i} \\
(C_f / \omega_0) \bar{p} \bar{V}_o + j \omega C_f \bar{V}_o &\equiv \bar{i} - \bar{i}_o \\
\bar{V}_o &= V_{pcc} e^{j \delta} + R_t \bar{i}_o + (L_t / \omega_0) \bar{p}i_o + j \omega L_t \bar{i}_o \\
\omega &= \omega^* - (m + m_d p) P_o = \omega^* - \frac{(m + m_d p) V_{od} i_{od} + V_{oq} i_{oq}}{1 + T_p p} \\
V_{o}^{\text{ref}} &= V^* - (n + n_d p) Q_o = V^* - \frac{(n + n_d p) V_{oq} i_{od} - V_{oq} i_{oq}}{1 + T_p p} \\
V_{o}^{\text{ref}} &= (k_p + k_d p) \bar{i}_{\text{ref}} - \bar{i} + j \omega L_f \bar{i} \\
\bar{i}_{\text{ref}} &= (H_i \bar{i}_o) + \frac{V_{pcc} - V_o - (R_v + j \omega L_v) \bar{i}_o}{1} \\
\omega_{pcc} &= \omega_{\text{rest}} - m_{\text{rest}} P_{\text{rest}} \\
P_{\text{rest}} + P_o &\approx P_{\text{load}} \\
Q_{\text{rest}} + Q_o &\approx Q_{\text{load}}
\end{align*}
\]
The parameters in Table I may be considered of general validity. In fact, a reasonable criterion has been used to design the LC filter, namely: 4.5% series voltage drop, 5% capacitive voltage line including a decoupling transformer. The virtual impedance is chosen as a guess value so as to decouple real voltage line, while the range of the integral term is 600 p.u./s, quite high, equal to some periods of the line frequency.

### IV. SIMPLIFIED MODEL

#### A. Simplified model equations.

The current loop (equations (1), (6)) has a large cut-off frequency. Thus, it is represented by a first order time delay, \( \omega_c^{-1} \), in order to study only the dominant poles of the system, simplify the analysis and derive manageable expressions:

\[
\bar{\tau} = \tau_{ref} \left[ (s + \omega_c) / \left( s^2 + \omega_c^2 \right) \right].
\]

Introducing (7) into (11) and then into (2) yields (12), where some approximations can be invoked to simplify the coefficients, limiting the frequency analysis within a few multiples of the voltage cut-off frequency \( \omega_c \), so as to include the dominant poles:

\[
\bar{\tau}_o = G_1(p) \bar{\tau} - H_2(p) \bar{\tau}_o - jH_{2b}(p) \omega \bar{\tau}_o - jH_{2c}(p) \omega \bar{\tau}_o
\]

Transfer functions in (12) are

\[
G_1(p) \approx 1, \quad H_{2b}(p) \approx 0, \quad H_{2c}(p) \approx L_v
\]

A linearization of (12), (3)-(5) and (8)-(10) around a stable condition is performed: the stable condition is expressed by capital letters or superscript (0), and the small variations are together with rated values reported in Table I.

### V. SIMPLIFIED MODEL

The time constant \( \tau_p \) of the droop power system is usually quite high, equal to some periods of the line frequency.

#### A. Simplified model equations.

The current loop (equations (1), (6)) has a large cut-off frequency. Thus, it is represented by a first order time delay, \( \omega_c^{-1} \), in order to study only the dominant poles of the system, simplify the analysis and derive manageable expressions:

\[
\bar{\tau} = \tau_{ref} \left[ (s + \omega_c) / \left( s^2 + \omega_c^2 \right) \right].
\]

Introducing (7) into (11) and then into (2) yields (12), where some approximations can be invoked to simplify the coefficients, limiting the frequency analysis within a few multiples of the voltage cut-off frequency \( \omega_c \), so as to include the dominant poles:

\[
\bar{\tau}_o = G_1(p) \bar{\tau} - H_2(p) \bar{\tau}_o - jH_{2b}(p) \omega \bar{\tau}_o - jH_{2c}(p) \omega \bar{\tau}_o
\]

Transfer functions in (12) are

\[
G_1(p) \approx 1, \quad H_{2b}(p) \approx 0, \quad H_{2c}(p) \approx L_v
\]

A linearization of (12), (3)-(5) and (8)-(10) around a stable condition is performed: the stable condition is expressed by capital letters or superscript (0), and the small variations are analyzed. In steady state conditions, the vector \( \bar{\tau}_o \) lies on the d-axis and power flows from the inverter to the PCC: thus \( V_{od} \approx 1 \text{ p.u.} \), \( V_{od} \approx 0; \delta^o < 0 \). Then:

\[
\Delta \bar{\tau}_o = \Delta \bar{\tau}_o^{ref} - H_2(p) \Delta \bar{\tau}_o - jL_v \left( \omega_0 \Delta \bar{\tau}_o + \Delta \omega \bar{\tau}_o \right)
\]

\[
\Delta \bar{\tau}_o - \Delta V_{od} e^{j \Delta \omega} - jV_{od} e^{j \Delta \omega} \omega / \omega_0 \Delta \omega =
\]

\[
= R_v (1 + pT_v) \Delta \bar{\tau}_o + \Delta \bar{\tau}_o^{ref}
\]

where:

\[
T_v = L_v / (\omega_0 R_v), \quad G_2(p) = [R_v (1 + pT_v)]^{-1}
\]

\[
\Delta \bar{\tau}_o = \omega_0^* - \left( p \omega_0 \right) \left[ \left( m + n_d p \right) / \left( 1 + T_v p \right) \right]
\]

\[
\Delta \bar{\tau}_o = \left( \Delta \bar{\tau}_o^{ref} - \left( \omega_0 \right) \left[ \left( m + n_d p \right) / \left( 1 + T_v p \right) \right] \right)
\]

\[
\Delta V_{od} = p \Delta \omega - \omega_0 \left( \Delta \omega - \Delta \omega_{pcc} \right)
\]

\[
\Delta \omega_{pcc} = m_{rest} \Delta P_{rest} \quad \Delta V_{pcc} = -n_{rest} \Delta Q_{rest}
\]
\[ \Delta P_{\text{rest}} + \Delta P_o \approx \Delta P_{\text{load}} \quad \Delta Q_{\text{rest}} + \Delta Q_o \approx \Delta Q_{\text{load}} \quad (24) \]

These equations can be represented by the diagram in Fig. 3, which includes some feedback loops. In order to help the understanding, the block diagram highlights the fictitious input \( \Delta V_{\text{ref}} \) forcing the orientation. The approach proposed in this paper allows the whole system to be transformed into a series of simpler subsystems of a Single-Input Single-Output (SISO) type with no interlaced connections, so that a stability analysis can be analytically carried out providing design criteria.

B. Closed loops for the stability analysis.

From now on, the complex frequency \( s \) will replace the derivative operator \( p \) and the generic angular frequency will be \( \omega_c \).

The analysis is bounded to the dominant poles: thus only the real part of the closed loop transfer function is considered. This block diagram (Fig. 4) is the starting point to analytically find the stability conditions of the system. It will be used hereafter to analyze the influence of line and control parameters on the stability.

V. STABILITY ANALYSIS AND DESIGN CRITERIA.

A. Stability analysis

Fig. 3 contains a first closed loop including \( G_2(s) \) and \( H_2(s) \). The open loop transfer function at low frequencies is:

\[ L_2(s) = G_2(s)H_2(s) = \frac{1 + sT_1}{1 + sT_{2b}} \]

Since \( R_v \) is negative, the Nyquist criterion must be adopted to find the stability conditions: the Nyquist diagram shows that the ratio \( |R_v/R_t| \) must be less than one (Fig. 5.).

A second loop is \( F_3(s) \) in Fig. 4, where the feedback \( H_3(s) \) is quite negligible \((\sin \delta \approx 0)\); thus this closed loop can be considered an open loop, which is stable if all its composing transfer functions are stable.
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Fig. 4. Modification of the block diagram of Fig. 3, necessary to find the closed loop transfer functions $F_5(s)$ and $F_6(s)$.

This loop refers to the interaction between quantities on the $d$ and $q$ axes and does not exist in the decoupled SISO system used to design the controllers. The open loop transfer function $L_6(s)$ shows the main parameters which influence stability.

- An increase of $L_v$ or a decrease of $R_v$ improves the decoupling between $P_v$ and $Q_v$ (Sect. III-B), but augments the gain of $L_5(s)$. This may lead the system to instability (Fig. 7a), because the phase margin PM is quite low.
- Being $k_{pv}$, $k_{iv}$ constant, an increase of the current loop cutoff frequency $\omega_v$ moves poles at $T_v^{-1}$ to higher frequencies (see (27)), thus improving stability (Fig. 7b) because the phase margin PM increases;
- Changing $\tau_{dv}$ from positive (Fig. 7c) to negative (Fig. 7d) values moves the zero $\tau_{G3b}^{-1}$ (32) to higher frequencies, close to the poles $T_{dv}^{-1}$; this improves stability, due to a rise of the phase margin PM;
- An increase of $T_{iv}$, i.e. of the bandwidth of the voltage loop, moves the zeroes $T_{iv}^{-1}$ leftwards (Fig. 7e), raising the phase margin PM and improving stability. This can be achieved by increasing $k_{pv}$ or decreasing $k_{iv}$. Nevertheless this adjustment implies that the pole $T_{dv}^{-1}$ moves leftwards (see (26)), lightly reducing the positive effect of the decrease of $T_{iv}^{-1}$.

In order to analyze the external loop in Fig. 4, the transfer functions $F_3(s)$ between $\Delta V_y$ and $\Delta \omega$ as well as $F_6(s)$ between $\Delta \omega$ and $\Delta V_y$ must be calculated. The open loop transfer function is:

$$L_7(s) = F_5(s)F_6(s)H_6(s).$$

An approximation formula of $L_7(s)$, valid for $\omega_v > T_v^{-1}$, is:

$$L_7\approx \frac{V^0_{pcc} V^0_{0d} (m + m_{rest}) \omega_b \cos(\delta^0)}{L_v \omega_v} + \frac{1}{1 + s T_{dv}^0} \left[ \frac{\tau_{G3b}^{-1}(\tau_{dn}^0)}{1 + s T_{2dv}^0} \right] \left[ \frac{1 + s T_p^0}{1 + s T_{2db}^0} \right]$$

where:

$$\xi_{0F6} \approx \frac{(R_v + L_v) \omega_v}{(L_v + L_v) \omega_v^0}; \quad \omega_{0F6} \approx \frac{(L_v + L_v) \omega_v^0}{T_v (R_v + L_v)}$$

The approximated open loop transfer function $L_7(s)$ and its bode diagram in Fig. 8 show that:

- an increase of the gain of $L_7$ may lead to instability because the phase margin PM becomes low; such a gain depends on
the squared voltage $V_{dc}V_{pcc}$ on the droop coefficients of both the line under study and the rest of the microgrid sources, $m$ and $m_{rest}$, and is inversely proportional to the inductance $L_i$,

- the damping $\xi_{dc}$ should be large (>1/2) to avoid a resonant peak, that may intersect the 0dB axis leading to instability;

- in order to ensure stability, $\tau_{dm}$ should be chosen more than zero (intersection with the 0dB axis with slope −1) and less than $T_p$ ($\tau_{dm}^{-1} > T_p^{-1}$); in fact, this choice (unlike $\tau_{dm}^{-1} < T_p^{-1}$) would reduce the risk of a double intersection with the 0dB axis due to the resonant poles $\omega_{0FB}$.

B. Design guidelines

The design of the voltage control parameters of an inverter to be connected to a microgrid in a droop-controlled mode starts from the basic transfer function of the voltage plant, neglecting mutual couplings between $d$ and $q$ axes. This is not enough to ensure stability, particularly when some virtual impedance is added. In a second step of the design, virtual impedance and derivative droop parameters must be taken into account and appropriate adjustments on the control parameters must be carried out. Some guidelines come from the previous analysis.

- Real time measurement of the line resistance $R_t$ and inductance $L_t$;

- The values of the linear droop parameters $m$ and $n$ are chosen according to the well-known rules to get a correct power sharing with the other droop-controlled sources;

- The virtual resistance $R_v$ and inductance $L_v$ should be chosen to get a sufficient decoupling of real and reactive powers:
  - The virtual resistance $R_v$ should approach $−R_t$, keeping a good gain margin (Fig. 5); $|R_v| < 0.75 R_t$.
  - The virtual inductance $L_v$ must be chosen in connection to $R_v$, because the gain of $L_v(s)$ cannot increase too much to avoid a low phase margin (Fig. 7a);
  - Additionally, a high $L_v$ would imply a higher voltage drop and a higher rated voltage of the converter: this is why it is preferable to use both the degrees of freedom $R_v$ and $L_v$ to ensure stability.

- The integral time $T_{iv}$ of the voltage controller has to be corrected, so as to move the pole $T_{iv}^{-1}$ between $T_{2a}^{-1}$ and $T_{2b}^{-1}$ (Fig. 7e); this implies a change in the bandwidth of the voltage loop;

- the negative derivative droop coefficient $n_d$ applied to the reactive power affects time constant $\tau_{Gib}$ (32) through the parameter $\tau_{dn}=n_d(n+n_{core})$: $\tau_{Gib}$ is to be chosen so that $\tau_{Gib}^{-1} > T_p^{-1}$ and $\tau_{Gib} ≈ T_{2a}$ (Fig. 7d);

- the derivative droop coefficient $m_d$ applied to the active power is chosen so that $\tau_{dm}^{-1} > T_p^{-1}$ (Fig. 8).

![Fig. 7. Bode diagrams of the open loop transfer function $L_o(s)$. Description in the text. x: poles; o: zeroes. PM: phase margin.](image)

![Fig. 8. Bode diagram of the open loop transfer function $L_o(s)$ when $\tau_{dm}=0$ (continuous line) and $\tau_{dm}=\tau_{0FB}$ (dashed line). The case with $\tau_{dm}=0$ results in a more stable system. The saw-tooth in the continuous line is a resonant peak.](image)
can be adopted to implement an adaptive virtual impedance integrated with the real-time estimation of the line impedance seen from the capacitor terminals.

VI. NUMERICAL AND EXPERIMENTAL VALIDATION.

A comparison between the proposed reduced model and experimental tests is now carried out. From the analysis of \( L_0(s), L(s) \), the dominant poles and their damping factor \( \xi_d \) of the related closed loop functions can be derived (Table II). These results are compared with the waveforms from the experimental tests.

A. Setup parameters.

As the experiments aim at validating the reduced-order model and design guidelines, and the real-time estimation of line impedance is beyond the scope of this paper, the system has been tested with different values of key design parameters, line impedance and constant virtual resistance and inductance. For these reasons, tests are carried out on a single inverter unit connected to the grid of the Lab: in other words, the droop coefficients of the other inverters are negligible \( m_{rest} << m \) and \( n_{rest} << n \) (Fig. 9). The grid stiffness is however adjusted by using different values of the line impedance to test a variety of conditions. The test perturbation used to assess stability is a sudden change in the real or reactive load powers \( \Delta P_{load} \) and \( \Delta Q_{load} \) and this is practically achieved by varying the no-load voltage \( V \) and angular frequency \( \omega^* \) of the droop control (see inputs \( \Delta V^* \) and \( \Delta \omega^* \) in Fig. 4).

The validation of the model is carried out by analyzing the output power \( P \), \( Q \) response to an input step change in \( \omega^* \) or \( V^* \). In this case, it has been chosen to apply small positive steps starting from a no-load condition. The low value of the step amplitude avoids the saturation of the reference current (due to a limitation in the inverter’s rating) and allows the validity conditions of the small signal analysis to be met.

The experimental system is characterized by:

\[
T_i = 625 \text{rad/s}, \quad R_i = 0.75 \Omega; \quad L_i = L_t; \quad m = 0.01 \text{ p.u.}; \quad n = 0.017 \text{ p.u.;} \quad 
\mu_{B1} = 15.9 \Omega; \quad u_{B7} = 24 \text{dB}; \quad u_{B7} = 36.3 \text{dB (gains of } L_0, L_1). \]

B. Discussion of results.

The effect of a step in \( \Delta V^* \) on the real and reactive powers is reported in Figs. 10 to 17, starting from \( V^* = 1.0025 \text{p.u.} \), applying \( \Delta V^* = 0.01 \text{p.u.} \) and using different control parameters as detailed below. Moreover, with a step in \( \Delta \omega^* \), the system shows a low damping and wide oscillations, in case of no virtual impedance and no droop derivative parameters.

Case 1: with \( \tau_{dm} = \tau_{dn} = 0 \), \( \omega_{I,V} = \omega_{I,V} \), \( T_{II} = T_{IV} \), the results obtained by the reduced model show a very low damping ratio \( \xi_{d} \) (3.3%), which corresponds to a very low phase margin of \( L_0(s) \) (as predicted in Fig. 7a).

The experimental test is reported in Fig. 10. The main parameters are: \( V_{pec} = 1.0 \text{p.u.}; \quad V^* = 1.0025 \text{p.u.} \approx V_{pec}; \quad \omega^* \approx 1.0008 \text{p.u.;} \quad L_{0} = 0.12 \Omega; \quad L_{0} = 0.04 \text{ p.u.;} \quad R_{L} = -0.75 \Omega; \quad L_{L} = L_{I}. \)

Before applying the \( \Delta V^* \) step, an oscillation with a frequency close to the imaginary part of poles \( p_{1,2} \) occurs (see Table II). After the step, another oscillation occurs, with a higher frequency but less than that exhibited by poles \( p_{4,5} \). This situation corresponds to the case reported in Figs. 7a - 8. The real and reactive power \( P, Q \) are well decoupled, as foreseen by the introduction of the virtual impedance (Sect. III). Anyway, power transients are characterized by significant oscillatory terms.

Case 2: like case 1, but with an increase in the cut off frequency \( \omega_{I,V} \) of the current loop (\( \omega_{I,V} = 1.5 \omega_{I,V} \)); the reduced model shows a small improvement toward stability because poles \( p_{1,2} \) move leftwards (as indicated in Fig. 7b). The experimental step-response is illustrated in Fig. 11 and shows a reduction in the oscillations.

Case 3: like case 1, but \( \tau_{dm} = 2T_{p}; \) the reduced system shows instability: poles \( p_{1,2} \) are in the right half plane as predicted in Fig. 7c. The experimental test shows an unstable behavior.

Case 4: like case 1, but \( \tau_{dn} = -2.2T_{p}; \) \( \tau_{dn} \) is chosen so that the zero \( \tau_{I,V}^{-1} \) of \( L_0(s) \) is close to the pole \( T_{2a}^{-1} \). In this case, the reduced model is stable, but two poles \( p_{4,5} \) are still located close to the imaginary axis (i.e. with a low damping coefficient). They are introduced by \( L_0(s) \) (Fig. 8). The experimental test (Fig. 12) shows the reduction of high frequency oscillations but not a reduction of low frequency ones.

Case 5: like case 1, but \( \tau_{dm} = -2T_{p} \) and \( T_{II} = 2.5T_{IV} \) (increase of the bandwidth of the voltage loop, by increasing \( T_{II} \) ); in the open loop transfer function \( L_0(s) \), the two zeroes \( T_{II}^{-1} \) move leftwards (Fig. 7d), improving the phase margin. The poles \( p_{1,2} \) of the closed loop function move leftwards (Table II); but not poles \( p_{4,5} \) (again introduced by \( L_0(s) \)).

The corresponding test is shown in Fig. 13 and reveals oscillations at low frequency, close to the imaginary part of poles \( p_{4,5} \); with respect to Fig. 10, however, high frequency oscillations have disappeared.

Case 6: the same as case 5 plus \( \tau_{dn} = 0.4T_{p} \); all the poles in Table II are quite stable as the transfer function \( L_0(s) \) states out (see Figs. 7e - 8). Figs. 14(a) and 14(b) show the experimental response to a step in \( \Delta V^* \) and in \( \Delta \omega^* \) respectively: the system behaves quite fairly as predicted in Table II by the reduced model, and the oscillations are more bounded. This corresponds to the best condition for the parameters design, coherently to the proposed simplified model.

Fig. 9. Droop characteristics for the inverter under study (a) (described by (4), (5)) and for the rest of the grid (b) (described by (9)).
A further comparison between complete and reduced models is done considering the eigenvalues of the simplified model derived from transfer function analysis and those obtained from the complete set of equations (1)-(10) when \( \tau_{d0} \) is changed in the range \([-2.2T_p, 2T_p]\). This includes by the way cases 4, 3 and 1 in Table II. Dots in Fig. 15 are the dominant eigenvalues \( p_{1.2} \) and \( p_3 \) of the reduced model, whereas stars represents the corresponding eigenvalues of the full model (1)-(10). The comparison is shown in Fig. 15 and reveals that the proposed model and design technique can predict the dynamic properties of the system.

Another test has been carried out with tripled line impedance \( R_o, L_o \). Obviously, the voltage control parameters must be changed in order to get the stability and this should be carried out with an adaptive control. Nevertheless the criteria described in Sect. V.B turn out to be still valid, as shown in Figs. 16-17.

**TABLE II**

Dominate poles \( p_{1.2}, p_3, p_{4.5} \) and damping coefficient \( \xi_d \) from the reduced model (Fig. 3), in a quasi-no-load condition and with different control and line parameters. In bold the parameters and dominant poles, which have changed from the preceding case.

<table>
<thead>
<tr>
<th>Case</th>
<th>Figure</th>
<th>Poles and zeroes of ( L_o, L_i ) [rad/s]</th>
<th>( p_{1.2}, p_3, p_{4.5} ) [rad/s]</th>
<th>( \xi_d ) [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7a, 10</td>
<td>( T_{f_o} = 10; \tau_{d0} = 1 ) ( \rightarrow \tau_{d0} = 0 ); ( T_{d0} = 65; T_{q0} = 242; T_{f} = 500; ) ( \tau_{d0} = \infty )</td>
<td>(-6.0 \pm j 181(1))</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-13.3(1))</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-1.72 \pm j 256(2))</td>
<td>0.66</td>
</tr>
<tr>
<td>2</td>
<td>7b</td>
<td>( T_{d0} = 359 ) ( \rightarrow \tau_{d0} = 2.7T_o );</td>
<td>(-30 \pm j 193(1))</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-13.3(1))</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-2.1 \pm j 256(2))</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>7c</td>
<td>( \tau_{d0} = 8.0 ) ( \rightarrow \tau_{d0} = 2.7T_o );</td>
<td>(-6.5 \pm j 221(1))</td>
<td>-2.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-8.0(1))</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-1.7 \pm j 256(2))</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>7d</td>
<td>( \tau_{d0} = 56 ) ( \rightarrow \tau_{d0} = 2.7T_o );</td>
<td>(-18 \pm j 199(1))</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-57(1))</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-1.7 \pm j 256(2))</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>7e</td>
<td>( T_{f_d} = 55; \tau_{d0} = 1 ) ( \rightarrow \tau_{d0} = 2.7T_o );</td>
<td>(-44 \pm j 103(1))</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-43(1))</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-2.5 \pm j 26(2))</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>7f, 8</td>
<td>as above but ( \tau_{d0} = (0.4.7) ) ( \rightarrow \tau_{d0} ) ( \tau_{d0} = \infty )</td>
<td>(-44 \pm j 103(1))</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-43(1))</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-20 \pm j 19(2))</td>
<td></td>
</tr>
</tbody>
</table>

(1), (2) refer to the closed loop transfer functions (t.f.) 6, 7 obtained by the open loop t.f.s 6, 7 respectively.

Fig. 10. Case 1): real \( P_o \) and reactive \( Q_o \) power waveforms as a response to a step in the \( v_{qref} \)-\( Q_o \) droop curve. The step is obtained by changing \( 8\) ** by \( 1E-2\) p.u.
Fig. 14. Case 6. Real $P_o$ and reactive $Q_o$ power waveforms as a response to a step in the $v_{odref}$-$Q_o$ droop (a) and in the $\omega$-$P$ one (b), respectively. As for the latter, the step is obtained by changing $\omega^*$ by $1E-3$ p.u..

Fig. 15. Eigenvalues comparison of the reduced model with the complete one, when the parameter $t_{dn}$ is changed in the range $[-2.2 \ T_p; \ 2 \ T_p]$: dots = reduced model eigenvalues ($p_{1,2}$, $p_3$) stars = full model (1)-(10). The proposed reduced model is able to effectively keep track of the dominant dynamics in the system. The reduced-model eigenvalues $p_{4,5}$ as well as the corresponding dynamics of the complete model are not influenced by the parameter $t_{dn}$; thus they are not included in the graph.

Fig. 16. As Fig. 10, but with tripled line impedance. $t_{dm} = 0.4 \ T_p, \ t_{dn} = 0$. The comparison with the case in the next figure shows the importance to choose a negative derivative reactive droop parameter $t_{dn}$. Here are reported the transients associated respectively to a step changes of $I^*$ by $1E-2$ p.u. and $\omega^*$ by $1E-3$ p.u.

Fig. 17. As Fig. 16 (tripled line impedance) but with $t_{dm} = 0.4 \ T_p$. $t_{dn} = -2 \ T_p$. It corresponds to case 6). As before, the two transients correspond to step change of $I^*$ by $1E-2$ p.u. and $\omega^*$ by $1E-3$ p.u.

**VII. CONCLUSIONS**

The paper has derived a comprehensive transfer-function model for a droop-controlled VSI with filter and interface transformer operating in parallel to a microgrid comprising other units and loads. This structure can be regarded as the elementary unit in a microgrid. The equations of the full state-space model have been simplified and manipulated in order to represent the model as a series of single-input, single-output sub-systems with no interlaced connections. In spite of the simplifications, the derived model has still enough “structure” to represent interactions between control loops, droop and virtual impedance. Furthermore, the model lends itself to an explicit analytical stability analysis. The impact of the main control, droop and virtual impedance parameters on stability has been investigated and criteria for a coordinated choice of these parameters have been derived. In particular, it is recommended to adopt both the resistive and inductive components in the virtual impedance, in such a way as to preserve stability with minimum voltage drop and VSI ratings. Furthermore, the integral time $T_{IV}$ of the voltage controller designed according to the traditional decoupled, nested-loop plant-scheme has to be corrected in relation to the virtual impedance values, and delimitations are found for the optimal derivative droop time-constants $t_{dm}$ and $t_{dn}$ as a function of virtual impedance, power filter time-constant and cut-off frequency of current loops.

Based on the comparison of the predicted dominant poles to the experimental behavior of a 2.4 kVA setup, the model proves to be fairly accurate in evaluating stability margins in different scenarios and can be proposed as an effective design and analysis tool.
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