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The Lunar Meteoroid Impacts Observer, or LUMIO, is a space mission concept awarded winner of ESA's SysNova Competition “Lunar CubeSats for Exploration,” and as such it is now under consideration for future implementation by the Agency. The space segment foresees a 12U CubeSat, placed at Earth–Moon $L_2$, equipped with an optical instrument, the LUMIO-Cam, which is able to spot the flashes produced by impacts of meteoroids with the lunar surface. In this paper, the work undertaken to design the baseline orbit of LUMIO is documented. The methodology is thoroughly described, both in qualitative and quantitative terms, in support to the mission analysis trade-off activities. The baseline solution is presented with evidence to support the orbit design.
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1. INTRODUCTION

1.1. Scientific Relevance

Near-Earth Objects (NEOs) are asteroids or comets with a perihelion of $<1.3$ astronomical units (AU), whose orbits encounter the Earth neighborhood. In the Minor Planet Center database¹, the vast majority of NEOs are classified as Near-Earth Asteroids (NEAs), while only a small fraction are classified as Near-Earth Comets (NECs). Both types of minor bodies (NEAs and NECs) are remnant debris of the solar system formation and contain clues that can contribute to the understanding of the composition of planets. The relatively easier accessibility of NEOs, when compared to deep-space asteroids, represents a valuable opportunity to improve the understanding of the solar system at an affordable cost.

Impacts due to Near-Earth Objects could cause a devastating humanitarian crisis and potentially the extinction of the human race. While the probability of such an event is low, the outcome is so catastrophic that it is imperative to invest resources to mitigate them. The largest impact event recorded in history is attributed to a NEO impact, is known as the Tunguska event and occurred in 1908. According to Brown et al. (2013), an event like this could occur every 100 years. The second largest airburst event recorded occurred in 2013 in the Russian city of Chelyabinsk, causing damages over a 120 km radius and at least 374 injured (Popova et al., 2013). Telescopic surveys detect NEOs whose size ranges from slightly larger than 1 km down to tens of meters (Koschny and McAuliffe, 2009), but there are few direct methods for monitoring the sub-meter meteoroid population. Serendipitous monitoring of atmospheric explosions due to airbursts of large meteoroids are also being undertaken.

Meteoroids are small Sun-orbiting fragments of asteroids and comets, whose sizes range from micrometers to meters and masses from $10^{-15}$ to $10^4$ kg (Ceplecha et al., 1998). Their formation

is a consequence of asteroids colliding with each other or with other bodies, comets releasing dust particles when close to the Sun, and minor bodies shattering into individual fragments. Meteoroids are hardly detectable even with dedicated surveys. However, they may be observed indirectly when an impact occurs with a planetary or moon solid surface. An impact represents in fact a unique opportunity to understand and update the models describing the spatial distribution of NEOs in the solar system, which is critical for a number of reasons. The development of reliable models for the small meteoroid impact flux is required for the sustainable design of space assets: if the models fail to predict the correct flux of meteoroids that may potentially impact a spacecraft, the result could be either an over-conservative or an ineffective shielding, affecting the overall mission performance. The study of micrometeoroids, whose size ranges from 10 µm to 2 mm (Rubin and Grossman, 2010), is also of interest for space weather phenomena: the development of reliable models in the micrometeoroid size range can help deepening the understanding of the change of airless bodies optical properties. Finally, vast amounts of meteoroids and micrometeoroids continuously enter the Earth–Moon system and consequently become a potential threat which has caused, in particular, a substantial change in the lunar surface and its properties (Oberst et al., 2012). As such, the ability to accurately and timely predicting these impacts by relying on accurate meteoroid models becomes a fundamental asset.

1.2. Lunar Meteoroid Impacts

Estimations of the larger-than-1-kg meteoroid flux at the Moon varies across the literature. The model in Brown et al. (2002) estimates 1290 impacts per year, while the one in Ortiz et al. (2006) estimates approximately 4000 impacts per year (Gudkova et al., 2011). More recent studies suggest that the meteoroid impact flux at the Moon is approximately $6 \times 10^{-10}$/m²/year, for meteoroids larger than 30 g (Suggs et al., 2014). Assuming a lunar collecting area equal to its surface area, $3.8 \times 10^{22}$ m², this gives a larger-than-30-grams meteoroid flux of approximately 23,000 impacts per year. Part of the discrepancies across literature is due to the current lack of knowledge regarding meteoroid impact physics, such as the luminous efficiency of an impactor (see section 2.2.2), and a non-uniformity on how lunar meteoroid impacts data is processed (Ortiz et al., 2015; Suggs et al., 2017). As such, more experimental data on lunar meteoroid impacts is still required.

There are also speculations on the possible asymmetries of the spatial distribution of impacts across the lunar surface (Oberst et al., 2012; Suggs et al., 2014). In Oberst et al. (2012), it is theorized that the Moon nearside has approximately 0.1% more impacts than the lunar farside, due to the Earth gravity field; the equatorial flux is 10–20% larger than that at polar regions, due to the higher number of large meteoroids in low orbital inclinations; and the lunar leading side (apex) encounters between 37 and 80% more impactors than the lunar trailing side (antapex), due the Moon synchronous rotation. Full-disk observations of the Moon are necessary to definitively confirm or rule out these characteristics.

Monitoring the Moon surface for meteoroid impacts allows covering a significantly larger area than the traditional methods that monitor portions of the Earth atmosphere (Ortiz et al., 2006). In a lunar meteoroid impact, the kinetic energy of the impactor is partitioned into (1) the generation of a seismic wave, (2) the excavation of a crater, (3) the ejection of particles, and (4) the emission of radiation. Any of these phenomena can be observed to detect lunar meteoroid impacts. The main characteristics of each observation method are summarized in the form of a graphical trade-off in Table 1. The detection of lunar impact flashes is the most advantageous method since it yields an independent detection of meteoroid impacts, provides the most complete information about the impactor, and allows for the monitoring of a large Moon surface area. Remote observation of light flashes is thus baselined for the detection of lunar meteoroid impacts.

1.3. Lunar Meteoroid Impact Flashes

Light flashes at the Moon are typically observed by detecting a local spike of the luminous energy in the visible spectrum when pointing a telescope at the lunar potion. The background noise is mainly composed by the Earthshine (Earth reflected light on the Moon surface) in the visible spectrum, and by thermal emissions of the Moon surface in the infrared spectrum (Boule et al., 2012). Measurements with high signal-to-noise ratios can be obtained through observations of the lunar nightside (Bellot Rubio et al., 2000). The detected luminous energy spike is quantified using the apparent magnitude of the light flash.

Lunar impact flashes detected from Earth-based observations have apparent magnitude between +5 and +10.5 (Oberst et al., 2012), which correspond to very faint signals. Also, Earth-based observations of lunar impact flashes are restricted to periods when the lunar nearside illumination is 10–50% (Ortiz et al., 2006; Suggs et al., 2008). The upper limit restriction is due to the dayside of the Moon glaring the telescope field of view (FOV). The lower limit restriction of 10% corresponds to the New Moon phase. During this phase, the observations should be made when the Moon presents itself at low elevations in the sky (morning or evening), but the observation periods are too short to be useful (Suggs et al., 2008; Oberst et al., 2012).

The first unambiguous lunar meteoroid impact flashes were detected during 1999’s Leonid meteoroid showers and were reported in Ortiz et al. (2000). The first redundant detection of sporadic impacts was only reported 6 years later in Ortiz et al. (2006). These events gave origin to several monitoring programs. In 2006, a lunar meteoroid impact flashes observation programme was initiated at NASA Marshall Space Flight Center (Suggs et al., 2008). This facility is able to monitor $4.5 \times 10^{6}$ km² of the lunar surface, approximately 10 nights per month, subject to weather conditions. Approximately half of the impact flashes observations occur between the Last Quarter and New Moon (0.5–0.1 illumination fraction) and the other half between New Moon and First Quarter (0.1–0.5 illumination fraction). The former monitoring period occurs in the morning (waning phase) and the latter occurs in the evening (waxing phase), covering the nearside part of the eastern and western lunar hemisphere, respectively. 126 high-quality flashes were reported in Suggs et al.
TABLE 1 | Trade-off analysis of methods for the lunar meteoroid impacts observation.

<table>
<thead>
<tr>
<th>Observation</th>
<th>Type of method</th>
<th>Moon surface covered (%)</th>
<th>Meteoroid impacts detection</th>
<th>Meteoroid information obtained</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seismic waves</td>
<td>In-situ</td>
<td>~ 1.3%</td>
<td>red</td>
<td>Not possible independently</td>
</tr>
<tr>
<td>Craters</td>
<td>Remote sensing</td>
<td>~ 100%</td>
<td>yellow</td>
<td>Formation of new craters; if independently, with time-consuming process</td>
</tr>
<tr>
<td>Particles</td>
<td>In-situ</td>
<td>~ 0%</td>
<td>green</td>
<td>Burst of particles; independent detection</td>
</tr>
<tr>
<td>Radiation</td>
<td>Remote sensing</td>
<td>up to 50%</td>
<td>green</td>
<td>Observation of light flashes; independent detection</td>
</tr>
</tbody>
</table>

**green** Good features; **yellow** Fair features; **red** Poor features.

(2014), for 266.88 h of monitoring, over a 5 years period. The magnitude range detected is between +10.42 and +5.07, which is estimated to correspond to an impactor kinetic energy range between $6.7 \times 10^{-7}$ and $9.2 \times 10^{-3}$ kton TNT, taking into account the correction factor of 4 suggested in Ortiz et al. (2015). The corresponding impact velocities range from 24 km/s to 70 km/s.

The most recent monitoring program, NELIOTA, was initiated on February 2017 in Greece under ESA fundings. As of November 2017, 16 validated impacts have been detected over 35 h of observations. NELIOTA aims to detect flashes as faint as +12 apparent visual magnitude (Bonanos et al., 2015) and is the first allowing the determination of the impact flash blackbody temperature by observing both in the visible and infrared spectrum. Monitoring the Moon for impact flashes inherently imposes several restrictions that can be avoided if the same investigation were conducted with space-based assets, such as LUMIO.

1.4. The LUMIO Mission

Observing lunar impacts with space-based assets yields a number of benefits over ground-based ones:

- **No atmosphere.** Ground-based observations are biased by the atmosphere that reduces the light flash intensity depending upon present conditions, which change in time. This requires frequent recalibration of the telescope. Inherent benefits of the absence of atmosphere in space-based observations are 2-fold: (1) there is no need of recalibrating the instrument, and (2) fainter flashes can be detected.

- **No weather.** Ground-based observations require good weather conditions, the lack of which may significantly reduce the observation time within the available window. There is no such constraint in space-based observations.

- **No day/night.** Ground-based observations may only be performed during Earth night, significantly reducing the observation period within the available window. There is no such limitation when space-based observations are performed.

- **Full disk.** Ground-based observations are performed in the first and third quarter, when nearside illumination is 10–50%. Full-disk observations during New Moon are not possible because of low elevation of the Moon and daylight. Space-based observations of the lunar farside can capture the whole lunar full-disk at once, thus considerably increasing the monitored area.

- **All longitudes.** Ground-based observations happening during the first and third quarter prevent resolving the meteoroid flux across the central meridian. There is no such restriction in space-based, full-disk observations.

Moreover, observing the lunar farside with space-based assets yields further benefits, i.e.,

- **No Earthshine.** By definition, there is no Earthshine when observing the lunar farside. This potentially yields a lower background noise, thus enabling the detection of fainter signals, not resolvable from ground.

- **Complementarity.** Space-based observations of the lunar farside complement ground-based ones
  - **In space.** The two opposite faces of the Moon are monitored when the Moon is in different locations along its orbit;
  - **In time.** Space-based observations are performed in periods when ground-based ones are not possible, and vice-versa.

High-quality scientific products can be achieved with space-based observations of the lunar farside. These may complement those achievable with ground-based ones to perform a comprehensive survey of the meteoroid flux in the Earth–Moon system. All of the above considerations drove the formulation of the LUMIO mission statement:

LUMIO is a CubeSat mission orbiting in the Earth–Moon region that shall observe, quantify, and characterize meteoroid impacts on the lunar farside by detecting their impact flashes, complementing Earth-based observations of the lunar nearside, to provide global information on the lunar meteoroid environment and contribute to Lunar Situational Awareness.

LUMIO mission is conceived to address the following issues:

- **Science Question.** What are the spatial and temporal characteristics of meteoroids impacting the lunar surface?

- **Science Goal.** Advance the understanding of how meteoroids evolve in the cislunar space by observing the flashes produced by their impacts with the lunar surface.
● **Science Objective.** Characterize the flux of meteoroids impacting the lunar surface.

The mission utilizes a 12U form-factor CubeSat which carries the LUMIO-Cam, an optical instrument capable of detecting light flashes in the visible spectrum to continuously monitor and process the data. The mission implements a novel orbit design and latest CubeSat technologies to serve as a pioneer in demonstrating how CubeSats can become a viable tool for deep space science and exploration.

The selection of the operative orbit is detailed throughout the rest of the paper, which is organized as follows. In section 2 the methodology is given, including the criteria defined and the models developed to support the trade-off. In section 3, the trade-off process is detailed by following a hierarchical structure ranging from qualitative to quantitative arguments. Potential operative orbits are presented in section 3.3.4, and final remarks are drawn in section 4.

### 2. METHODOLOGY

The methodology used for LUMIO orbit design relies on the following approach (refer to Figure 1):

1. Evaluation criteria are defined, based on requirements and mission objectives.
2. The relevant orbit types for lunar remote sensing are identified.
3. A **preliminary trade-off** scans orbit families, accounting for their main characteristics and eliminating clearly non-feasible options. The orbit families encompass two-body Keplerian orbits and several three-body libration point orbits (LPOs). **Candidate orbits** are the output of the preliminary trade-off.
4. A **coverage analysis** is performed for the candidate orbits. The physics of the impact is modeled together with the space environment, the local orbital geometry, and the payload characteristics. The model is then validated against a known dataset. **Ad-hoc simulations** engage the scientific goal of maximizing the number of observable impacts with the need to have lunar full-disk visibility for autonomous optical navigation (Topputo et al., 2017). Non-feasible candidate orbits, according to these criteria, are eliminated and the remaining **feasible orbits** move on to the next orbital trade-off level.
5. A **detailed trade-off** quantifies and compares station-keeping and transfer costs for each feasible orbit. Evaluation criteria related to \( \Delta v \) budget are first determined by optimizing the transfer trajectory and station-keeping costs and later applied to select LUMIO **operative orbit**.

#### 2.1. Evaluation Criteria for LUMIO Orbits

The evaluation criteria are divided into **acceptance criteria** and **selection criteria**. The former are defined based on the science and mission requirements (Topputo et al., 2017). The latter are defined based on orbital performance parameters and allow the selection of optimal orbits, from a set of candidate orbits that meet the acceptance criteria. The acceptance criteria are defined as follows:

**EC.A.01** The operational orbit shall allow the detection of meteoroids in the equivalent kinetic energy range at Earth of \( 10^{-6} \) to \( 10^{-1} \) kton TNT.

**EC.A.02** The operational orbit shall allow the detection of at least 240 meteoroid impacts during the mission lifetime.

**EC.A.03** The operational orbit shall allow the detection of at least 2 meteoroid impacts in the equivalent kinetic energy range at Earth of \( 10^{-4} \) to \( 10^{-3} \) kton TNT.

**EC.A.04** The operational orbit shall allow the detection of at least 100 meteoroid impacts in the equivalent kinetic energy range at Earth of \( 10^{-8} \) to \( 10^{-7} \) kton TNT.

**EC.A.05** The operational orbit shall allow monitoring of the lunar farside at night.

**EC.A.06** The operational orbit shall support a minimum mission lifetime of 1 year, with a maximum total \( \Delta v \) budget of 200 m/s.

**EC.A.07** The operational orbit shall be accessible from the departure orbit, with a maximum total \( \Delta v \) budget of 200 m/s.

Evaluation criterion **EC.A.01** defines a kinetic energy range to be observed, which is mainly a function of orbit altitude (see section 2.2.2). On the other hand, evaluation criteria **EC.A.02–04** are mainly a function of cumulative observation time in the mentioned kinetic energy ranges. In **EC.A.02**, the approximate number of meteoroid impact flashes used by Suggs et al. (2014) to estimate the lunar impact flux in this range has been considered reasonable for an acceptance criteria. Evaluation criteria **EC.A.05** is directly related to the mission requirement of detecting impact flashes on the lunar farside and the need to monitor it at night follows from the fact that impact flashes can only be detected under very low illumination conditions. Finally, in **EC.A.06** and **EC.A.07**, a total \( \Delta v \) budget of 200 m/s is considered based on the constraint on the maximum mass of 24 kg for LUMIO. The allocated \( \Delta v \) budget is deemed reasonable for a CubeSat, in order to support a minimum mission lifetime of 1 year and deployment from a Lunar Orbiter, which would release LUMIO in a given injection orbit around the Moon (see section 3.3).

The selection criteria defined are the following:

**EC.S.01** The total number of meteoroids detected during the mission lifetime shall be maximized.

**EC.S.02** The total \( \Delta v \) budget shall be minimized.

**EC.S.03** The duration spent in observing the lunar full-disk shall be maximized.

The selection criteria are defined in view of mission objectives. As such, in order to determine a good orbit to improve current Earth-based lunar impact flashes observation, the selection criteria are defined in view of the performance of the orbit. **EC.S.01** is chosen because one of the main goals of lunar impact flashes monitoring is to improve the current solar system meteoroid models, and a larger number of observations can contribute toward this goal. Moreover, selecting the orbit with the minimum \( \Delta v \) budget can also contribute toward the same goal. This is because the station-keeping \( \Delta v \) could be increased, allowing for a larger mission lifetime and, so, the possibility of detecting more meteoroid impact flashes. Finally, in order
to perform reliable optical navigation using the lunar full-disk, EC.S.03 is defined to ensure navigation images can be acquired whenever necessary (Franzese et al., 2018). Furthermore, EC.S.03 also allows for a more uniform coverage of the lunar farside, which can contribute to the understanding of lunar meteoroid impact flux asymmetries.

2.2. Models

2.2.1. Orbital Geometry in Near-Lunar Space

Three different classes of orbits are considered: Keplerian; perturbed Keplerian, and libration point orbits. Only orbits that allow a periodic or repetitive motion with respect to the Moon surface are considered as lunar remote sensing orbits. Orbits whose range to the lunar surface exceeds one third of the Earth–Moon distance (≈ 100,000 km) are excluded from the analysis. The considered Keplerian orbits are low lunar orbits (LLO) and elliptical lunar orbits (ELO). LLO have a constant low altitude, \( h \), with respect to the Moon surface and a short period (roughly 2 h for the \( h = 100 \) km case). For \( h > 100 \) km, Earth gravitational field affects the satellite motion in such a way that the orbit can no longer be considered as only under the influence of the lunar gravity field (Abad et al., 2009; Carvalho et al., 2010). ELO typically have low perilune altitude and relatively large apolune altitude. Therefore, the spacecraft-to-Moon distance varies significantly in one orbital revolution, along with the coverage periods of certain lunar regions.

The considered perturbed Keplerian orbits are frozen orbits (FO) and Sun-synchronous orbits (SSO). FO are orbits whose orbital elements are stationary, due to reduced or null secular and long-period perturbations. They usually exist only for certain combinations of \( a \) (semi-major axis), \( e \) (eccentricity), \( i \) (inclination), and \( \omega \) (argument of perilune). The latter is typically fixed at 90 or 270 degrees, meaning that the periapsis of the orbit remains directly above the north or south pole of the central body in case of polar orbits. Hence, the satellite altitude remains constant over each latitude, making coverage patterns repetitive. Two different types of lunar frozen orbits are considered. The first takes only into account perturbations by the zonal terms of the lunar nonspherical gravity field, i.e., \( J_n \)-terms, and has low altitudes, i.e., \( h \leq 100 \) km. The second takes also into account perturbations of the Earth gravity field, and has higher altitudes (\( h > 100 \) km). On the other hand, SSO are orbits whose line of nodes rotates to freeze the orbital plane orientation relative to the Sun, i.e., the orbital plane rotates at \( \approx 0.9856 \) deg/day as the Earth–Moon system revolves about the Sun. Table 2 summarizes the main characteristics of Keplerian and perturbed Keplerian orbits.

When compared with selenocentric Keplerian orbits, libration point orbits are typically more easily accessible from Earth, have more favorable thermal environments, few or no lunar eclipses, and infrequent Earth shadowing/occultation (Pergola and Alessi, 2012; Whitley and Martinez, 2016). However, they are mostly associated to large instability indicators. The definition of stability index \( S \) used in the present work is that of Folta et al. (2015):

\[
S = \frac{1}{2} \left( |\nu| + \frac{1}{|\nu|} \right),
\]

where \( \nu \) denotes the (reciprocal) pair of eigenvalues associated with the stable/unstable subspace of the orbit. With this definition, \( S > 1 \) indicates instability of the orbit, and \( S \leq 1 \) indicates stability. A large stability index is usually associated with large station-keeping costs, but lower transfer costs (Grebow, 2006). Five types of three-body periodic orbits have been considered for orbital design: Lyapunov orbits (LYO), halo orbits (HO), Lyapunov vertical orbits (VO), distant retrograde
orbits (DRO), and low prograde orbits (LoPO). Table 3 summarizes the main characteristics of the LPO, also presented in Figure 2.

LYO circulate \(L_{1,2}\) in the circular restricted three-body problem (CRTBP) \(xy\) plane and are typically characterized by the amplitude along the \(x\) axis \((A_x)\). Their orbital periods in the Earth–Moon system range from approximately 15–30 days and their stability index is relatively high \((S \sim 300)\). HO circulate \(L_{1,2}\) with a three-dimensional motion. The frequency of their out-of-plane motion matches the in-plane motion and only exist for a specific set of \(A_x\) (Farquhar and Kamel, 1973). Halo orbits at the Earth–Moon \(L_{1,2}\) become almost rectilinear when close to the Moon (Breakwell and Brown, 1979), generating the family of near-rectilinear halo orbits (NRHO), whose stability index is smaller than that of the nominal halos. NRHO are not considered in this work. VO circulate \(L_{1,2}\) in eight-shaped trajectories, crossing the \(x\) axis twice in one orbital period (Folta et al., 2015). Their orbital periods in the Earth–Moon system range from approximately 10–20 days and their stability index is in between that of halo and Lyapunov orbits \((S \sim 200)\). Given their shape, these orbits can be used to monitor both lunar poles in one orbital revolution. DRO circulate the smaller primary (e.g., the Moon) in a retrograde motion (Hénon, 1970). These orbits have no apparent size limit, so they can even encompass both \(L_1\) and \(L_2\) (Ming and Shijie, 2009). LoPO circulate also the smaller primary, but in a prograde motion (Hénon, 1970). Their orbital periods range from approximately 2–14 days and their stability index vary significantly with size. LoPO may be used to cover more extensively the nearside of the Moon.

### TABLE 2 | Characteristics of Keplerian and perturbed Keplerian lunar remote sensing orbits.

<table>
<thead>
<tr>
<th>Orbit</th>
<th>(h) (km)</th>
<th>(e)</th>
<th>(i) (deg)</th>
<th>(\omega) (deg)</th>
<th>(P) (h)</th>
<th>Coverage characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLO</td>
<td>&lt; 100(^{a,b})</td>
<td>0</td>
<td>[0, 180]</td>
<td>–</td>
<td>&lt; 2</td>
<td>Constant altitude</td>
</tr>
<tr>
<td>ELO</td>
<td>&lt; 10,000(^c) (apoapsis altitude)</td>
<td>&lt; 0.74 (crash)</td>
<td>[0, 180]</td>
<td>[0, 360]</td>
<td>&lt; 27 ((e = 0.1)); (h_a = 10,000) km</td>
<td>Variable altitude; possible to cover more extensively certain regions</td>
</tr>
<tr>
<td>FO</td>
<td>&lt; 100(^d) (only Moon zonal harmonics)</td>
<td>[0, 0.1](^a,d)</td>
<td>[0, 63] (\cup) [73, 86.5](^a,d)</td>
<td>90 or 270(</td>
<td>3(^a) \sim 2) ((</td>
<td>e = 0.01); (h_a = 100) km(^2))</td>
</tr>
<tr>
<td>SSO</td>
<td>&lt; 100(^d) (only Moon’s (J_2) and (C_{22}))</td>
<td>&lt; 0.05 (crash)</td>
<td>[125, 170]</td>
<td>[0, 360]</td>
<td>&lt; 2</td>
<td>Approximately constant altitude and illumination angles</td>
</tr>
</tbody>
</table>

\(^{a}\) Symmetric intervals with respect to 90 deg also exist (Park and Junkins, 1994).
\(^{b}\) Smaller interval for lower altitudes (Abad et al., 2009).

### TABLE 3 | Characteristics of libration point lunar remote sensing orbits.

<table>
<thead>
<tr>
<th>Orbit</th>
<th>Geometry</th>
<th>(h) (10(^3) km)</th>
<th>(P) (days)</th>
<th>(S^*)</th>
<th>Coverage characteristics</th>
<th>Earth Visibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>LYO</td>
<td>2D</td>
<td>[40, 78](^a) ((A_x = 20,000) km, (P = 15.5) days))</td>
<td>(L_1):[12, 32] (L_2):[14, 36](^b)</td>
<td>(L_1):350 (L_2):300(^h)</td>
<td>Lunar nearside or farside and possibly lunar apex and antapex(^c)</td>
<td>Occultation can occur</td>
</tr>
<tr>
<td>DRO</td>
<td>2D</td>
<td>[20, 50] (\cup) [60, 80](^d) ((\text{Initial distance to the Moon}))</td>
<td>[4, 16](^d) (resonant state: (T_{\text{Moon}}/T \in [1.6, 6]))</td>
<td>1(^b)</td>
<td>Lunar nearside and farside</td>
<td>Occultation can occur</td>
</tr>
<tr>
<td>LoPO</td>
<td>2D</td>
<td>[38, 50](^f) ((\text{Maximum range in X-axis}))</td>
<td>[2, 1](^h)</td>
<td>4(^b)</td>
<td>Lunar nearside covered more extensively</td>
<td>Occultation can occur</td>
</tr>
<tr>
<td>HO</td>
<td>3D</td>
<td>(L_1):[20, 65] (L_2):[10, 75](^f) ((\text{Maximum distance}))</td>
<td>(L_1):[7, 13] (L_2):[4, 15](^f)</td>
<td>(L_1):175 (L_2):100</td>
<td>Lunar nearside or farside and possibly north or south pole</td>
<td>Always visible</td>
</tr>
<tr>
<td>VO</td>
<td>3D</td>
<td>(L_1):[50, 60] (L_2):[50, 65](^f) ((\text{Maximum distance}))</td>
<td>(L_1):[10, 18] (L_2):[14, 18](^b,f)</td>
<td>(L_1):250 (L_2):200(^h)</td>
<td>Lunar nearside or farside and both poles</td>
<td>Occultation can occur</td>
</tr>
</tbody>
</table>

\(^{a}\) Bernelli Zazzera et al. (2004); \(^{b}\) Folta et al. (2015); \(^{c}\) Doedel et al. (2007); \(^{d}\) Turner (2016); \(^{e}\) Guzzetti et al. (2016); \(^{f}\) Grebow (2006).

\(^{a}\) Average over orbit family.
2.2.2. Environment Model

In support to the coverage analysis, a meteoroid environment model is needed capable of 1) estimating the kinetic energy of the impactor from the light flash intensity detectable by the payload and of 2) representing the lunar impact time and space flux with accuracy. This model is then used to predict the number of meteoroid impacts that can be observed from a given orbit. Two different methods are used to estimate the detectable kinetic energy. These are referred to as the luminous efficiency method and the blackbody method. The first assumes a directly proportional relation between light emitted in the visible spectrum and the impactor kinetic energy. The second assumes that the impact flash emits radiation as a blackbody and the emitting surface scales with the size of the impact crater.

The **luminous efficiency method** used consists of the following steps.

1. Estimation of received energy flux (J/m$^2$) in the visible spectrum (Raab, 2002),

$$E_R = \frac{s_{\text{impact}} E'_{\gamma}}{\tau A_{\text{lens}} q_e}$$  \hspace{1cm} (2)
where $s_{\text{impact}}$ is a number in the range of signals detectable by one pixel of the camera, in e$^{-}$/pixel (see section 2.2.3 for more details). $\Phi_\lambda$ and $E_\lambda$ are the mean quantum efficiency and mean photon energy over the sensor observation spectrum, respectively. $A_{\text{lens}}$ is the area of the optic lens, and $\tau$ is a constant that accounts for lens transmissivity, transparency, and the light spreading across multiple pixels.

2. Estimation of the total emitted energy in the visible spectrum (Bellot Rubio et al., 2000),

$$E_V = 2\pi d^2 E_R,$$

where $d$ is the distance between the payload sensor and the impact flash and radiation is assumed to be emitted into $2\pi$ steradians, as done in Suggs et al. (2014).

3. Estimation of the meteoroid kinetic energy (Bellot Rubio et al., 2000),

$$KE = \frac{E_V}{\eta},$$

where $\eta$ is the luminous efficiency in the visible spectrum.

The luminous efficiency is assumed to be in the range $\eta \in [5, 50] \times 10^{-4}$ (Bellot Rubio et al., 2012) and its nominal value is assumed to be $\eta = 20 \times 10^{-4}$ (Ortiz et al., 2015).

The blackbody method used consists of the following steps.

1. Estimation of the flux of electrons (e$^{-}$/m$^2$) generated in the sensor (Raab, 2002),

$$e_R = \frac{s_{\text{impact}}}{\tau A_{\text{lens}}}.$$

2. Estimation of the total flux of photons emitted in the visible spectrum, converted to an electron flux (Bouley et al., 2012),

$$e_T = \Delta t \int_{\lambda_1}^{\lambda_2} L(\lambda, T_F) \frac{\Phi_\lambda(\lambda)}{E_\lambda(\lambda)} d\lambda,$$

with

$$L(\lambda, T_F) = \pi \frac{2hc^2}{\lambda^5} \left[ \exp \left( \frac{hc}{\lambda k T_F} \right) - 1 \right]$$

and

$$E_\lambda(\lambda) = \frac{hc}{\lambda},$$

where $\Delta t$ is the assumed duration of the impact, $\lambda \in [\lambda_1, \lambda_2]$ is the observed wavelength, and $T_F$ is the assumed (constant) blackbody temperature of the flash. $L(\lambda, T_F)$ is Planck’s law in W/m$^2$/nm and $E_\lambda(\lambda)$ is the energy of a photon ($\gamma$).

3. Estimation of the emitting surface area, i.e., the effective area of the impact flash (Bouley et al., 2012):

$$S = 2\pi d^2 \frac{e_R}{e_T}.$$

4. Estimation of the impact’s crater diameter,

$$D = \frac{2\sqrt{S/\pi}}{n_{\text{crater}}},$$

where $n_{\text{crater}}$ is the ratio between the diameter of the impact flash and respective crater (Bouley et al., 2012). Assuming that the impact is only detected by one pixel, $D$ should be smaller than the ground sampling distance (GSD).

5. Estimation of the meteoroid kinetic energy, from Gault’s crater law (Bouley et al., 2012; Madiedo et al., 2015),

$$KE = \left( \frac{D}{0.25 r_p^{0.167} \rho_f^{0.5} \gamma^{0.165} (\sin \theta)^{1/3}} \right)^{1/0.29},$$

where $\rho_p$ and $\rho_f$ are the projectile and target densities, $g$ is the gravitational acceleration at the Moon, and $\theta_i$ is the impact angle with respect to the horizontal.

The nominal parameters assume $\Delta t = 10$ ms, which is the lower bound of the impact flashes detected on Earth (Bouley et al., 2012), $T_F = 2,700$ K, which is within the interval mentioned in Suggs et al. (2017), $n_{\text{crater}} = 1$, which is the minimum ratio assumed in Bouley et al. (2012), $r_p = 2000$ kg/m$^3$; $r_i = 3000$ kg/m$^3$ and $\theta_i = 45$ deg (Bouley et al., 2012). It should be noted that $\Delta t$, $T_M$, and $n_{\text{crater}}$ are assumed as constants and not a function of the impactor kinetic energy, as no relation is known yet.

In both methods, for (perturbed) Keplerian orbits the distance between the impact flash and payload is assumed equal to the satellite altitude, i.e., the impact is assumed to occur at nadir. However, such assumption significantly affects the libration point orbits results. The number of impacts detectable closer to the edge of the payload FOV area is found to be approximately 90% lower than the number of impacts detectable at nadir. As such, the impacts are conservatively assumed to occur at the midpoint between nadir and the edge of the FOV-area.

The meteoroid impact flux model used in this work is that of Brown et al. (2002):

$$\log_{10} \left[ f_E (\geq KE) \right] = 0.5677 - 0.9 \log_{10} (KE),$$

where $f_E$ is the cumulative number of meteoroid impacts with Earth, per year, for kinetic energies equal or $> KE$. However, the meteoroid impact flux at the Moon is smaller than the meteoroid impact flux at Earth given by Equation 11, due to (1) the smaller surface area and (2) the weaker gravity field. As such, in order to scale down the flux at Earth to a meteoroid flux at the Moon, the Moon–Earth surface area ratio and a gravitational correction term for the Earth are taken into account. The gravitational correction term for the Moon is considered negligible (Bouley et al., 2012). The implemented gravitational correction considers both a larger effective target area of Earth and a larger impactor velocity relative to the Earth when compared to true physical values. The gravitational correction factors applied are (Suggs et al., 2014)

$$f_{\text{area}} = f_E : = A_{\text{eff}}/A_{\text{phy}} = 1 + v_{\text{esc}}^2/v^2,$$

where $A_{\text{eff}}$ is the effective cross sectional area of the target body, $A_{\text{phy}}$ is the physical cross sectional area of the target body, $v_{\text{esc}}$ is the escape velocity at the target body, and $v$ is the
impactor velocity, relative to the target body, before gravitational correction. Assuming \(v_{esc} = 11\) km/s (Suggs et al., 2014) and \(v = 17\) km/s (Bouley et al., 2012), the gravitational correction factors are \(f_{area} = f_{KE} = 1.42\). The cumulative yearly meteoroid impact flux at the Moon is then:

\[
f_M(\geq KE_M) = \frac{f_f(f_{KE}KE_M)}{f_{area}} \frac{R_M^2}{R_E^2},
\]

where \(KE_M\) is the impactor kinetic energy at the Moon and \(R_M\) and \(R_E\) are the radii of the Moon and Earth, respectively. For a given instrument FOV, the estimated impact rate detectable (impacts/year), as a function of time, is computed:

\[
f_{impacts}(t) = \frac{1}{2} \frac{FOV_{eff}(t)}{4\pi R_M^2} \left[f_M(\geq KE_{min}(t)) - f_M(\geq KE_{max}(t))\right],
\]

where \(FOV_{eff}(t)\) is the observable nonilluminated Moon surface area, and \(KE_{min}(t), KE_{max}(t)\) are the minimum and maximum kinetic energy detectable, estimated using Equations (4–10). Equation 14 also includes a factor of 50% reduction of meteoroid impacts detectable to take into account possible occultations by lunar mountains (Koschny and McAuliffe, 2009). It should be noted that, using Brown’s flux in this fashion, it is inherently assumed that the impact flux of meteoroids is uniform across the lunar surface and is evenly distributed throughout the year.

This meteoroid environment model is validated with data from the NELIOTA program: a telescope with 1.2 m diameter, capable of performing observations in the R-band (\(\lambda \in [520, 796]\) nm). Since 16 impacts in 35 h observation time had been detected by November 2017, it is assumed that the program typically detects 0.46 impacts per hour. The visual magnitudes ranged from +11 to +6. Assuming that these values correspond to the incoming signals by a gain factor \(G\), at the expense of an excess-noise factor (ENF), when computing the SNR, all signals generated in the detector before the multiplication register must be multiplied by \(G\) and the corresponding noises by ENF, as follows:

\[
SNR = \frac{G s_{impact}}{\sqrt{ENF^2 G (s_{impact} + \sigma_{d} + \sigma_{C} + \sigma_{DC}) + \sigma_{RON}^2 + \sigma_{D}^2 + \sigma_{N}^2}},
\]

where \(s_{impact}^2 = G s_i\), for the first four noise sources considered, which correspond to the incoming signals. In Equation (17), the noise sources that are taken into account are:

- \(s_{impact}\), the noise associated with the impact flash signal itself.
- \(s_M\), the Moon surface background noise, estimated at

\[
\sigma_M^2 = G s_M = G e_{RM} A_{lens} \tau,
\]

where \(e_{RM}\) is the flux of photons received, due to the Moon background light emission, converted to an electron flux Bouley et al. (2012),

\[
e_{RM} = \frac{S_{Moon} t_{exp}}{2\pi h^2} \int_{\lambda_1}^{\lambda_2} L(\lambda, T_M) \frac{qe(\lambda)}{E_p(\lambda)} d\lambda,
\]

and \(h\) is the satellite’s altitude, \(T_M \approx 150 K\) is the assumed (constant) blackbody temperature of the Moon, \(t_{exp}\) is the exposure time of the sensor and \(S_{Moon}\) is the emitting surface of the Moon, which is assumed equal to the Moon surface area observed by one pixel at nadir.

- \(s_C\), the cosmic background noise, estimated as follows (Raab, 2002),

\[
\sigma_C^2 = G s_C = G p_{RC} A_{lens} \tau Q_0,
\]

where \(p_{RC}\) is the flux of photons received at the sensor,

\[
p_{RC} = 2748 t_{exp} A_{IFOV},
\]

and it is assumed that the cosmic background noise corresponds to visual magnitude \(m_V = +18\), so, 2748 \(\gamma/s/m^2\) per square arc second are received by the sensor (Raab, 2002). \(A_{IFOV}\) is the sensor instantaneous FOV in square arc seconds.

- \(s_{DC}\), the CCD internal noise, known as Dark-Current, estimated as follows:

\[
\sigma_{DC}^2 = G s_{DC} = G DC t_{exp},
\]

where DC is the number of electrons generated in the sensor per second and per pixel, at a certain temperature.

- \(s_{RON}\), the CCD Read-Out Noise, given in Table 4.

### 2.2.3. Payload Model

In order to determine if the signal of an impact flash is detectable by LUMIO’s CCD sensor, the concept of signal-to-noise ratio (SNR) is used. Given the signal of the impact (\(s_{impact}\)) and the Poisson noise associated with all signals (\(\sigma\)), the SNR is defined as:

\[
SNR = \frac{s_{impact}}{\sigma},
\]

where \(s_{impact}\) is measured in electrons generated in the CCD, per pixel (\(e^-/\text{pixel}\)), and \(\sigma\) is measured in electrons root-mean-square (rms). The Poisson noise of a signal is defined as \(\sigma_i = \sqrt{s_i}\) and the total Poisson noise is given by

\[
\sigma = \sqrt{\sum_i s_i^2},
\]
On the other hand, the maximum impact flash signal detectable is given by the capacity of the detector (cap), given in Table 4. Given the payload characteristics presented in Table 4 and considering that a signal is detectable for \( \text{SNR}_{\text{min}} = 5 \), the range of signals detectable by the CCD is given by \( s = [s_{\text{min}}, s_{\text{max}}] = [292,800000] \text{ e}^-/\text{pixel} \). These values apply for all altitudes, as \( \sigma_M(d) \) is found to be negligible with respect to other noise sources, and are then used to estimate the minimum and maximum kinetic energy detectable by the payload, using the methods presented in section 2.2.2.

3. LUMIO OPERATIVE ORBIT TRADE-OFF

3.1. Preliminary Analysis

The main characteristics of the candidate orbit types presented in section 2 are assessed and compared in order to eliminate non-feasible options by means of criteria EC.A.05-07 and EC.S.01-02 (see section 2.1). Results are presented in Tables 5, 6 for the (perturbed) Keplerian and three-body orbits, respectively. The first column of the tables indicate the orbit family. The remaining five columns indicate the compatibility of the orbit family with criteria EC.A.05-07 and EC.S.01-02.

All orbital families presented in section 2, with the exception of \( L_1 \)-circulating LYO, halos, and VO, have orbits which allow the monitoring of the lunar farside at night (EC.A.05), at least once per synodic month.

Selection criteria EC.S.01 requires the maximization of the total number of impacts detected, for which detailed modeling is required. However, it is possible to directly relate this criterion with the total lunar nightside observation time, per synodic month. This is easier to estimate than the total number of meteoroid detections. Recurring to orbital dynamics, it is thus used to assess preliminary performance with respect to EC.S.01. \( L_2 \)-circulating orbits (i.e., LYO, halos, and vertical orbits) observe mostly the lunar farside and opposite lunar phases than an observer on Earth. As such, assuming that <50% illumination is required for impact flashes detection, these orbits can only observe 50% of the time the lunar nightside, per synodic month. Selenocentric orbits can observe both the lunar nearside and farside. However, for a resonant DRO, the sequence of lunar phases observed by the spacecraft can be very similar to those of \( L_2 \) orbits. It is conservatively estimated a lunar nightside observation time of approximately 50%, per synodic month. An analogous reasoning is made for the remaining selenocentric orbits.

The orbital lifetime (EC.A.06) is dominated by the satellite duration before crashing on the Moon or escaping without means of recovery. It is only defined for (perturbed) Keplerian orbits. Since a mission lifetime larger than 1 year is required, this characteristic can be useful in assessing if that requirement is met. Nonetheless, if the natural lifetime of an orbit is smaller than 1 year, it is its maintenance \( \Delta v \) that determines the compliance with EC.A.06. LLO typically have an orbital lifetime smaller than 200 days, the exception being inclinations for which the orbit is frozen (Ramanan and Adimurthy, 2005). SSO orbital lifetime is roughly 300 days. On the other hand, the lifetime of ELO varies from 140 days, for \( e = 0.45 \), to 1,000 days, for \( e = 0.01 \) (Prado, 2005).
### TABLE 5 | Trade-off of (perturbed) Keplerian orbits.

<table>
<thead>
<tr>
<th>Orbit Type</th>
<th>Farside monitoring at night</th>
<th>Nightside observation time per synodic month (%)</th>
<th>Lifetime (days)</th>
<th>Total Δν budget (EC.S.02)</th>
<th>Accessibility from departure orbit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LLO</td>
<td>blue Possible</td>
<td>green &lt; 50 (best case scenario)</td>
<td>red [16, 160]</td>
<td>yellow &gt; 50</td>
<td>red Low—High (&lt; 150 m/s, from circular h = 500 km to h = 100 km)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ELO</td>
<td>blue Possible</td>
<td>red [8, 92] (function of line of nodes angle with Sun direction; h₂ = 10,000 km, i = 0 deg and e = 0.74)</td>
<td>yellow [140; 1,000]</td>
<td>red &gt; [120, 300]</td>
<td>blue Low—Medium (&lt; 150 m/s, from circular h = 100 km to h = 1,000 km)</td>
</tr>
<tr>
<td>FO</td>
<td>blue Possible</td>
<td>green &lt; 50 (best case scenario: low-altitude)</td>
<td>green &gt; 1000</td>
<td>green [0.6, 880 x 8,800 km]</td>
<td>yellow High (&lt; 890 m/s, from j = 90 to i = 125 deg, at circular h = 100 km)</td>
</tr>
<tr>
<td>SSO</td>
<td>blue Possible</td>
<td>green &lt; 50</td>
<td>green ≈ 300</td>
<td>green &gt; 50</td>
<td>red Medium—High (&lt; 300 m/s from elliptic selenocentric orbit)</td>
</tr>
</tbody>
</table>

*Ramarian and Adimurthy (2005); Whitley and Martinez (2016); Prado (2003); Elpe and Lara (2003).  
green Exceeds requirements; blue Meets requirements; yellow Correctable deficiencies; red Unacceptable.

Accessibility Δν: Low → < 200 m/s; Medium → [200, 600] m/s; High → > 600 m/s.

### TABLE 6 | Trade-off of CRTBP orbits.

<table>
<thead>
<tr>
<th>Orbit Type</th>
<th>Farside monitoring at night</th>
<th>Nightside observation time per synodic month (%)</th>
<th>Maintenance Δν (m/s per year)</th>
<th>Total Δν budget (EC.S.02)</th>
<th>Accessibility from departure orbit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LYO</td>
<td>blue Possible if L₂ orbit</td>
<td>green &lt; 50 (small orbit)</td>
<td>blue [15; 18]</td>
<td>blue Medium—High (Plane change maneuver required)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HO</td>
<td>blue Possible if L₂ orbit</td>
<td>green &lt; 50 (Not too close to the Moon)</td>
<td>blue [0; 55]</td>
<td>green Low (&lt; 140 m/s, departing from elliptic selenocentric orbit)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VO</td>
<td>blue Possible if L₂ orbit</td>
<td>green &lt; 50 (small orbit)</td>
<td>yellow ~ 88</td>
<td>yellow Low—Medium (&lt; 300 m/s from elliptic selenocentric orbit)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DRO</td>
<td>blue Possible</td>
<td>green &lt; 50 (resonant state)</td>
<td>green [3, 5]</td>
<td>green Medium—High (Plane change maneuver required)</td>
<td></td>
</tr>
<tr>
<td>LoPO</td>
<td>blue Possible</td>
<td>green &lt; 50 (resonant state)</td>
<td>yellow</td>
<td>yellow Medium—High (Plane change maneuver required)</td>
<td></td>
</tr>
</tbody>
</table>

*Folta et al. (2015); Grebow (2008).  
green Exceeds requirements; blue Meets requirements; yellow Correctable deficiencies; red Unacceptable.

Accessibility Δν: Low → < 200 m/s; Medium → [200, 600] m/s; High → > 600 m/s.
A lifetime larger than 1 year is only possible for a low-eccentricity orbit of $e < 0.15$. Lastly, FO have been estimated to last more than 3 years (Elipe and Lara, 2003).

However, it is mainly the maintenance $\Delta v$ that dictates compliance with EC.A.06, the exception being frozen orbits that have orbital lifetimes larger than 1 year and, theoretically, do not need intervention (Whitley and Martinez, 2016). There are some ELO and SSO with low eccentricities which also have longer-than-1-year orbital lifetimes, but their coverage characteristics quickly degenerate with time. For highly elliptic ELO, the station-keeping $\Delta v$ can be larger than 300 m/s, while for SSO and LLO ($h = 100$ km) it may overcome 50 m/s per year (Whitley and Martinez, 2016). For low-eccentricity orbits, an estimation is done at 120 m/s per year. The maintenance $\Delta v$ budget for most of the CRTBP orbits has been taken from (Folta et al., 2015). These were computed with a long-term strategy of 12 orbital revolutions as nominal guidance, including random errors in position, velocity and impulsive correction maneuvers, for an average of 500 trials. VO require 88 m/s station-keeping (S/K) $\Delta v$ per year (Grebow, 2006). No information regarding LoPO maintenance is available.

The accessibility from the departure orbit (EC.A.07) is measured in terms of the $\Delta v$ spent for the transfer to the operational orbit. For Keplerian orbits, the optimal transfer $\Delta v$ can easily be estimated resorting the orbital dynamics knowledge of the two-body dynamics. For three-body orbits, the optimal transfer $\Delta v$ needs to be computed numerically, e.g., using optimization methods. As such, in this preliminary trade-off, only optimal transfers between Keplerian orbits are computed. For three-body orbits, representative values found in literature are assumed.

The amount of propellant spent in reaching the operational orbit and maintaining it are two quantities that should be assessed together, given that there is only a limit for their sum: the total $\Delta v$ budget (EC.S.02). This should be <200 m/s to comply with EC.A.06-07 and should be the smallest possible to comply with EC.S.02.

As a result of the preliminary trade-off analysis, summarized in Tables 5, 6, we consider (1) Circular frozen orbits with $h \in [100,1,000]$ km and $i \in [50,90]$ degrees (which is chosen to reduce plane change cost); (2) $L_2$- circulating halo orbits; and (3) $L_2$- circulating vertical orbits. The trade-off is conducted assuming that the Lunar Orbiter would deploy LUMIO either in a 500 km-altitude circular parking orbit or a 200 by 15,000 km lunar parking orbit. The inclination of this orbit is assumed to be between 50 and 90 degrees.

These orbits have been modeled in order to perform the following coverage analysis. Preliminary lunar frozen orbits have been found by numerically minimizing the amplitude of the oscillating eccentricity, taking into account third body perturbations from Earth and the lunar non-spherical gravity model GL0660B (Konopliv et al., 2013), up to degree and order 7. The initial conditions for Halo and Vertical orbits have been found in the CRTBP, using a time-varying targeting scheme. All orbits have been propagated for one synodic month.

### 3.2. Coverage Analysis

The evaluation criteria related to lunar meteoroid impacts are applied, and a meteoroid impact flashes coverage analysis is performed. The coverage analysis is characterized by the interaction between three modules:

1. **FOV-area module.** The surface area that an instrument can observe (FOV-area), at one instant or extended period of time, defines the coverage of the central body. The FOV-area of LUMIO is computed considering the instrument working principles, the LUMIO-Cam characteristics, and the actual curvature of the central body. The payload FOV and the S/C position are the two main inputs of this module. Furthermore, is is assumed that the S/C points toward nadir.

2. **Lunar nightside monitoring module.** The effective FOV-area is defined as the fraction of the FOV-area that it is not illuminated by the Sun. Since lunar impact flashes can only be detected on the lunar nightside, this module allows the determination of the lunar portion in which meteoroids flashes may be actually detected. The main input is the Sun–Moon–spacecraft angle ($\beta$), which determines the illumination conditions of the FOV-area, such that

$$\text{FOV}_{\text{eff}} = \frac{f_{\text{dark}}\text{FOV}_{\text{area}}}{\beta(t)}$$

where $f_{\text{dark}}(t) = \beta(t)/180$ is the percentile dark lunar portion, with $\beta \in [0,180]$ deg. In Equation (27), the effective FOV-area is zero when $f_{\text{dark}} < 0.5$, thus no observations can be performed in this range.

3. **Meteoroid environment module.** Given the range of signals detectable by the payload at each instant and an altitude profile, this module can independently determine the range of kinetic energies detectable by LUMIO (see section 2), for each candidate orbit. Given also the effective FOV-area, the total number of meteoroids detected in the kinetic energy range [$K_{\text{min}}, K_{\text{max}}$], over the mission lifetime, is determined through (1) Estimation of the impact flux (indicator of impacts per year) visible in the satellite effective FOV-area, as function of time (Equation 14); (2) Estimation of the average impact flux visible in the satellite effective FOV-area, during one synodic month by means of an integral function; and (3) Estimation of the total number of meteoroids detected over the mission lifetime (1 year).

#### 3.2.1. Coverage Trade-Off

**Figures 3A,B** show the minimum and maximum kinetic energy detectable by the LUMIO-Cam from a frozen orbit, for the luminous efficiency and blackbody methods. Only the inclinations which allow the maximum number of detections, per semi-major axis, are presented for brevity, but the results shown are representative of all inclinations. With both methods, $K_{\text{min}}$ and $K_{\text{max}}$ increase with altitude, but they considerably disagree in the kinetic energy ranges detectable for frozen orbits. The luminous efficiency method estimates that $K_{\text{min}} \in [10^{-13},10^{-9}]$ kton TNT and $K_{\text{max}} \in [10^{-10},10^{-7}]$ kton TNT, while the blackbody method estimates that $K_{\text{min}} \in [10^{-18},10^{-12}]$ kton TNT and $K_{\text{max}} \in [10^{-12},10^{-8}]$ kton TNT.
Figures 3C,D show the corresponding total number of meteoroid detections during the mission lifetime, where the luminous efficiency method predicts more meteoroid detections for increasing altitude, while the blackbody method predicts the opposite trend. This is because, using the luminous efficiency method the number of impacts detectable is actually proportional to $h^{0.2}$ and with the blackbody method the number of impacts detectable is proportional to $h^{-1.1}$, given that, for low altitudes, the FOV-area is proportional to $h^2$ (see section 2.2.2). Furthermore, due to the disagreement in the estimation of $KE_{\text{min}}$, the luminous efficiency method predicts the detection of much less meteoroids than the blackbody method. The former estimates between 4 and 9 thousands meteoroid detections during the mission lifetime for a frozen orbit, while the later estimates roughly between $2 \times 10^6$ and $2 \times 10^8$ meteoroids during the same period. Given the LUMIO-Cam optical properties, the estimation made by the luminous efficiency method is more in alignment with the one presented in Oberst et al. (2011). On the other hand, the blackbody method overestimates the number of impacts detectable from a frozen orbit by at least two orders of magnitude.

Figures 4A,B show the minimum and maximum kinetic energy detectable by the LUMIO-Cam for the candidate three-body orbits and for the two kinetic energy estimation methods applied. The black lines represent the kinetic energy requirements as per EC.A.03-04. Being these energies defined at Earth, they are scaled through the Earth gravitational correction factor (section 2.2.2) to obtain $7 \times 10^{-7}$ and $7 \times 10^{-2}$ kton TNT at the Moon. The methods disagree with respect to the estimated kinetic energy range, especially regarding $KE_{\text{max}}$. The blackbody method predicts a wider kinetic energy range, with smaller $KE_{\text{min}}$ and larger $KE_{\text{max}}$.

The difference between the two methods, for three-body orbits, when it comes to the number of meteoroid detections, is not as prominent as for frozen orbits. Figures 4C,D show the corresponding total number of meteoroid detections during the mission lifetime. As can be seen in this figure, for halos and vertical orbits, the number of impacts estimated by both
methods is in the same order of magnitude (between $10^3$ and $10^4$). This is because, for higher altitudes, the methods are in agreement with respect to KE_{min}, parameter which drives the number of meteoroid detections. The total number of detections estimated for a satellite permanently at the Earth–Moon L₂ is also presented, for comparison. The results at L₂ represent a limit case for L₂-circulating candidate orbits.

The error bars shown here for the luminous efficiency method are associated with the luminous efficiency uncertainty, while the errors bars shown for the blackbody method are a 1σ error related to the magnitude measured by the CCD sensor (Raab, 2002). The blackbody method results show smaller error bars than the luminous efficiency results, but it inherently has more assumptions than the luminous efficiency method and the possible errors associated with those assumptions are not represented in the results shown here.

The results presented here do not account for scattered light from the Moon dayside, consequent detector blooming, and impact flash detection redundancy. In fact, scattered light and blooming may potentially hinder the detection of impact flashes and influence the minimum detected kinetic energy estimation the most, as opposed to the maximum detected kinetic energy. Impact flash detection redundancy can be dealt with in two ways: (1) by slightly defocussing the LUMIO-Cam, in order to avoid false positives; or (2) by adding a second detector to the camera. In both cases, the minimum kinetic energy estimation is also affected. However, to compensate for the loss of signal, the camera sensitivity can be increased with gains $G > 2$. These issues affect neither the assessment of orbit types made in this work nor the validity of the coverage trade-off that follows. These issues will be taken into account in future mission design phases.

The coverage trade-off accounts for evaluation criteria EC.A.01-04. Table 7 displays the orbit trade-off for the results of both luminous efficiency method and blackbody methods, as
The two sets of results obtained lead to identical conclusions on orbits feasibility. Both methods exclude frozen orbits (1 out of 4 acceptance criteria related to meteoroid impacts met), while both halo and vertical orbits meet all acceptance criteria. The halo family has the additional advantage of allowing a constant visibility of the spacecraft from Earth and a quasi-resonance 2:1 with the synodic period.

### 3.3. Detailed Analysis

It has been shown that remotely detecting flashes is the only technically and economically viable option for a CubeSat to monitor meteoroid impacts on the lunar surface. When considering the conclusions of the preliminary trade-off (section 3.1), the coverage trade-off (section 3.2), the mission type flight heritage, and solar eclipse occurrences, the Earth–Moon $L_2$ halo family is baselined for LUMIO mission. The vertical Lyapunov orbit family is selected as back-up plan and it is not detailed in this paper.

The LUMIO mission is divided in 4 well defined phases (refer to Figure 5),

1. **Parking:**
   - (a) Starts when the lunar orbiter deploys LUMIO on the prescribed selenocentric elliptic parking orbit (orbital elements of the parking orbit are shown in Table 8);
   - (b) Ends when LUMIO performs the Stable Manifold Injection Maneuver (SMIM);
   - (c) Lasts 14 days.

2. **Transfer:**
   - (a) Starts when LUMIO completes the SMIM;
   - (b) Ends when LUMIO performs the Halo Injection Maneuver (HIM);
   - (c) Lasts 14 days.

3. **Operative:**
   - (a) Starts when LUMIO completes the HIM;
   - (b) The primary mission modes during the operative phase are *Science Mode* and *Navigation and Engineering Mode* (or Nav&Eng), that alternate between every other orbit;
   - (c) Ends after 1 year of operations.

4. **End of Life (EoL):**
   - (a) Starts with de-commission of all (sub)systems;
   - (b) Ends when the EoL maneuver is correctly performed for safe disposal of the spacecraft.

#### 3.3.1. Earth–Moon $L_2$ Halos in High-Fidelity Model

A set of quasi-periodic halo orbits (sometimes referred here as quasi-halos or quasi-halo orbits) about Earth–Moon $L_2$ are found by employing the methodology described in Dei Tos and Topputo (2017a). Fourteen quasi-halo orbits are computed in the high-fidelity roto-pulsating restricted $n$-body problem (RPRnBP) and saved as SPICE2 kernels (see Dei Tos and Topputo, 2017a for more details on frames and models). The initial feeds to compute the quasi-halo samples are Earth–Moon three-body halos at 14 different Jacobi constants, ranging from $C_j = 3.04$ to $C_j = 3.1613263$. The latter value corresponds to the one assumed for the very first iteration of the activities. All orbits are computed starting from 2020 August 30 00:00:00.000 TDB. Although quasi-halos, shown in Figure 6, are computed for a fixed initial epoch, the persistence of libration point orbits in the solar system ephemeris model allows wide freedom in the refinement algorithm also for mission starting at different epochs (Dei Tos and Topputo, 2017b).

Quasi-halo orbits of Figure 6 are all possible LUMIO operative orbits. As the orbit becomes more energetic (or as its CRTBP Jacobi constant decreases), the quasi-halo exhibits a wider range of motion both in terms of a) Moon range and of b) geometrical flight envelope about the corresponding CRTBP trajectory. The latter trend is disadvantageous when a hard pointing constraint must be respected (e.g., Moon full disk on optical instrument). On the other hand, the lunar distance places a constraint on the minimum FOV for the optical instrument. In the high-fidelity roto-pulsating restricted $n$-body problem, the quasi-halo exhibits a wider range of motion both in terms of a) Moon range and of b) geometrical flight envelope about the corresponding CRTBP trajectory. The latter trend is disadvantageous when a hard pointing constraint must be respected (e.g., Moon full disk on optical instrument). On the other hand, the lunar distance places a constraint on the minimum FOV for the optical instrument. In the high-fidelity roto-pulsating restricted $n$-body problem, the quasi-halo exhibits a wider range of motion both in terms of a) Moon range and of b) geometrical flight envelope about the corresponding CRTBP trajectory. The latter trend is disadvantageous when a hard pointing constraint must be respected (e.g., Moon full disk on optical instrument). On the other hand, the lunar distance places a constraint on the minimum FOV for the optical instrument.

---

the camera FOV, simple trigonometric calculations provide the minimum distance above which the Moon disk is entirely seen by the instrument. The wider the FOV, the closer LUMIO can get to the Moon still being able to see its full disk. The horizontal dashed lines in Figure 7 indicate this distance for different values of FOV in degrees.

### 3.3.2. Orbital Transfer

The transfer phase of LUMIO is done entirely in the CRTBP. Free transport mechanisms are leveraged to reach a target halo. Specifically, intersection in the configuration space is sought between the halo stable manifolds and the selenocentric injection orbit in which LUMIO is deployed by the lunar orbiter. Since
the sought intersection occurs only in configuration space, a maneuver is necessary for orbital continuity. This maneuver places the spacecraft on the stable manifold of the target halo and is thus called stable manifold injection maneuver (SMIM), Δv_SMIM. The transfer phase starts when the SMIM is executed, and ends after the halo injection maneuver (HIM), Δv_HIM, inserts the S/C into the target halo orbit. The aim of the transfer design analysis is to find the parameters of the injection orbit and the stable manifold that lead to a minimum Δv_SMIM at the intersection. The optimization problem is stated and solved with a NLP method.

It is convenient to briefly recall the methodology used to numerically compute the invariant manifolds in the CRTBP. This approach relies on finding a linear approximation of the manifold in the neighborhood of an orbit. An algorithm is implemented that scans the stable manifold space by varying the time along the originating halo, t_po, and the time along the stable manifold, t_sm. Once t_po and t_sm are specified, the stable manifold is completely determined (Topputo, 2016). t_po uniquely specifies a state along the halo, x(t_po). At x(t_po), the invariant manifolds are locally spanned by the stable and unstable eigenvectors of M(t_po), the monodromy matrix associated to x(t_po). The initial conditions used to compute the stable manifold are x_s0 = x(t_po) ± ε v_s, where v_s is the stable eigenvector of M(t_po) and ε is a small displacement perturbing in the stable direction, whereas the ± discriminates which of the two branches of the manifold has to be generated. As for ε, it should be small enough to preserve the local validity of the linear approximation, but also large enough to prevent from long integration times needed to compute the manifold. In this work, ε = 10^{-6} has been used, consistently with the arguments in Gómez et al. (1993). t_sm is the duration x_s is flown in backward time. The stable manifold state yields:

\[ x_s = \varphi(x_{s0}, 0; -t_{sm}), \]  

where \( \varphi \) is the flow of the CRTBP from \( x_{s0} \) to \(-t_{sm}\). An outline of the transfer design logic is shown in Algorithm 1. The problem of transfer design with an optimal impulsive maneuver can be formally stated as a constrained minimization:

\[ \min_{\gamma} J(\gamma) \quad \text{s.t.} \quad \begin{cases} c_{eq} = 0, \\ c \leq 0, \end{cases} \]  

where

\[ y = (h_p, h_a, i, \Omega, \omega, t_{po}, t_{sm}), \]

\[ J(\gamma) = \left\| \Delta v_{SMIM} \right\|, \]

\[ c_{eq} = \left( r_t - r_s \right), \quad c = \left( \frac{500 - h_a}{h_a - 15,000} \right); \]

where \( r_t \) is the position along the injection orbit, and \( r_s \) is the position along the stable manifold according to Equation (28). The minimization is solved with an active-set algorithm. Algorithm 1 is applied to all halos in the Jacobi energy range detailed above. Note that if the inclination of the injection orbit is found to be outside of the admissible range ([50, 90] deg), a plane chance maneuver (PCM) is added. The transfer parameters to quasi-halo generated by \( C_j = 3.09 \) are shown in Table 8. As expected, the SMIM occurs at the periselene of the injection orbit (\( \theta \approx 0 \)).

### 3.3.3. Station-Keeping

In many cases, it is not strictly necessary for the spacecraft to move precisely along the nominal trajectory to accomplish...
A massive Monte-Carlo simulation is performed to maintain CubeSats near such nominal LPOs. Development of a station-keeping strategy that can be used to estimate the cost of each S/K maneuver. An effort is directed toward the efficient Monte-Carlo routine is devised for estimation of the critical factor for mission sustainability. Taking advantage of station-keeping (S/K) around the operative orbits will be a mission objective. Indeed, once the nominal orbit is determined, in terms of magnitude, direction, and timing of each Delta(1) maneuver. The S/K cost is estimated by employing the target points method (TPM) first introduced in Dwivedi (1975), then adapted to the problem of LPOs by Howell and Pernicka (1993), and finally used for JAXA’s EQUULEUS mission analysis (Oguri et al., 2017). A massive Monte-Carlo simulation is performed with 10,000 samples, considering the impact of the injection, tracking, and maneuver execution processes on the nominal orbit determined in the presence of solar radiation pressure and gravity of the main solar system celestial bodies (i.e., Sun, 8 planets, the Moon, and Pluto). To precisely simulate a realistic trajectory,

1. The initial conditions of the quasi-halos are altered to account for orbit insertion error.
2. Tracking windows are considered in which orbit determination (OD) campaigns modify the actual knowledge of the spacecraft state by means of optical measurements and non-linear filtering. Because of various uncertainties in the OD process, the spacecraft position and velocity are never modeled perturbations and errors will cause the spacecraft to drift from the nominal path, and the unstable nature of the libration point orbits will further amplify the deviation. Assuming discrete and impulsive corrections, the station-keeping problem consists in finding the required corrective maneuvers in terms of magnitude, direction, and timing of each Delta(v). In optimal station-keeping problems, the total Delta(v) budget is minimized.

In light of the limited Delta(v) capability, fuel consumption for station-keeping (S/K) around the operative orbits will be a critical factor for mission sustainability. Taking advantage of the generated orbits as reference trajectories, a computationally efficient Monte-Carlo routine is devised for estimation of the cost of each S/K maneuver. An effort is directed toward the development of a station-keeping strategy that can be used to maintain CubeSats near such nominal LPOs.

### Algorithm 1 Transfer design.

```
procedure INITIALIZATION
    Set the CRTBP as default dynamical model
    Select C_i of target halo orbit
    Select manifold branch flying toward the Moon (i.e., left branch for L_2 LPOs)
end procedure

procedure MANIFOLD SCAN FOR INITIAL GUESS GENERATION
    Set bounds for the time along the target halo, t_{po} ∈ [0, T]
    Set maximum time along the stable manifold, t_{sm}^{(max)}
    Discretize t_{po} by dt_{po} to get n_t discrete values
    Initialize vector r ∈ R_{n_t} x 3
    for t_{po} = 0 → T by dt_{po} with index k do
        Get stable manifold state, x_k, for current t_{po} and t_{sm}^{(max)}
        Find t_{sm} at which altitude, h_p, is closest to 200 km
        Store (t_{po}, t_{sm}, h_p) in the k-th row of vector r
    end for
end procedure

procedure TRANSFER MANEUVER
    Initialize vector Γ ∈ R_{n_t} x 16
    loop in r with index j
        repeat
            Randomly initialize injection orbit elements in e = (h_{po}, i, Ω, ω, θ)
            Solve for Δv_SMIM using e and j-th row of r as first guess
            until convergence is attained
            if i_{pk}^{(opt)} ∈ [50, 90] deg then
                Select nearest target inclination of parking orbit, i_{pk}
                Schedule plane rotation around apoaxis by Δt = |i_{pk} − i_{po}|
                Compute plane rotation maneuver at apoaxis, Δv_{pc}
                Compute updated Ω_{pk} and ω_{pk} of parking orbit
            else
                Set Δv_{pc} = 0
                Set parking orbits elements equal to transition orbit elements
            end if
        end repeat
    end loop
end procedure
```

The S/K cost is estimated by employing the target points method (TPM) first introduced in Dwivedi (1975), then adapted to the problem of LPOs by Howell and Pernicka (1993), and finally used for JAXA's EQUULEUS mission analysis (Oguri et al., 2017). A massive Monte-Carlo simulation is performed with 10,000 samples, considering the impact of the injection, tracking, and maneuver execution processes on the nominal orbit determined in the presence of solar radiation pressure and gravity of the main solar system celestial bodies (i.e., Sun, 8 planets, the Moon, and Pluto). To precisely simulate a realistic trajectory,
Algorithm 2 Cost estimation for of station-keeping along a reference quasi-halo.

1: function DVS(K(t₀, t, Φ, Δt, Δt, Δt, σ₃, σ₃, σ₃, σ₃, σ₃, σ₃, Q, R)
2:    t ← t₀
3:  Generate six-dimensional OI error, eOI ~ N(0, σ²)
4:  while t ≤ t_f & δtrue ≤ 10,000 km do
5:    Generate three-dimensional maneuver execution error, eEX ~ N(0, σ²)
6:    Δv ← Δv + δvE
7:    t_f ← t + Δt
8:  end while
9:  Generate three-dimensional maneuver error, eEX ~ N(0, σ²)
10:  δtrue ← Φ(t_f, t)(δtrue)
11:  δtrue ← Φ(t_f, t)(δtrue)
12:  δtrue ← Φ(t_f, t)(δtrue)
13:  Generate three-dimensional maneuver execution error, eEX ~ N(0, σ²)
14:  Δv ← Δv + δvE
15:  Here, represents the Hadamard product
16:  Maneuver execution: δtrue ← δtrue + [0; y: 1; Δv]
17:  t ← t_f
18: end while
19: end function

exactly known. To simulate tracking errors, the six S/C states are altered at the end of each OD campaign.

At various times along the trajectory, the S/K strategy will determine that a maneuver is required, and its magnitude and direction will be computed. To model the inaccuracy of maneuvers actual implementation, each ΔvS/K component is randomly altered.

The orbit injection, eOI, orbit determination, eOD, and the maneuver execution, eEX, errors are all modeled and generated with zero-mean Gaussian distributions, i.e., eOI ~ N(0, σ²), eOD ~ N(0, σ²), eEX ~ N(0, σ²).

TABLE 9 | Standard deviations.

<table>
<thead>
<tr>
<th>Standard deviation</th>
<th>LUMIO</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>σ_OI</td>
<td>σ_OI</td>
<td>σ_OI</td>
</tr>
<tr>
<td>σ_OD</td>
<td>σ_OD</td>
<td>σ_OD</td>
</tr>
<tr>
<td>σ_OD</td>
<td>σ_OD</td>
<td>σ_OD</td>
</tr>
<tr>
<td>σ_EX</td>
<td>σ_EX</td>
<td>σ_EX</td>
</tr>
</tbody>
</table>

The station-keeping maneuvers are conducted at specific selected epochs during the mission. That is, maneuver timings are parameters of the S/K strategy, rather than variables. Referring to Figure 8, every OD campaign is always terminated Δt time units before the maneuver execution, Δt is termed cut-off duration and it is necessary to compute, schedule, and prepare the maneuver. The S/K maneuver planning is assumed to use Nₚ downstream points, i.e., the target points, as reference states to compute the maneuver magnitude and direction. In Figure 8, there are two target points, Nₚ = 2, and one S/K maneuver per halo orbit. The algorithm for the detailed station-keeping cost analysis is shown in Algorithm 2.

The TPM provides optimal ΔvS/K computed as solution of a LQR problem that minimizes a weighted sum of the maneuvers cost and the position deviation from a reference trajectory at Nₚ downstream control points. The cost function reads

\[ J_{S/K} = \Delta v_{S/K}^T Q \Delta v_{S/K} + \sum_{i=1}^{N_p} \mathbf{d}_i^T R \mathbf{d}_i, \]

where ΔvS/K is the station-keeping maneuver, Q the cost weight matrix, \( \mathbf{d}_i \) the predicted position deviation from the reference trajectory at the i-th target point, and \( R \) the weighing matrix of the deviation at the i-th target point. The position deviation is predicted by means of the state transition matrix of the reference trajectory, Φ:

\[ \mathbf{d}_i = \Phi_{r}(t_i, t_i) \delta r_c + \Phi_{r}(t_i, t_i) \delta v_c + \Phi_{r}(t_i, t_i) \Delta v_{S/K}. \]

In Equation (33), \( \Phi_{r} \) and \( \Phi_{r} \) are 3-by-3 matrices that map deviation of position and velocity, respectively, to a position deviation at a subsequent epoch, \( t_f \) is the cut-off epoch, \( t_f \) is the maneuver execution epoch, and \( t_i \) the epoch of the i-th target point. The solution of the minimization problem yields the analytic expression for the optimal station-keeping maneuver:
More important, simulations show the standard deviations of the orbit insertion, navigation, and maneuver execution errors for the S/K analysis. The values of Table 9 are in well agreement with existing applications (Folta et al., 2014). More important, simulations have shown the standard deviations of Table 9 can be achieved with the autonomous optical navigation algorithm on-board LUMIO (Franzese et al., 2018). All parameters for the correct functioning of Algorithm 2 have been fine-tuned with extensive simulation campaigns. The parameters fine-tuned values of the S/K algorithm are shown in Table 10. The cut-off duration of 12 h is at the same time sufficiently short to prevent the spacecraft state knowledge from growing excessively, and long enough to schedule maneuver execution operations on-board LUMIO. The target points are located at 35 and 42 days after orbit insertion and any subsequent S/K maneuvers. This ensures approximately 1 month of operations in case of maneuver execution failure. Finally, having the eigenspectrum of \( Q \) a larger magnitude than that \( R_1 \) means the optimization weights the deviation with respect to reference position more than the \( \Delta v_{S/K} \) cost.

Table 9 reports the standard deviations of orbit insertion, navigation, and maneuver execution errors for the S/K analysis. The values of Table 9 are in well agreement with existing applications (Folta et al., 2014). More important, simulations have shown the standard deviations of Table 9 can be achieved with the autonomous optical navigation algorithm on-board LUMIO (Franzese et al., 2018). All parameters for the correct functioning of Algorithm 2 have been fine-tuned with extensive simulation campaigns. The parameters fine-tuned values of the S/K algorithm are shown in Table 10. The cut-off duration of 12 h is at the same time sufficiently short to prevent the spacecraft state knowledge from growing excessively, and long enough to schedule maneuver execution operations on-board LUMIO. The target points are located at 35 and 42 days after orbit insertion and any subsequent S/K maneuvers. This ensures approximately 1 month of operations in case of maneuver execution failure. Finally, having the eigenspectrum of \( Q \) a larger magnitude than that \( R_1 \) means the optimization weights the deviation with respect to reference position more than the \( \Delta v_{S/K} \) cost.

\[
\Delta v_{S/K} = A \sum_{i=1}^{N_{pr}} (\alpha_i \delta r_i + \beta_i \delta v_i);
\]

\[
A = \left[ \left( Q^T + Q \right) + \sum_{i=1}^{N_{pr}} \Phi_{i}^{T}(t_i, t_i) \left( R_i^T + R_i \right) \Phi_{i}(t_i, t_i) \right]^{-1},
\]

\[
\alpha_i = \Phi_{i}^{T}(t_i, t_i) \left( R_i^T + R_i \right) \Phi_{i}(t_i, t_i),
\]

\[
\beta_i = \Phi_{i}^{T}(t_i, t_i) \left( R_i^T + R_i \right) \Phi_{i}(t_i, t_i).
\]

Figure 9 shows the strategy employed for station-keeping maneuvers timing. For clarity, just 70 days of operations are shown and the quasi-halo orbital period is assumed to be fixed and equal to 14 days. The first quasi-halo orbit is entirely dedicated to recover any orbit insertion (OI) errors by means of two maneuvers, 1 and 7 days after OI, respectively. In the orbits after that, nominal operations occur, i.e., there is a series of Nav&Eng and Science orbits. Three S/K maneuvers are placed within the Nav&Eng orbit: the first at the entry point, the second in the middle (i.e., 7 days after the entry), and the third at the end of the Nav&Eng orbit. This maneuvers frequency configuration allows for pristine Science orbit operations, albeit it increases the cost when compared to a more spread and regular distribution of S/K maneuvers.

Station-keeping cost is computed for 1 year of life cycle for each of the quasi-halos considered. To obtain reliable station-keeping cost estimation results, a massive Monte-Carlo simulation of 10,000 cases is performed with respect to each reference orbit generated. Each Monte-Carlo run employs Algorithm 2 to compute S/K cost for a realization of \( \varepsilon_{OI}, \varepsilon_{OD}, \text{and } \varepsilon_{EX} \). Table 11 displays the 1-year S/K cost with 1\( \sigma \), 2\( \sigma \), and 3\( \sigma \) confidence. The Monte-Carlo data is fitted by

**TABLE 11 | Confidence for the 1-year station-keeping cost.**

<table>
<thead>
<tr>
<th>( C_j ) [adim]</th>
<th>1( \sigma )</th>
<th>2( \sigma )</th>
<th>3( \sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.16132363</td>
<td>75.5</td>
<td>137.9</td>
<td>196.5</td>
</tr>
<tr>
<td>3.16</td>
<td>72.4</td>
<td>131.6</td>
<td>186.9</td>
</tr>
<tr>
<td>3.15</td>
<td>53.4</td>
<td>92.7</td>
<td>128.4</td>
</tr>
<tr>
<td>3.14</td>
<td>40.1</td>
<td>66.4</td>
<td>89.7</td>
</tr>
<tr>
<td>3.13</td>
<td>29.2</td>
<td>45.4</td>
<td>59.2</td>
</tr>
<tr>
<td>3.12</td>
<td>23.0</td>
<td>34.1</td>
<td>45.3</td>
</tr>
<tr>
<td>3.11</td>
<td>17.8</td>
<td>23.8</td>
<td>28.5</td>
</tr>
<tr>
<td>3.10</td>
<td>13.3</td>
<td>16.9</td>
<td>19.6</td>
</tr>
<tr>
<td>3.09</td>
<td>18.3</td>
<td>23.9</td>
<td>28.1</td>
</tr>
<tr>
<td>3.08</td>
<td>11.0</td>
<td>13.9</td>
<td>15.6</td>
</tr>
<tr>
<td>3.07</td>
<td>8.8</td>
<td>10.2</td>
<td>11.2</td>
</tr>
<tr>
<td>3.06</td>
<td>8.5</td>
<td>9.9</td>
<td>10.9</td>
</tr>
<tr>
<td>3.05</td>
<td>7.6</td>
<td>8.6</td>
<td>9.3</td>
</tr>
<tr>
<td>3.04</td>
<td>7.2</td>
<td>7.9</td>
<td>8.4</td>
</tr>
</tbody>
</table>

![FIGURE 9 | Strategy for station-keeping maneuvers timing.](image-url)
means of an Inverse Gaussian distribution. As expected, the S/K cost increases for smaller (i.e., higher Jacobi constant) quasi-halos. This trend reflects the stability (eigenspectrum of monodromy matrix) properties of halo orbits. That is, a larger halo is generally less unstable and thus cheaper to maintain.

Preliminary observations have been made on alternative station-keeping strategies: an i) Orbit continuation approach and the ii) Floquet unstable modes cancellation method (FM). Although the FM appears as the least expensive in terms of station-keeping total budget (Folta et al., 2014), the TPM is able to give a wider latitude on the selection of the S/K maneuver epoch and phasing, favoring LUMIO orbital geometry and ConOps. Indeed, the FM tends to place S/K maneuvers when the halo unstable component exceeds a defined threshold, regardless of the Phase LUMIO is flying. A further analysis on how to adapt the Floquet modes approach to the LUMIO case may still reduce the station-keeping costs presented in this work. In addition, the \( \Delta v_{S/K} \) calculation may be overly constrained since the LQR strategy requires the use of target locations and fine-tuning of weight matrices. A different optimization may also reduce the S/K costs presented here.

### 3.3.4. Detailed Trade-Off

Figure 10 shows the total transfer cost for different halos. The cost includes S/K, SMIM, and plane change maneuvers. It is conjectured the reason why the transfer cost has a clearcut minimum area is 2-fold. (1) For high energy levels (i.e., low Jacobi constant), the stable manifold configuration space does not get close enough to the Moon to permit intersection with the selenocentric transition orbit. At the other end of the spectrum, (2) for high Jacobi constant values, the stable manifolds cross the lunar region sufficiently close to provide patching opportunities with a selenocentric transition orbit, but the speed mismatch is comparatively large. i.e., the outbound stable manifold is much faster than the S/C at perilune.

Quasi-halo generated from \( C_j = 3.09 \) is the designated LUMIO operative orbit. The selection of LUMIO operative orbit is based on results of Figure 10. Indeed, the quasi-halo is located at the center of a minimum plateau for total transfer cost which provide both a) Optimality of maneuvers cost, and b) Robustness against errors in the actual energy level of the injected stable manifold.

The selected operative orbit for the LUMIO mission is the most suitable only according to the specified evaluation and acceptance criteria. The selection may change if additional

### TABLE 12 | Mission \( \Delta v \) budgets for LUMIO operative orbit.

<table>
<thead>
<tr>
<th>Maneuver</th>
<th>Deterministic Cost [m/s]</th>
<th>( 1\sigma )</th>
<th>( 2\sigma )</th>
<th>( 3\sigma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>POM</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Injecton orbit S/K</td>
<td>–</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>SMIM</td>
<td>89.47</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>TCM1</td>
<td>–</td>
<td>28.6</td>
<td>53.0</td>
<td>73.1</td>
</tr>
<tr>
<td>TCM2</td>
<td>–</td>
<td>6.5</td>
<td>15.0</td>
<td>24.8</td>
</tr>
<tr>
<td>HIM</td>
<td>0.5</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>1-year S/K</td>
<td>–</td>
<td>18.3</td>
<td>23.9</td>
<td>28.1</td>
</tr>
<tr>
<td>Disposal</td>
<td>3</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>TOTAL</td>
<td>154.4</td>
<td>192.9</td>
<td>227.0</td>
<td></td>
</tr>
</tbody>
</table>
criteria and requirements are investigated in a further step of the mission. 

Mission $\Delta v$ budgets for each maneuver and phase are reported in Table 12 with both deterministic and confidence values. The total $1\sigma$-cost is 154.4 m/s, which is also in line with a 12U CubeSat volume and mass budgets and with acceptance criteria EC.A.06–07. Note that ESA “Margin philosophy for science assessment studies” (Ref. SRE-PA/2011.097/, item MAT-DV-14) states that stochastic maneuvers shall be calculated based on the $3\sigma$ confidence interval with no additional margins (SRE-PA and D-TEC staff, 2012). The choice to consider a $1\sigma$ confidence interval on stochastic maneuvers for LUMIO is motivated by the inherently higher risk of a low-cost mission. Nonetheless, the overall stochastic $\Delta v$ computed based on a 95.32% confidence level of a combination of all stochastic maneuvers is smaller than linear sum by 19%. With this approach, the $3\sigma$ $\Delta v$ budget sums up to 191.3 m/s (195.5 m/s with margins on SMIM, HIM, and disposal maneuver), which is still within the bounds for mission feasibility, according to EC.A.06-07.

4. CONCLUSION

The primary science goal of LUMIO mission is to observe meteoroid impact flashes on the lunar farside in order to study the characteristics of meteoroids and to improve the meteoroid models of the solar system. This might lead to a further study of the sources of these meteoroids, such as asteroids in the near-Earth environment and comets. The LUMIO mission complements ground-based observations with remote space-based observations, so improving the lunar situational awareness.

A number of potential orbit families have been considered as candidate operative orbits for LUMIO, namely Keplerian, perturbed-Keplerian, and three-body orbits. An orthodox trade-off logic has been followed with hierarchical structure. An initial pruning has been made based on the way qualitative indicators delivered against acceptance and selection criteria. A second-level trade-off has been performed by coupling the developed models for the environment, impact flash, payload, and astrodynamics. The capability of the payload to resolve the impact flash in each of the candidate orbits as well as to satisfy the mission requirements has been assessed. As a result, $L_2$ halo orbits have been selected. Within the third-level trade-off, a fully quantitative analysis has been conducted by considering the accessibility and station-keeping costs with a high-fidelity concept of operations. Eventually, the LUMIO operative orbit has been baselined.
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