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Abstract Our research explores the potential of IoT (Internet of Things) for children
with Neurodevelopmental Disorder (NDD), such as Intellectual Disability, Autism
Spectrum Disorder, Down Syndrome, Attention-Deficit Hyperactivity Disorder. The
paper describes an IoT empowered physical space called “Magic Room” that sup-
ports interaction with “smart” objects and the entire space through body motion
and objet manipulation, provides different combination of stimuli. The Magic Room
has been designed in collaboration with NDD experts from a local care centre and
and, providing an open set of multimodal multisensory activities for children with
NDD that stimulate the visual, aural, tactile, olfactory and motor system, may pave
the ground towards new forms of intervention for this target group. The technol-
ogy beneath the Magic Room is an extensible multi-layered software and hardware
platform to connect and manage different devices. Activities executed into this Mul-
tisensory Environment (MSE) are completely customizable for each child by the
therapist.
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1 Introduction

Internet of Things (10T) is a general term often used to describe digitally enhanced
physical objects or spaces enriched with sensors and actuators, connected through a
network, digitally controlled, and enable to exchange data. As the power and popu-
larity of IoT technologies and applications increase, researchers face the challenge
of making them accessible to and useful for people with disabilities. The focus of our
research is to exploit IoT technology for children with Neurodevelopmental Disorder
(NDD).

Neurodevelopmental Disorder is an umbrella term, used to identify different
pathologies arising during the development period and characterised by the co-
occurring deficits in cognitive, social and motor sphere [26]. Intellectual disabilities,
Attention Deficit and Hyperactivity Disorders (ADHD), Autistic Spectrum Disor-
ders (ASD) are the most frequent examples of NDD. These deficits affect deeply the
life of these people and of their families, since patients can be unable to complete
even simple daily tasks, which makes them strongly dependent on others to live [12].

NDD is chronic and patient’s improvements are generally very small and very
slow. Still, it is acknowledged that intensive support from the childhood can help
to alleviate the symptoms. Some therapies have been developed, but they must be
deeply customized and constantly adjusted on the patient’s needs. Many therapeutic
interventions have the goal of teaching some basic skills so that the patient can acquire
a sort of, even minimum, autonomy in his/her daily life, e.g., through practices that
promotes gross and fine motor coordination, attention and social interaction.

Among the many possible approaches to help these children multisensory inter-
ventions have a special role. These practices are grounded on two main concepts.
First, the theory of sensory integration posits that the learning process depends on
the ability of processing and integrating sensory information process and integrate
them in order to plan and organize behaviour [9]. Second, most of the impair-
ments associated to NDD are thought to originate from a sensory dysfunction,
i.e., the fact that the sensory stimuli are badly processed and integrated. The result
of this incomplete or distort process is the creation of an abnormal mental repre-
sentation of the external world. This in turn may produce motor impairments and
deficits in cognitive skills, like generalization, space awareness, language usage and
social behaviour [13, 20, 24], and induces distress and discomfort, frequent con-
centration losses, and disengagement from the proposed activities. Multisensory
interventions—integrated today in many programs both in therapeutic centres and in
schools in US, Canada, Australia, and UK—attempt to improve the sensory discrim-
ination, i.e., the ability to focus on and discriminate between different simultaneous
stimuli, and sensory integration, i.e., the ability to interpret properly multiple sensory
stimuli simultaneously.

Some kinds of multisensory treatments require a suitable space, called Multisen-
sory Environment (MSE), a room intended to stimulate the vestibular, proprioceptive
and tactile sense of the user, train the integration and identification of the different
stimuli, and engage the user in useful activities.
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Fig. 1 Physical environment where the magic room is installed (on the left). Multisensory effects
in the magic room (projections, lights, bubbles, smart objects) (on the right)

In our research, multisensory environments meet Internet of Things (IoT) tech-
nology to offer a digitally enhanced space where sensory stimuli are originated from
digitally enhanced objects (“smart objects”) or from the entire “smart environment”
through multimedia digital projections, ambient sound, lights embedded in the phys-
ical space.

The solution we propose is called “Magic Room” (MR) where children with NDD
can be involved in playful multisensory experiences that are specifically designed
in order to match their needs and offer a much wider gamut of play opportunities
than traditional MSEs [1]. The process of designing both the smart environment, the
smart objects, and the activities to be performed inside the MR involved a local care
centre and a set of NDD specialists who are experts in the use of traditional MSEs.

MR provides digitally controlled stimuli for the audio-vestibular apparatus, the
vision, the touch and the olfactory system, in a coordinated meaningful way and in
response various forms of interaction, e.g., object manipulation, gesture, and body
movements in the whole space (Fig. 1).

2 Related Work

2.1 Traditional Multisensory Approaches

Multisensory approaches have been largely considered in past years and this has
resulted into the adoption of two main approaches: one refers to objects and one
refer to spaces.

The usage of toys to stimulate the children’s senses especially for children affected
by NDD, is exploited in various methodologies [5]. Many of them have been inspired
by the Montessori method: exploration through senses is the best motor of learning
simply and especially thank to the repetition of tasks at one’s own pace. These toys,
called Montessori toys, reflect this concept and emphasize it through the usage of
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Fig. 2 Examples of Montessori toys and Hasbro’s Bop-It!

natural materials (mainly wood) and simple shapes. This simplicity also allows the
therapists to be creative in the activities they design for each child. Repetition of tasks
can be effective in terms of relaxation, acquaintance with the toy and subsequently
additional stimuli like light and sound can be added afterwards to motivate children.
Another significant example is Bop-It! from Hasbro, which can be pressed pull or
tilt in accordance to the command voiced out form the toy itself (Fig. 2).

However, these toys are not customizable for the children: the set of components
is fixed and modifications require the manufacturer to create a new version of the toy.
Moreover, these toys have a limited amount of senses that can be stimulated simul-
taneously, mainly focused on visual. More sophisticated solutions can be achieved
by considering the environment in which the child plays.

The expression MSE is often referred as the “snoezelen room”, for short “snoeze-
len”. This term is referred to a product present on the market and originally developed
in the seventies in Holland; snoezeln is the contraction of two Dutch terms “snuffelen”
(meaning “to discover or explore”) and “doezelen” (referring to a relaxed state). The
goal of a Snoezelen is to offer a soothing, nonthreatening and relaxing environment
that promotes a general feeling of restoration and refreshment by engaging peo-
ple with NDD (with the close support of caregivers) with pleasurable, explorative
experiences while keeping controlled the amount, intensity and quality of stimuli
proposed.

Studies have been conducted to explore the therapeutic and educational effective-
ness of Snoezelens and they report improvements of the ability to adapt to circum-
stances and the mitigation of some stereotypes during the sessions in the MSE [18,
20, 26].

However, “snoezelens” have limitations since they offer a restrained capability for
the user to interact with artefacts producing a “cause” and receiving an appropriate
stimulus as an “effect” to establish a case-effect relationship, fundamental in the
development of cognitive skills. In addition to this limitation, another issue is linked
to the creation of learning scenarios, sequences of combinations of stimuli from
different sources, which is time-consuming and potentially risky for the session flow,
since the stimuli in the snoezelen can be controlled only by the usage of physical
buttons; this is not merely a problem of tiredness of the therapists, but also forces the
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caregiver to release attention from the user, who can in turn remove attention from
his/her current task.

Several authors [2, 11, 21] therefore call for exploring new materials and solutions
for MSEs.

2.2 Digitally Enhanced Multisensory Approaches

Researchers in the assistive robotic field have taken the path of designing robots
able to sense touch, communicate through sound, movements and, in some cases,
lights. Several examples have been realized in past years with specific therapeutic
or educational purposes. Most of them are static robots [10, 14], with some notable
exceptions that offer children the possibility to explore the physical space while
experiencing a controlled multisensory experience. QueBall [25] is a spherical robot
able to roll in order to move, sense touches on the surface and communicate with the
user through a wide range of visual and sound stimuli. I-BLOCKS [6] offers a set
of composable blocks equipped with sensors and actuators that can be connected to
create interactive floors or walls. Teo [3] is a soft, huggable, mobile robot that can
react to manipulation; it enables joint (child +robot) body movements in the space
and joint control of multimedia contents on external displays.

Polipo [27] is an interactive smart toy devoted to training fine motor skills. Activ-
ities with this object are completely dependent to the presence of the therapist who
provides support and decides which kind of movements the user has to perform.
Polipo is equipped with four functions designed to train four different motion (press,
pinch, slide and turn) that can be personalized to increase the difficulty of the action.
It is also equipped with lights and speakers to play the preferred song of each child,
which is directly customizable by the therapists, and is used to give positive reward
to the child when completing a task.

Still, the cited works use one or more interactive devices in sedentary contexts,
and do not investigate the learning potential of combining full-body interaction [4]
and multisensory stimuli in the whole physical ambient.

The legacy of research on MSE has been collected by other researchers, mainly
in the field of HCI and Assistive Technology, resulting in new approaches.

MapSense [7] is a multi-sensory interactive map that uses a touch-sensitive
surface, tangibles, olfactory and gustatory stimuli, to help visually impaired chil-
dren improving collaboration and memory skills. MEDIATE [22] is an example
of interactive system that implements multisensory full-body interaction in the
space, creating a sense of agency in children affected by NDD and to enhance
non-repetitive actions in their behaviour. This is achieved through visual, tactile
and aural stimuli, letting the user express him/herself through body movements: it
contains, for example, an interactive floor able to generate sounds in reaction to the
user’s footsteps. However MEDIATE does not integrate with smart objects, which
is important to focus the attention of the child, to promote multimodal sensory
integration and to trigger different possible behaviour of the user during the therapy.
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A different approach has been used by Sensorypaint [23], which is a multimodal
multisensory system designed to let the player digitally paint using physical objects,
body-based interaction and interactive audio.

Authors have compared the use of Sensory Paint with other MSEs through empir-
ical studies, noticing that the combination of aural-visual stimuli and full-body mul-
timodal interaction sustains engagement and helps develop different skills.

2.3 Customizable Technology

Several researchers in Assistive Technology (AT) pinpoint the importance of keeping
both the caregivers and the care receivers “in the loop”, meaning starting from these
stakeholders’ needs and defining technologies that can be customized to their specific
and evolving needs during the therapeutic program.

A number of studies (e.g. [8, 28,29]) embrace the concept of “user empowerment”,
which can be expressed as “the users of the technology are empowered to create and
modify it to solve their own problems ... and they are involved in all design activities,
including the development of prototypes” [19]. As discussed in [17], addressing the
“user empowerment” requirement is fundamental in Assistive Technology to increase
the success of an adoption process and the adoption rates consequently.

Important paradigms that are emerging in the AT field are the so called “Do it
yourself” (DIY), and End User Development (EUD) [16, 28]. Both these approaches
claim that it is important to provide forms of customization beyond parameters tuning,
making possible for therapists or caregivers to build and personalize the technology
they are using. In MapSense [7], for example, the tangibles integrated in the system’s
interactive map are created by the educators and visually impaired children using 3D
printing.

The robotic system reported in [29] provides a Scratch-like interface, letting the
therapist to use a basic visual programming tool to design the behaviours of the
robotic components according to the need of each care receiver. Now the challenge
is to enlarge the power of DIY and EUD tools to smart ambients, instead of the single
object present in the environment. An example is presented in [16], where authors
describe a preliminary EUD tool for Ambient Assisted Living scenarios allowing the
elderly and their caregivers to control and tailor personalized behaviours of different
smart appliances in a “smartified” house.

3 The Magic Room

The Magic Room (MR) is an “open” smart environment designed to transform any
regular room (which must satisfy only some minimal preconditions dimensions and
aeration system) into a magic multisensory play space that offers enjoyable experi-
ences to children with NDD, and helps them in learning and wellbeing.
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Fig. 3 Schema of full MR’s content. (1) front projection, (2) floor projection, (3) computer, (4)
audio system, (5) kinect sensor, (6) fed smart lights, (7) portable smart lights, (8) smart carpet,
(9) magic ball, (10) olfactory machine, (11) bubble maker machine, (12) smart object, (13) smart
dolphin and smart doll, (14) tube lamp

Compared to commercially available solutions of traditional MSEs, the Magic
Room is much more affordable, and can be extended easily both in terms of devices
present in the smart environment and in terms of available stimuli and activities.

As shown in Fig. 3, the MR is equipped with:

two projectors, one oriented towards the front wall and one oriented towards the
floor

a Microsoft Kinec sensor in order to detect the movements of the children
playing in the room, the gesture they are performing and their position

an audio system composed of 5 speakers appropriately disposed across the room
and a personal computer that controls and orchestrates the behaviour of these
appliances

several smart objects: objects of different geometric shapes and materials (a cube,
a pyramid, a cylinder, and a ball) and plush toys. These smart objects contain
sensors and actuators in order to detect the child’s interactions with the smart
object and with the smart environment; such sensors may vary from the different
smart appliances but can be categorized as accelerometers, gyroscopes, tag readers,
touch or pressor sensors, while actuators can be categorized as motors, controllable
light actuators, sound emitters and vibration motors. The covering of smart objects
is usually made by fluffy soft materials in order to be comfortable at touch and
pleasant to the sight.

e smart lights (portable lamps and light bulbs on the walls) that can be remotely
controlled and can change both in colour and in brightness; we are currently using

tTM
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Philips Hue™ lights that are easily retrievable on the market and are distributed
with public APT’s to control them.

e a set of digitally controlled appliances: a bubble maker, to produce soap bubbles
that are known to amuse children and tube lamp that illuminates a vortex of bubbles
inside with changing colours, and is very attractive for children.

The enabling technology of the MR is based on a multi-layered software and
hardware architecture integrating various sensors able to detect the behaviour of the
children that are playing into MR and to communicate with smart objects of different
nature and to respond with an orchestrated set of stimuli.

4 Children’s Activities in the Magic Room

The children’s activities in Magic Room consists of simple games that involve move-
ments in the space and interactions with smart objects, smart lights, and multimedia
contents [15]. All the activities have been designed in cooperation with therapists
for local care centers to adapt both to their educational purpose and to the children’s
needs.

It is important to notice that, independently of the complexity of the activity and
the sensing capabilities of MR, the caregiver can keep the complete control: when the
activity is running he/she has a remote control with which he/she can trigger events
that are too complex or that MR is not able to sense, or can force the execution of
some control “instructions” so to adapt the activity more efficiently to the child’s
needs.

During the initial design phase, we acknowledged that a predefined fixed set of
activities would have made the use of the Magic Room problematic: therapists’ goals
change very frequently and activities must be constantly tuned for each child. Hence
in the initial version of the MR there was no automatic control or orchestration of
stimuli: MR was a gigantic “Wizard of Oz” where all the effects were activated or de-
activated through buttons or sliders on a visual interface over the PC by an operator
according to the children’s movements, positions and manipulation of objects. This
has been of incredible value in a first exploratory study that has enabled us to simulate
a countless number of interactive situations and tasks with the goal of finding the
most suitable combination of stimuli.

However, this was not a appropriate solution on the long term: with one caregiver
constantly focused on operating on the PC, children with NDD could not be properly
controlled, nor they could receive the sufficient support to perform the task. Addi-
tionally when children understood that the “magic” was made by the caregiver at the
PC, MR lost great part of its appeal.

To fulfil the therapist’s need of customization and simplification of the man-
agement of the smart environment, we developed a web tool used to empower the
caregivers which enables them to define new activities.
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Fig. 4 Relaxation activities obtained through soft lights and calm environment and music

Therapists have defined so far over 35 multisensory activities that are characterized
by different levels of complexity and cognitive effort.

In the rest of this section we report examples of these activities, organized in
groups according to their main learning goals: relaxation, visual-motor coordination
(eye-hand coordination), gross motor skills, spatial relationships, shapes, sizes and
colours, social reciprocity and turn taking, practical skills, affection and emotional
bond, attention, concentration and memory span.

4.1 Relaxation

The deficits induced by NDD create a state of insecurity, uncertainty, and inadequacy,
which in turn originates anxiety, psychological rigidity, and resistance to any change
in routine. Relaxation is fundamental to help children unlock these states. To help
them a set of activities has been designed to relive the stress and are used also to
create a trust bond between MR and the children. These activities are basically build
with a video of realistic environment on wall and floor, coupled with soft lights of
appropriate colour and natural inspired music and can be basically presented with
innumerable different variations (Fig. 4).

4.2 Visual-motor Coordination (Eye-Hand Coordination)

To promote an efficient communication between the eyes and the hands, some activity
relies on simple manipulation tasks of the Magic Ball (Fig. 5): a light stimulus is
activated on the smart object in the position touched or pressed by the child. In a
more difficult activity, projected animations suggest a spatial relationship, like “the
cat is ON the table”; the ball has some orientation cues and the child is asked to press
the ball in the area corresponding to the shown relationship, in this case on the top,
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Fig. 5 Visual-motor coordination activities with polipo and the magic ball

so that the area becomes highlighted while a nice music is played, and soap bubbles
appear.

Another type of activities relies upon the use of Polipo: the child is asked to
perform fine manipulation of the elements present on the border of the toy to train in
performing movements similar to the ones needed in the real life: the room projections
display the situation in which that motion is needed and give visual feedback to reward
the child increasing the motivation for him/her to continue.

4.3 Gross Motor Skills

Gross motor skills, which are larger movements a person makes with his arms, legs,
feet, or entire body, are fundamental to perform every day functions, such as walking,
running, and are also crucial for self-care operations like dressing.

To enhance gross-motor skills, in the “Pond game” some items like stones or
leaves, are projected on the floor on top of an animation of a river or a lake, and
the child has to walk or jump on the foreground items only, without touching the
background. Another example is the “Catch the Stars”: A realistic video showing
a galaxy, with stars and planets, is projected on the wall, while the blinking white
LEDs on the carpet render the effect of a starred night sky; the children must hit the
corresponding areas to make them disappear. Another similar activity is the “Lumi-
nous Path” activity. The LEDs in the smart carpet draw sequence of interconnected
straight lines (constituting a path) on which children have to walk while the Kinect
sensor is tracking their movements (Fig. 6).

4.4 Knowledge Skills (Spatial Relationships, Shapes, Sizes
and Colours)

These activities focus on teaching children the differences of objects in shape, size,
colour, distance, and the relationships between these objects. For example, a character
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Fig. 6 An example of activities to train gross motion

Fig. 7 Activities to learn the basic geometrical shapes and the colours

on the screen invites the child to pick up an object of a given colour (or of a given
shape) and place it in the corresponding shape on the floor lighted up thanks to the
smart carpet (Fig. 7).

A more complex activity is “Move to”, designed to train children to build associ-
ations between objects or shapes, and colours. A grid of images is projected on the
floor (the images number depends on the chosen level of difficulty). Initially, each
image shows an object with a dominant colour (for example a yellow sun, a red rose,
a green tree) while the front projection presents a colour which is associated to one
of the images; the child is asked to move to the image shown on the floor that has the
projected color. When he or she reaches the right position, the image disappears and
the lights in the room turn to the colour of the front projection. In a more difficult
versions, the images show colored contours of objects only. Once the player has
successfully chosen the correct item, he or she is asked to perform again the same
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Fig. 8 Children playing at Piera the frog story

action when the projected colour changes, until all images have been successfully
chosen. The child is rewarded for his/her success with a “waterfall” of soap bubbles,
while the tube lamp produces bubbles and changes colour, and clapping sounds are
played.

4.5 Social Skills (Reciprocity and Turn Taking)

The goal of these kind of activities is teach children respect for the others and appro-
priate social behaviour, e.g., waiting while others are playing and the turn taking
need in social interaction.

These skills are promoted in the story of “Piera the frog and her family”. This
storytelling activity requires children to pay attention and listen to the animated
characters, mimic and interact with them, and act in turns, waiting for a mate to
complete an action or playing in groups to solve some tasks of imitation, as shown
in Fig. 8.

4.6 Practical Skills

Activities in this category are devoted to promoting the understanding of some basic
tasks in life social spaces such as crossing the road, taking a bus, or shopping.
The physical room is transformed into an outdoor or indoor social environment, for
example crossing the road with a policeman, by effect of sounds and fragments of
realistic videos displayed on the walls and on the floor.

The interaction paradigm is the same as in the animated storytelling activities:
the video proceeds if the child performs the right movement or gesture, or grasps the
right object, according to social cues appearing on the current video scene.

In the “Bus stop” activity (Fig. 9- left), for example, a video of a real bus stop is
shown frontally and children have to position near the signal so that the bus arrives,
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Fig. 9 Activity to learn to take the bus (on the left) and the smart doll (on the right)

then people are shown to get off the bus; children have to wait until everyone has
exited the bus then they are permitted to get up (simulated with the children that
move towards the screen as if to enter the bus itself.

Another example is the smart doll (Fig. 9- right), equipped with an RFID reader
with which it is possible to identify some card shaped tags. Over this card it is possible
to insert in a transparent pocket an image that, for example, it represents foods. Using
these images and changing the smart room to simulate a dining room is possible to
teach children for example, like the salad is not an appropriate food at breakfast or
that you can’t eat more than one slice of cake per day.

4.7 Affection and Emotions

To promote the capability of developing and externalizing feelings, various activities
with the smart dolphin (inspired to pet therapy methods) help children to build an
affective bond towards this toy. The physical room is transformed into a virtual
aquarium by effect of virtual sea worlds displayed on the walls and on the floor,
soft light effects, and smooth music, and “real” dolphins swim in the room. The
child manipulates the smart dolphin and explores its affordances; the dolphin reacts
to touch, pressure, vibration, position change with the light of its LEDs strips, soft
vibrations, movements of the mouth or the eyes, real dolphin sounds. When it “falls
asleep”, the lights are soft turned down and the video changes to a quite water space
without animals.

Once the children are familiar and emotionally bond with the smart dolphin, they
can use it in a more functional way. The smart dolphin becomes a bridge between the
physical and the virtual world: a virtual dolphin on display suggests manipulations
to do on the smart dolphin, and conversely, the smart dolphin can be used as game
controller to trigger behaviours of the virtual dolphins in the sea world (Fig. 10). In
this game, for example, a dolphin is swimming into the smart environment, displaying



180 F. Garzotto et al.

Fig. 10 Activities with the smart dolphin SAM

a seabed in all its magnificence. Every action that the children do on the smart toy is
directly represented on the screen: when the child caresses the head of the smart toy
the sensors detect in and transmit information to the environment where the digital
dolphin shows itself happy by performing somersaults, or if the pacifier is placed in
the mouth of the smart toy the virtual dolphin goes to sleep.

In another game, a digital dolphin is swimming horizontally across the water while
some rocks are falling or sliding horizontally moved by the waterflow against it; the
child has to make the digital dolphin avoiding the rocks; the game is completely
controlled thanks to the orientation of the smart toy: the gyroscope inside it is able
to detect which orientation the toy has and consequently move the digital dolphin so
that he is able to avoid the dangers to reach it’s family.

5 The Magic Authoring Tool

To customize the Magic Room we provide caregivers with a tool able to define
combinations of stimuli so that an infinite set of scenarios and activities can be
created. This tool is the Magic Authoring Tool (MAT).

To define an activity MAT offers some primitives that are related to two concepts:
what has been sensed by MR and what can be performed by its actuators. To define
how Magic Room have to behave we offer a Rule Based descriptive language. Rules
are used to describe “micro-tasks” and the effects of elementary interactions. To
account for more structured situations and scenarios involving multiple interactions,
rules are clustered in “Scenes” (sets of mutually exclusive rules). An “Activity” is a
(ordered) set of Scenes. A “Session” is a (ordered) set of activities.

As shown in Fig. 11, blocks in yellow represent rules; each rule must have a
condition to verify and a set of actions to perform, such that when the first condition
characterizing a rule that is met, the associated sequence of stimuli is produced the
control is moved to the next scene. Conditions of executions of the blocks (represented
by green primitives) is represented by an event sensed by MR’s sensors; could it be
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Fig. 11 MAT interface: (1) stage area, (2) actions and sensing components, (3) multimedia contents,
(4) simulation area

an action performed on a smart toy able to sense it, a motion or a position decoded
by the Kinect or the caregiver’s action on the remote control, when the event is too
complex or undetectable by MR. As for the actions to be performed, instead, they are
represented by the red blocks; they define different stimuli from the actuators present
in MR. Once the caregiver has completed the activity description, MAT translates it
into a programming language like code, interpretable by the orchestrator of MR.

Another important aspect to take into account is that different activities require
different multimedia contents, and these content should be frequently updated along
the time to reduce the risk of boredom. To address this issue, MAT includes a mul-
timedia database where the caregivers can upload the multimedia content they need
(e.g., retrieving it from the web) and use for an existing or new activity.

As an example, Fig. 12 shows a rule for a scene in an activity with the smart doll.
This activity consists of projecting an image on the front screen that highlights a part
of the human body (e.g., the left hand) and suggests that the same part should be
touched on the smart doll.

In particular, the system waits for two different possibilities: the user can press the
touch sensor present in the left hand of the smart doll or the caregiver can signal that
the user has pressed the wrong sensor. The latter case has a predetermined behaviour
where red light is shown for 3 seconds. In correct cases the light of the room turns
to green, an image of a contour of child with the left-hand coloured is shown on
the front screen, and a clapping sound is played. After 5 seconds, so that the child
can elaborate and process the reward, the clapping sound is stopped, the light turns
white and the image of the contour of the same child with the right-hand coloured
integrated with an explanatory text saying: “touch the right hand” are shown.
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Fig. 12 Example of a rule realized in MAT

6 Conclusions

We performed an exploratory study to investigate strengths and weaknesses of the
Magic Room for children with NDD. The study involved 19 children organized in
4 groups attending the care centre. Children are aged 8—13 and have different forms
of NDD (Intellectual Disability, ASD, Down Syndrome, Prader-Willi syndrome) at
different severity levels: “severe” (IQ =30-35, 4 children), “moderate” (IQ = 35-50,
9 children), and “mild” (IQ =50-70, 6 children). They used the MR in group with
their 2 therapists for 2 or 3 sessions. Each session lasted for approximately 40 minutes
and was video recorded. Our findings, based on the observations reported by the
caregivers, the analysis of video-recordings (performed by therapists not participating
in the session, and a final interview to the entire therapeutic team, indicate that the
MR has a strong potential as learning environment for children with NDD.

The experiences in the MR have elicited functional performances, social
behaviours, and emotional responses that either do not occur using traditional MSEs
or require much more time to be achieved. For example, the “familiarization” with
the new space was surprisingly short. Even if children with NDD are often suspicious
and worried about the unknown and any new situation may be a source of distress,
the participants to our study were not afraid to enter the MR and were immediately
attracted by all its effects: the experience in the room was perceived pleasurable,
as a kind of magic. The various stimuli, especially the lights, the projected anima-
tions, and the bubbles seemed to trigger interest as well as positive behaviours and
emotions. After the first session some children explicitly asked to play again in the
room.

Some improvements in the areas addressed by the various activities (communica-
tion/socialization, emotion, cognition, and motor) were observed in each child regard-
less the individual differences in intellectual functioning and adaptive behaviour.
According to the therapists, these improvements can be ascribed to the richness of
interactions and sensory stimuli offered by the many smart components, the capa-
bility of bridging the physical and the virtual world, and the strong role given to
dynamic interactive lights. Obviously, these results are very preliminary and further
research is needed. Improvements were not consistently present in all children and all
sessions, and we have no empirical evidence of long term or generalization effects.



Engaging Children with Neurodevelopmental Disorder ... 183

Still, the Magic Room may pave the ground towards new therapeutic interventions

for children with NDD that we cannot even imagine now.

References

10.

12.

13.

14.

15.

16.

. Agosta, G., Borghese, L., Brandolese, C., Clasadonte, F., Fornaciari, W., Garzotto, et al. (2015,

August). Playful supervised smart spaces (P3S)—A framework for designing, implementing
and deploying multisensory play experiences for children with special needs. In 2015 Euromicro
Conference on Digital System Design (DSD) (pp. 158-164). IEEE.

. Baker, R., Bell, S., Baker, E., Holloway, J., Pearce, R., Dowling, Z., et al. (2001). A randomized

controlled trial of the effects of multi-sensory stimulation (MSS) for people with dementia.
British Journal of Clinical Psychology, 40(1), 81-96.

. Bonarini, A., Celebi Yilmaz, A. N., Clasadonte, F., Garzotto, F., Gelsomini, M., & Romero,

M. (2016). A huggable, mobile robot for developmental disorder interventions in a multi-
modal interaction space. In IEEE International Symposium on Robot and Human Interactive
Communication (RO-MAN).

. Bonarini, A., Garzotto, F., Gelsomini, M., & Valoriani, M. (2014, May). Integrating human-

robot and motion-based touchless interaction for children with intellectual disability. In
Proceedings of the 2014 International Working Conference on Advanced Visual Interfaces
(pp- 341-342). ACM.

. Brodin, J. (1999). Play in children with severe multiple disabilities: Play with toys-a review.

International Journal of Disability, Development and Education, 46(1), 25-34.

. Brok, J. C., & Barakova, E. I. (2010, September). Engaging autistic children in imitation

and turn-taking games with multiagent system of interactive lighting blocks. In International
Conference on Entertainment Computing (pp. 115-126). Springer, Berlin, Heidelberg.

. Brulé, E., Bailly, G., Brock, A. M., Valentin, F.,, Denis, G., & Jouffrais, C. (2016, May).

MapSense: Multi-sensory interactive maps for children living with visual impairments. In
ACM CHI 2016-chi4good. ACM.

. Brulé, E., & Jouftrais, C. (2016). Representing children living with visual impairments in the

design process: A case study with personae. In Designing Around People (pp. 23-32). Springer
International Publishing.

. Bundy, A. C,, Lane, S. J., & Murray, E. A. (2002). Sensory integration: Theory and practice.

FA Davis.

Cabibihan, J. J., Javed, H., & Aljunied, S. M. (2013). Why robots? A survey on the roles and
benefits of social robots in the therapy of children with autism. International Journal of Social
Robotics, 5(4), 593-618.

. Carter, M., & Stephenson, J. (2012). The use of multi-sensory environments in schools servicing

children with severe disabilities. Journal of Developmental and Physical Disabilities, 24(1),
95-109.

Centers for Disease Control and Prevention Homepage. Retrieved January 11, 2018, from
https://www.cdc.gov/.

Clark, T., Feehan, C., Tinline, C., & Vostanis, P. (1999). Autistic symptoms in children
with attention deficit-hyperactivity disorder. European Child and Adolescent Psychiatry, 8(1),
50-55.

Fong, T., Nourbakhsh, I., & Dautenhahn, K. (2002). A survey of socially interactive robots:
Concepts. Design, and Applications, 10, 16-17.

Gelsomini, M. Video CHI 2017. January 1, 2018, from https://www.youtube.com/watch?v=iq
3mK3efYyo.

Ghiani, G., Manca, M., & Santoro, C. (2016, September). End-user personalization of context-
dependent applications in AAL scenarios. In Proceedings of the 18th International Conference


https://www.cdc.gov/
https://www.youtube.com/watch?v=iq3mK3efYyo

184

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

F. Garzotto et al.

on Human-Computer Interaction with Mobile Devices and Services Adjunct (pp. 1081-1084).
ACM.

Hurst, A., & Tobias, J. (2011). Empowering individuals with do-it-yourself assistive technology.
In The Proceedings of the 13th International ACM SIGACCESS Conference.

larocci, G., & McDonald, J. (2006). Sensory integration and the perceptual experience of
persons with autism. Journal of Autism and Developmental Disorders, 36(1), 77-90.

Kane, S. K., Jayant, C., Wobbrock, J. O., & Ladner, R. E. (2009, October). Freedom to roam: A
study of mobile device adoption and accessibility for people with visual and motor disabilities.
In Proceedings of the 11th International ACM SIGACCESS Conference on Computers and
Accessibility (pp. 115-122). ACM.

Lancioni, G. E., Cuvo, A. J., & O’Reilly, M. F. (2002). Snoezelen: An overview of research
with people with developmental disabilities and dementia; Ayres, A. J. (1972). Types of sensory
integrative dysfunction among disabled learners. American Journal of OT .

Lotan, M., & Gold, C. (2009). Meta-analysis of the effectiveness of individual intervention in the
controlled multisensory environment (Snoezelen®) for individuals with intellectual disability.
Journal of Intellectual and Developmental Disability, 34(3), 207-215.

Pares, N., Masri, P., van Wolferen, G., & Creed, C. (2005). Achieving dialogue with children
with severe autism in an adaptive multisensory interaction: the “MEDIAte” project. IEEE
Transactions on Visualization and Computer Graphics, 11(6), 734-743.

Ringland, K. E., Zalapa, R., Neal, M., Escobedo, L., Tentori, M., & Hayes, G. R. (2014, Septem-
ber). SensoryPaint: A multimodal sensory intervention for children with neurodevelopmental
disorders. In Proceedings of the 2014 ACM International Joint Conference on Pervasive and
Ubiquitous Computing (pp. 873-884). ACM.

Rommelse, N. N., Franke, B., Geurts, H. M., Hartman, C. A., & Buitelaar, J. K. (2010). Shared
heritability of attention-deficit/hyperactivity disorder and autism spectrum disorder. European
Child & Adolescent Psychiatry.

Salter, T., Davey, N., & Michaud, F. (2014, August). Designing & developing QueBall, a robotic
device for autism therapy. In The 23rd IEEE International Symposium on Robot and Human
Interactive Communication. IEEE.

Shams, L., & Seitz, A. R. (2008). Benefits of multisensory learning. Trends in Cognitive
Sciences, 12(11), 411-417.

Tam, V., Gelsomini, M., & Garzotto, F. (2017, March). Polipo: A Tangible Toy for Children
with Neurodevelopmental Disorders. In Proceedings of the Tenth International Conference on
Tangible, Embedded, and Embodied Interaction (pp. 11-20). ACM.

Tetteroo, D., Vreugdenhil, P., & Markopoulos, P. (2015, April). Lessons learnt from deploying
an end-user development platform for physical rehabilitation. In Proceedings of the 33rd Annual
ACM Conference on Human Factors in Computing Systems (pp. 4133-4142). ACM.
Zubrycki, 1., Kolesinski, M., & Granosik, G. (2016). A participatory design for enhancing the
work environment of therapists of disabled children. IEEE RO-MAN 2016.



	Engaging Children with Neurodevelopmental Disorder Through Multisensory Interactive Experiences in a Smart Space
	1 Introduction
	2 Related Work
	2.1 Traditional Multisensory Approaches
	2.2 Digitally Enhanced Multisensory Approaches
	2.3 Customizable Technology

	3 The Magic Room
	4 Children’s Activities in the Magic Room
	4.1 Relaxation
	4.2 Visual-motor Coordination (Eye-Hand Coordination)
	4.3 Gross Motor Skills
	4.4 Knowledge Skills (Spatial Relationships, Shapes, Sizes and Colours)
	4.5 Social Skills (Reciprocity and Turn Taking)
	4.6 Practical Skills
	4.7 Affection and Emotions

	5 The Magic Authoring Tool
	6 Conclusions
	References


