Abstract

Predictive models for machining operations have been significantly improved with numerous methods in the last few decades. This study presents a 3D Finite Element Modeling (3D FEM) approach for the micro end-milling process on Al6061-T6. A number of FE simulations were performed at different cutting conditions to obtain realistic numerical predictions of chip flow, burr formation and cutting forces. FE modelling showed some important advantages, i.e. it can easily deal with any kind of tool geometry and any side effects affecting the chip formation such as thermal aspects and material properties changes. A 3D FE model, as the one used in this study, is able to consider the effects of mill helix angle and cutting edge radius on the chip. The FE model prediction capability was validated by comparing the numerical model results with experimental tests. Some correlations were observed in terms of burr dimension trends and force profile shapes. However, the FE predictions overestimated the real force magnitude pointing out some further development areas.
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1. Introduction

Ultra precision machining is needed for various types of industrial products [1]. Micro milling is an efficient method for producing miniaturized components with 3D shapes in a flexible and cost efficient way in comparison to other micro machining processes [2]. However, some difficulties due to the small scale might be faced, such as tool wear and breakage, chatter, burr formation and high stress variation in small diameter of micro tools, which may shorten their life [3, 4]. Micro machining simulations have become a powerful method to predict cutting information prior to
machining. Models have been broadly developed to improve productivity and enhance product quality. Modeling methods can be classified as analytical, numerical (FEM), experimental, artificial intelligence and hybrid [5-7]. Finite element method has become a significant tool for simulating the micro milling process. It rapidly expanded within last decades due to its benefits and the development of powerful computers. The finite element technique demonstrates to produce detailed information on the cutting process phenomena and quantities such as chip formation, cutting forces, strain, strain rate, tool stresses, cutting temperatures, etc. [8-9]. Finite element analyses can provide information on the metal cutting process that is impossible or difficult to obtain with experimental or analytical methods.

A number of researches have reported on the development of the FEM application to the micro milling process. A strain gradient plasticity based finite element model of orthogonal micro cutting of Al5083-H116 was used to investigate the influence of the tool edge radius on the size effect [10]. The significant effect of four cutting edge radii on residual stress was simulated in orthogonal dry cutting of AISI 316L with continuous chip formation [11]. Another study was performed on micro milling by using a new approach for predicting cutting forces with an orthogonal cutting finite element model by considering the trajectory of the tool and the uncut chip thickness [12]. Chip formation and cutting area temperature predictions were carried out with a 2D FEM on AL 2024-T6 and AISI 4340 considering the influence of the edge radius on minimum chip thickness [13]. Predictions of orthogonal cutting forces were carried out for micro end-milling of brass 260 by considering the chip load and the tool edge radius effect. The cutting force coefficients were identified from a set of simulations in a range of cutting edge radii and chip loads [14]. In another study, CBN coated tool were simulated with the finite element method to predict chip formation, cutting forces, temperatures and wear rates generated in micro milling of Ti-6Al-4V alloy [15]. The effect of the tool edge radius on the frictional contact and on the flow stagnation phenomena in micro machining of medium carbon steel (AISI 1045) were inves-
tigated through 2D FEM approaches. A constant stagnation point angle of 58.5 ± 0.5° was determined for a wide range of undeformed chip thicknesses [16].

Some aforementioned 2D FEM studies reveal advantages of 2D modeling, such as less complicated setup and lower simulation time [13-15], however, 3D FEM simulations present supplementary analysis capabilities to investigate the effect of the mill helix angle and the tool edge radius on chip flow and burr formation, which cannot be investigated by 2D FEM [17]. A 3D micro milling finite element model was proposed in [18] to investigate the effect of the cutting edge radius on temperature distribution, effective stress and simulated cutting forces in Al2024-T6 micro milling. No validation against experiments was carried out. Different tool edge radii produced different cutting force responses in the simulations [18]. In a recent study, 3D FEM simulations were used to predict chip flow and shape during Ti-6Al-4V alloy micro end-milling. The FEM considered the wear along the micro tool by investigating the influence of the cutting edge roundness increment on the machining process performance [19]. Another study focused on the burr formation prediction capability of 3D FEM in micro ball milling of Ti-6Al-4V alloy and investigated different types of burr formation [20].

Many researchers have studied finite element models in the micro field restricting their analyses to the limited case of orthogonal cutting [13-15]. Experimental validations have been often limited to a single cutting condition [6] or have been avoided [18] due to the difficulties of performing tests in the small scale. Very few studies investigated the burr formation [20]. In the present study, 3D FEM simulations were carried out in different cutting conditions in order to test a possible prediction capability increase due to a better tool geometry representation. The numerical model was used to study the chip flow, burr formation and temperature distribution, which are difficult to evidence in physical experiments. Additionally, the force prediction capability of the model was validated by comparing the numerical model results with experiments.
2. Modeling approach

2.1 Finite element modeling of micro end-milling

Three dimensional micro end-milling of Aluminum 6061-T6 was simulated using an explicit time integration method and employing a Lagrangian finite element formulation that can perform coupled thermo-mechanical transient analyses. The special purpose AdvantEdge® FEM software was used [21]. The target material Al6061-T6 has been selected among the materials available in AdvantEdge® library as the most suitable for modeling Al6082-T6, which is currently replacing Al6061-T6 in the industrial practice. 0.5 mm diameter two flute carbide micro end-mills were adopted for validation experiments (Section 3). The actual geometry of the mill, such as cutting edge radius and helix angle (Table 1), was measured by an Alicona Infinite Focus 3D optical microscope and the obtained values used to model the tool into the AdvantEdge® software. Fig. 1(a) shows the set-up and the general geometry of the 3D finite element micro end-milling model and Fig. 1(b) details the magnification of the cutting edge. An up-milling contouring operation was simulated since it is more critical for the chip formation due to the ploughing occurring at low engagement angles. The workpiece was fixed in \( XY \) and \( Z \) directions and the tool constrained in \( Z \) direction. The feed was applied by moving the tool axis along the \( X \) direction. The cutting tool was considered as a rigid body and the workpiece was considered as a viscoplastic material. Neither tool nor workpiece deflections were considered.
Fig. 1 (a) FEM simulation set-up; (b) cutting edge magnification; (c) definition of tool engagement angle $\theta$ (top view)

The rigid cutting tool was meshed using 46793 brick elements. The workpiece was meshed with 4 nodes tetrahedral elements for a total number of 42391 elements. After preliminary evaluation tests, the maximum and minimum element sizes for the workpiece were set to 2 mm and 0.001 mm respectively. The maximum element size of the tool was set at 1 mm and the minimum at 0.001 mm. A higher mesh density was considered in the area where chip was expected to form in order to increase the accuracy of computed outputs (Fig.1 (b)). The mesh quality was constantly monitored during the simulations and, when the element distortion reached a certain threshold, adaptive remeshing was triggered. In addition to remeshing, a refinement factor that determines the softness behavior of the mesh during deformation and a coarsening factor that determines the behavior of element coarsening were applied in various parts of the mesh [22, 23]. The mesh refinement factor was set to the value of 2 and the coarsening factor was set to 5. These values were selected as a trade-off between the prediction time reduction and the capability to generate acceptable simulation results based on some preliminary simulation analyses. The initial temperature of tool and workpiece was set to 20 °C as the room temperature of the validation experiments.
The constitutive model used for calculating the Aluminum 6061-T6 flow stress is known as Power Law (Eq. 1) [22]. This model is based on the stress update method that extends small-strain stress update algorithms to the finite deformation range at a kinematic level to provide a constitutive model for different materials. The default formulation for this constitutive model in the software uses Power Law as follow:

\[ \sigma(\varepsilon^p, \varepsilon, T) = g(\varepsilon^p). \Gamma(\varepsilon). \Theta(T) \]  

(1)

The Power Law contains three terms. \( g(\varepsilon^p) \) is the isotropic strain hardening function (Eq. 2), \( \Gamma(\varepsilon) \) is the strain rate sensitivity (Eq. 3) and \( \Theta(T) \) is a fifth order polynomial function for thermal softening (Eq.4):

\[ g(\varepsilon^p) = \sigma_0 \left( 1 + \frac{\varepsilon^p}{\varepsilon_0^p} \right)^{1/n} \]  

(2)

\[ \Gamma(\varepsilon) = \sigma_0 \left( 1 + \frac{\varepsilon}{\varepsilon_0} \right)^{1/m} \]  

(3)

\[ \Theta(T) = c_0 + c_1 T + \cdots + c_5 T^5 \]  

(4)

where \( \sigma_0 \) is the initial yield stress, \( \varepsilon^p \) is the plastic strain, \( \varepsilon_0^p \) is the reference plastic strain, \( \varepsilon \) is the strain rate, \( \varepsilon_0 \) is the reference plastic strain rate, \( c_0 \) through \( c_5 \) are the coefficients for the polynomial fit, \( T \) is temperature, \( N \) is the strain hardening exponent and \( M \) is the strain rate sensitivity coefficient [21, 22].

The friction phenomenon at the chip-tool interface was modeled using the Coulomb law, as shown in Eq. 5. The frictional stresses \( \tau \) on the tool rake face are assumed to be proportional to the normal stresses \( \sigma_n \) with a friction coefficient \( \mu \) [24, 25]. It is very difficult to determine the friction coefficient from conventional tests due to the different frictional conditions in the sliding region. The machined chip surface is a newly formed surface affected by high strain hardening: the chip hardness is usually higher than the workpiece hardness because of the experienced plastic deformation. This hardness variation may cause changes in the friction coefficient [26]. The friction coefficient in this
study was assumed as $\mu = 0.5$. A study on Al2024-T6 conducted a 3D FEM with a value for the friction coefficient equal to 0.7 [18]. Another study investigated the wear and friction behavior of Al6061 and Al6061 reinforced with 1 wt% of Carbon Nano Tubes (CNT). The study authors considered the friction coefficient as a function of load for Al6061 and observed that its mean value is about 0.5 [27].

$$\tau = \mu \sigma_n \quad (5)$$

3. Experimental setup and conditions

Micro milling tests were performed on a Kern EVO ultra precision 5-axis machining center with nominal positioning tolerance equal to ±1 µm and precision on the workpiece equal to ± 2 µm as declared by the manufacturer. The machine tool and experimental set-up are illustrated in Fig. 2. The workpiece was especially designed in order to have three available machining areas near the geometrical center of the dynamometer flange. The characteristics of the employed carbide mill (Dormer S150.05) are listed in Table 1.

<table>
<thead>
<tr>
<th>Table 1 Nominal and actual tool characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tool manufacturer</td>
</tr>
<tr>
<td>Tool code</td>
</tr>
<tr>
<td>Tool material</td>
</tr>
<tr>
<td>Flute number</td>
</tr>
<tr>
<td>Diameter</td>
</tr>
<tr>
<td>Cutting edge radius ($r_e$)</td>
</tr>
<tr>
<td>Helix angle</td>
</tr>
<tr>
<td>Rake angle</td>
</tr>
<tr>
<td>Relief angle</td>
</tr>
<tr>
<td>Corner radius ($r_c$)</td>
</tr>
</tbody>
</table>
Fig. 2 (a) Machine tool; (b) workpiece fixture on the dynamometer to measure the cutting forces (c) workpiece machining area (top view)

Fig. 3 Characterization of the tool geometry for modeling the micro end-mill: (a) measuring positions along the mill axis; (b) mill and core diameters and cutting edge radius measured on the slice 2; (c) helix angle
Concerning the micro tool measurement, a 3D optical microscope (Alicona Infinite Focus) was used prior to machining to determine the actual fresh tool geometry (Fig. 3). Four different measurements of the mill have been taken with an axial step of 0.1 mm (measurement parameters: 10x magnification, exposure time = 1.206 ms, contrast = 1, coaxial light, estimated vertical and lateral resolutions = 0.083 µm and 4 µm respectively). While a good agreement between nominal and measured value was found for the characteristics angles (Table 1), some variations have been noticed for the mill outer diameter and the cutting edge radius whose measured values were, respectively, within the range 490.4 ÷ 493.6 µm and 2.4 ÷ 3.6 µm. No big variations of the mill geometry were observed at the mill tip.

Table 2 Experimental conditions

<table>
<thead>
<tr>
<th>Cutting parameters</th>
<th>Test 1</th>
<th>Test 2</th>
<th>Test 3</th>
<th>Test 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth of cut</td>
<td>(a_p)</td>
<td>µm</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Width of cut</td>
<td>(a_e)</td>
<td>µm</td>
<td>125</td>
<td>125</td>
</tr>
<tr>
<td>Feed per tooth</td>
<td>(f_z)</td>
<td>µm/(tooth·rev)</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Cutting speed</td>
<td>(v_c)</td>
<td>m/min</td>
<td>28.27</td>
<td>28.27</td>
</tr>
<tr>
<td>Spindle speed</td>
<td>(n)</td>
<td>rpm</td>
<td>18000</td>
<td>18000</td>
</tr>
<tr>
<td>Approach</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4 Frequency response functions (FRF) resulting from impact tests on the fixturing and force measurement system.
The series of micro-milling experiments on Al6082-T6 were carried out in different cutting conditions as shown in Table 2. The cutting parameters were selected to stay around the cutting edge radius with the feed per tooth and, this way, to appreciate the minimum chip thickness effect. The up-milling approach has been selected to maximize the same effect. Each cutting condition was replicated twice to check the results variability, hence the whole experimental design consisted of 8 tests. Two mills have been used to carry out all the experimental runs; one for each replicate.

The micro slots were acquired by Alicona Infinite Focus with 20x magnification to measure the burr height and width at different cutting conditions. Cutting force signals were measured by a miniature piezoelectric three-axial dynamometer Kistler 9317B (Fig. 2(b)) (measuring range: \(F_x, F_y = \pm 1000\) N, \(F_z = \pm 2000\) N; linearity error \(\leq 0.5\%\) FSO (Full Scale Output)) amplified by three Kistler 5015A charge amplifiers. Vibration occurs during the cutting force measurements mainly because of the relatively low resonance frequency of the fixturing and force measurement system, which is approximately 4000 Hz in both \(X\) and \(Y\) directions, as illustrated in Fig. 4. For this reason, the force signals required a compensation [29] to remove the dynamic contribution of the sensor resonance. The frequency response functions (FRF) of the dynamometer were identified from impact tests applied on the force directions as detailed in [29].

4. Results and discussion

4.1 Chip formation and temperature distribution

Contouring micro milling simulations were performed for a single tooth engagement. The simulations were performed on a computer equipped with a processor characterized by 2.6 GHz and 16 cores, 64 GB RAM. 8 threads parallel simulation mode was used to speed up the calculation time about six times. The calculation time was about 100 ± 30 hours depending on the cutting condition. During a micro end-milling operation, the undeformed chip section changes as the tool engagement angle \(\theta\) changes. Fig. 5(a) shows a schematic of a typical undeformed chip section on the periphery of a micro end-mill and Fig. 5(b) shows the 3D undeformed chip geometry, which was calculated...
basing on the mill engagement during the contouring operation. The undeformed chip thickness on the end-mill periphery varies at different positions due to the mill helix angle and corner radius. The FEM is able to consider the correct uncut chip cross section as it is in physical experiments (Fig. 5(c)).

Fig. 5 (a) schematic of the undeformed chip section along the periphery of tool; (b) schematic of the 3D undeformed chip geometry; (c) FEM chip formation for Test 2 \( (f_z = 2 \mu \text{m/(tooth·rev)}; v_c = 28.27 \text{ m/min}) \); (d) experimental chip

Different chip shapes were obtained at the end of the simulation for each cutting condition. Fig. 6 shows the plastic strain distribution in the workpiece, chip and burr at different cutting conditions. The plastic strain has a slight reduction from the most severe cutting condition (Test 1 \( (f_z = 4 \mu \text{m/(tooth·rev)}; v_c = 28.27 \text{ m/min}) \), Fig. 6(d)) to the less severe condition (Test 4 \( (f_z = 4 \mu \text{m/(tooth·rev)}; v_c = 14.13 \text{ m/min}) \), Fig. 6(a)).

Fig. 7(a) and Fig. 7(b) show different steps of chip formation and the resulting temperature distribution for the Test 3 and Test 2, respectively. These two cutting conditions are significant due to the noticeable temperature variation along the tool engagement arc. The predicted temperature reaches its maximum of 33°C in the chip area at \( \theta = 54° \) in case of Test 3. It can be noticed that the chip
shows the highest temperature mainly due to its intensive plastic deformation. The up-milling approach was simulated, where the chip thickness starts at zero and increases towards the end of the cut. In different cutting conditions, chip starts to form at different engagement angle. For instance earlier chip formation occurred with higher feeds per tooth, as expected (Fig. 7(a)). Whereas, for lower feed conditions the ploughing phenomenon occurs and chip formation starts taking place at higher engagement angles. For example, in case of Test 2 (Fig. 7(b)) chip starts to form around $\theta = 12^\circ$ and then it is pushed outside the workpiece without being detached. Basing on the cutting parameters of Test 2, the exit angle is equal to $\theta = 60^\circ$ but Fig. 7(b) depicts the situation for $\theta = 54^\circ$ to stay just before the exit, where the chip is still attached to the workpiece.
Fig. 7 Chip formation and temperature distribution at different engagement angles: (a) Test 3 \( (f_z = 4 \, \text{µm/(tooth·rev)}; \, v_c = 14.13 \, \text{m/min} ) \); (b) Test 2 \( (f_z = 2 \, \text{µm/(tooth·rev)}; \, v_c = 28.27 \, \text{m/min} ) \).

In Fig. 8 the temperature distributions along the tool cutting edge (on the right) and in the tool-workpiece contact area (on the left) are shown at the same angular position \( (\theta \approx 50°) \). The heat is concentrated in the contact area and the temperature increases in more severe cutting conditions, as expected. It should be noticed that in each cutting condition the tool temperature is lower than the chip and workpiece temperature.
Fig. 8 Temperature distribution along the cutting edge and chip at (a) Test 4 ($f_z = 2$ µm/(tooth·rev); $v_c = 14.13$ m/min) (b) Test 3 ($f_z = 4$ µm/(tooth·rev); $v_c = 14.13$ m/min) (c) Test 2 ($f_z = 2$ µm/(tooth·rev); $v_c = 28.27$ m/min) (d) Test 1 ($f_z = 4$ µm/(tooth·rev); $v_c = 28.27$ m/min).

4.2 Burr formation

Fig. 9 depicts the burrs obtained at different cutting conditions both in FEM and in real experiments from the top. In the experimental part Fig. 9(b) the measurements area of the maximum and average burr formation is shown. According to the classification proposed by [30], in these pictures it is possible to observe top burrs, which form on the top side of the slot walls during the
chip generation, and entrance burrs, which arise at the beginning of the tool engagement. As previously stated, the simulations were performed for a single tooth engagement and the pictures of FEM results show the cutting edge at the end of its engagement arc. On the other hand, the optical acquisitions of real specimens show the result of several tooth engagements. For this reason, there is no direct correlation between burrs in the pictures related to the same cutting conditions, but some trends can be observed within each picture series, i.e. along the left and the right column of Fig. 9.

The experimental and FEM results indicate that cutting parameters influence the top burr formation and the top burr maximum height follows the same trend in both cases. Based on the selected cutting conditions, the feed seems to affect the top burr height more than the cutting speed. Both the top burr size and the plastic strain are higher for higher feed values (Test 4, Fig. 9(a) and Test 2, Fig. 9(c)). The smallest top burr is obtained for high cutting speed and low feed (Test 2, Fig. 9(c)). The entrance burr is likely to occur due to the ploughing taking place for low engagement angles, when the effective uncut chip thickness is lower than the minimum uncut chip thickness (Section 4.1). The entrance burr width has the same trend than top burr height, having its lower value for Test 2 (Fig. 9(c)).
Fig. 9 Top view of burr formation at (a) Test 4 ($f_z = 2 \, \mu m/(tooth \cdot rev)$; $v_c = 14.13 \, m/min$) (b) Test 3 ($f_z = 4 \, \mu m/(tooth \cdot rev)$; $v_c = 14.13 \, m/min$) (c) Test 2 ($f_z = 2 \, \mu m/(tooth \cdot rev)$; $v_c = 28.27 \, m/min$) (d) Test 1 ($f_z = 4 \, \mu m/(tooth \cdot rev)$; $v_c = 28.27 \, m/min$).
4.3 Cutting forces

It was noted that all the simulated forces were affected by a relevant amount of noise distributed at an extremely high frequency range, much beyond the range of real cutting force contributions. A fifth-order Butterworth low-pass filter was then applied to the simulated signals with a cut-off frequency equal to the bandwidth achievable by the dynamometer installed on the machine, which is around 7000 Hz after the application of the acquired force compensation [29], in order to obtain simulated force signals comparable with the experiments. The comparisons were performed between results obtained from the finite element model and the physical experiments.

The profiles of the cutting forces obtained for two different cutting conditions, Test 1 and Test 3, are presented in Fig. 10 and Fig. 11, respectively. The feed force $F_x$ is the largest component and shows similar trends for FEM in comparison to experiments. $F_x$ starts decreasing earlier and with a lower inclination in case of FEM.

![Experimental cutting forces](image1.png)
![FEM cutting forces](image2.png)

Fig. 10 Cutting force comparison for Test 1 ($f_z = 4 \, \mu m/(tooth \cdot rev); \, v_c = 28.27 \, m/min; \, a_p = 0.05 \, mm)$
Fig. 11 Cutting forces comparison for Test 3 ($f_z = 4 \, \mu\text{m/(tooth} \cdot \text{rev)}$; $v_c = 14.13 \, \text{m/min}$; $a_p = 0.05 \, \text{mm}$)

The transversal force $F_y$ shows a negative minimum and a positive maximum at the end of the cut for both FEM and experiments. The thrust force $F_z$ is usually the most difficult to evaluate and it is often neglected in the models also for its lower values compared to $F_x$ and $F_y$. The experimental $F_z$ is negligible, apart from a limited region at the end of the cut, while FEM $F_z$ component is always positive.

To summarize, in terms of cutting force profile, the graphical comparison reveals a reasonable matching in terms of curve shapes, especially for the two main force contributions in $X$ and $Y$ directions, while the FEM does not completely fit the experimental results, especially considering the vertical component ($Z$ direction), where this component assumes almost negligible values. A relevant over-estimation of all the forces is provided by the FEM in both cutting conditions. Also the position variation of maximum cutting force was occurred, which might be due to the spindle speed rotational error variation with actual value used for the simulations.

Numerous reasons can explain the mismatching between FEM and experiments in terms of force amplitude. Tool static deflection certainly happened due to cutting forces during cutting opera-
tion, but the FEM does not include tool static deflection. Micro end-milling was modeled in ideal conditions so the tool and spindle runout were neglected. The overestimation of the FEM prediction might be caused by the lack of information on the machined material constitutive model inside the FEM, where only nominal material properties can be selected from the software database. Additionally, the effect of the friction coefficient is significant in cutting force prediction [25], but some lacks still exist on this aspect in micro milling FEM literature. In another study the influence of coefficient of friction was evaluated for the cutting and thrust forces, the result reveals that the coefficient of friction plays an important role in determining cutting force magnitude. In facts, a friction coefficient increase causes an increase of cutting forces [23, 31]. Subsequently in this paper 3D FE model could be evaluated with lower coefficient of friction in order to alter the cutting forces value however, due to the very long calculation time the simulations were not repeated with different coefficient in this part of study.

The further improvements of the model are required in terms of material model. Another substitute material model such as Johnson-Cook (JC) [32] could be adopted with proper material constants for Al6061-T6. However, this is not an easy task since no specific methods exist for characterizing the material at the extremely high strain rates of a micro milling operation (∼10⁵ s⁻¹ and more). The Split-Hopkinson pressure bar test is usually adopted in macro cutting for this task [33], but it cannot easily reach those high strain rate values.

5. Conclusions

This paper investigated the prediction capability of a 3D Finite Element Modeling approach for chip flow, burr formation and cutting forces in case of micro milling of Aluminum 6061-T6 with a 0.5 mm end mill. The effective tool geometry has been taken into account into FEM and a number of simulations have been performed at representative cutting conditions. Micro milling experiments were carried out to validate burr dimensions and cutting forces predicted by FEM. Some correlations were observed in terms of top and entrance burr size, which were affected mainly by the feed. The
proposed 3D FE model demonstrated a good matching with experiments in terms of shapes of the cutting force profiles, mainly in the feed \((F_x)\) and transversal \((F_y)\) directions. In terms of force amplitude, an overestimation was produced. At the moment, the 3D FEM does not seem to produce a sensible improvement in the force prediction, however a good performance was obtained by the finite element model in terms of minimum chip thickness effect and chip shape prediction. Future studies will be devoted to better represent the constitutive behavior of the selected material and to the extension of the simulation and validation for different tool geometries, by also considering the tool deflection caused by milling forces.

**Nomenclature**

\[
a_e : \text{width of cut} \\
a_p : \text{depth of cut} \\
c_{p,s} : \text{coefficients for the polynomial fit} \\
f_z : \text{feed per tooth} \\
F_x, F_y, F_z : \text{cutting force components along the machine tool axes} \\
g(\varepsilon^p) : \text{isotropic strain hardening} \\
M : \text{strain rate sensitivity coefficient} \\
N : \text{strain hardening exponent} \\
n : \text{spindle speed} \\
P : \text{total amount of acquired force points} \\
r_e : \text{cutting edge radius} \\
r_c : \text{corner radius} \\
t_n : \text{undeformed chip thickness} \\
T : \text{temperature} \\
v_c : \text{cutting speed} \\
\Gamma(\varepsilon) : \text{strain rate sensitivity}
\]
\( \varepsilon^p \) : plastic strain

\( \varepsilon_0^p \) : reference plastic strain

\( \dot{\varepsilon} \) : strain rate

\( \dot{\varepsilon}_0 \) : reference plastic strain rate

\( \theta \) : tool engagement angle

\( \Theta(T) \) : fifth order polynomial function for thermal softening

\( \mu \) : friction coefficient

\( \sigma_0 \) : initial yield stress

\( \sigma_n \) : normal stress

\( \tau \) : frictional stress

**Subscripts**

\( i \) : machine tool axis index

\( j \) : prediction model index

\( k \) : acquired force point index

\( \text{meas} \) : measured
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