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Abstract

The evaporation of a thin liquid film is studied by a diffuse interface model whose thermodynamic and transport properties are consistent with those of the Lennard-Jones fluid. Solutions are obtained for various liquid film temperatures and downstream vapor flow velocities. The results are compared with reference molecular dynamics simulations of a system of atoms interacting by the $6 - 12$ Lenard-Jones potential. It is shown that the diffuse interface model underestimates the temperature drop across the non-equilibrium vapor region next to the liquid-vapor interface but overestimates the density drop, thus predicting smaller evaporation rates. Results indicates that the discrepancies between molecular dynamics and diffuse interface model predictions become smaller when the liquid film temperature approaches the critical temperature and the vapor becomes a dense, non-ideal gas. Further successful comparisons of molecular dynamics results with the predictions of a hybrid model, combining the continuum description of the liquid with the kinetic description of the vapor, suggest that the observed discrepancies can be attributed to poor description of the Knudsen layer provided by the diffuse interface model when the vapor phase is dilute.
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1. Introduction

Diffuse interface models (DIMs) provide an interesting and rapidly developing approach to the study of multiphase flows [1, 2]. In the case of a fluid with coexisting liquid and vapor regions, DIMs are capable of a unified description of both phase bulks and interfacial regions, thanks to the presence of an additional contribution in the static part of the stress tensor, which is made to depend on the spatial derivatives of the density field [1, 2], following Korteweg theory of capillary phenomena [3]. Non-equilibrium effects are taken into account by adding viscous stresses, in the classical form of Navier-Stokes constitutive law, to static ones. Similarly, the fluid internal energy and Fourier law expression for heat flux are modified by terms depending on density gradients [1, 2]. In principle, DIMs treatment of multiphase flows offers several advantages. A single mathematical model, based on a small number of PDEs, describes the liquid, vapor and interface regions. Any need to adopt boundary conditions at vapor-liquid interface to take into account evaporation/condensation phenomena [4, 5] is eliminated. Moreover, no interface tracking technique is necessary in DIMs based numerical simulations, since the finite thickness interfacial regions are part of the flowfield. Such attractive features have been exploited to study liquid jets instabilities, spinodal decomposition, boiling and bubble dynamics [6, 7, 8]. DIMs studies, specifically addressing evaporation/condensation flows, are scant and limited to qualitative analysis of flow properties [9, 10]. Although attractive, DIMs description of evaporation or condensation phenomena is not automatically accurate. As a matter of fact, when the vapor phase is dilute a kinetic layer (Knudsen layer) [11, 12] is always formed in the vicinity of the vapor-liquid interface, during evaporation or condensation. This kinetic region extends into the vapor for a few mean paths, depending on the intensity of the mass flow rate. Macroscopic flow properties suffer rapid changes which are not well described by hydrodynamic equations. Since DIMs adopts
Navier-Stokes and Fourier constitutive laws, some deviations from the correct fluid behavior are to be expected. The present work aims at extending a preliminary investigation about the accuracy of DIMs in describing evaporation flows \[13\]. The evaporation of a planar liquid film is used as test problem. Accurate Molecular Dynamics (MD) simulations of the Lennard-Jones fluid are performed to obtain the benchmark flowfield structure in the liquid, vapor and interface regions, without any additional assumption beyond those intrinsic in the classical MD simulation of fluids.

In conducting the comparison of MD computed flow properties with DIMs results, particular care has been taken in constructing a diffuse interface model matching the thermodynamic \[14\] and transport properties \[15, 16\] of the Lennard-Jones fluid. In order to highlight the role of kinetic effects in the Knudsen layer, MD and DIM results are also compared with computations based on a hybrid model (HM) in which the liquid region is described by hydrodynamic equations, whereas the vapor is governed by the Boltzmann equation \[17\]. The liquid and vapor phase are separated by a structureless interface, replaced by kinetic boundary conditions \[4\]. According with the above considerations, the paper content is organized as follows: Section 2 describes the test problem characteristics; MD simulations are described in Section 3 whereas DIM structure, its numerical implementation and results are described in Section 4. The kinetic model structure and numerics are described in Section 5 along with results and comparisons with the reference MD calculations.

2. Test problem description

A simple test problem is used to assess the capabilities of DIM and HM in describing the evaporation of a simple Lennard-Jones liquid. A liquid film, in the form of an infinite planar slab of finite thickness $\Delta z_l$, is initially in equilibrium with its vapor phase at temperature $T_l$. The vapor occupies two regions, symmetrically located with respect to the liquid slab center. Each of them is delimited by the adjacent liquid-vapor interface and an impermeable and adia-
batic piston, whose planar surface is kept parallel to the vapor-liquid interface. The left and right pistons are initially located in the vicinity of the vapor-liquid interface at positions $-z_p(0)$ and $z_p(0)$, respectively. Evaporation flow is then started by withdrawing both pistons with constant opposite speeds $\mp v_p$. During evaporation, the center of the liquid slab is kept at constant temperature $T_l$ to avoid excessive cooling of the liquid slab. The resulting flow is unsteady, because of the interfacial motion and the time evolution of the non-uniform temperature profile in the liquid. However, the receding interfaces common temperature $T_l(t)$, after an initial rapid transient cooling, reaches a minimum followed by a slow monotonic increase. If the initial slab thickness is large enough, the part of the $T_l(t)$ curve following the minimum is so slowly increasing to be considered a constant plateau. In this phase of the system evolution, the temperature profile in the liquid takes an approximately linear shape evolving self-similarly. If the duration of the temperature plateau is long enough with respect to the time sound waves in the vapor take to travel through the gap between the piston and the interface, then the vapor flow becomes quasi-steady. Its structure is relatively simple, consisting in a kinetic region (Knudsen layer) next to the interface, followed by a uniform equilibrium region where the vapor moves with the piston speed. Vapor density and temperature are dictated by the proper kinetic jump relationships [4, 11, 12, 18], determined by the microscopic mech-
anisms governing molecular emission from the liquid phase into the vapor and vapor molecules scattering from the liquid surface \[19, 20, 5\]. Hence, the present test problem represents a good probe of the capabilities of a model to reproduce transport properties at the vapor-liquid interface.

3. Molecular dynamics simulations of a liquid film evaporation

The role of molecular dynamics (MD) \[21\] simulations is to provide the most fundamental description of the test problem and the reference flowfield properties. It is assumed that the fluid is composed by \(N_a\) identical atoms of mass \(m\), interacting pairwise through forces derived from the following Lennard-Jones (LJ) 6–12 potential \(\phi_{LJ}(r)\) \[22\]:

\[
\phi_{LJ}(r) = 4\epsilon \left( \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right)
\]

In Eq. (1), \(r\) the distance between two interacting atoms, \(\epsilon\) is the depth of the potential well, whereas the length \(\sigma\) defines the effective range of atomic forces. More precisely, \(r_m = 2^{1/6}\sigma\) is the position of the potential minimum.

The atomic mass and the LJ potential parameters have been adopted as natural units for all fluid properties defined in the paper. Accordingly, length, time and mass are normalized with respect to the natural space, time and mass scales of atomistic simulations, namely \(\sigma, \sqrt{\frac{m\sigma^2}{\epsilon}}\) and \(m\), respectively. Temperature is
normalized to $\frac{\epsilon}{k_B}$, being $k_B$ the Boltzmann constant. Throughout the paper, the symbol $\rho$ is associated with the fluid reduced density $n\sigma^3$, being $n$ the fluid number density. The described normalizations has been also used in the Diffuse Interface Model and in the hybrid continuum-kinetic model described below.

Atomic motions are computed numerically by integrating Newton’s equations by the velocity Verlet scheme [21]. The time step, in LJ units, has been varied between $2.0e-03$ and $5.0e-03$. The infinite system is constructed as the union of periodic replicas of the finite fluid column sketched in Figure 2. The MD computational domain has fixed side lengths $L_x$ and $L_y$ along the two directions $x$ and $y$, where periodic boundary conditions [21] are applied, being parallel to the liquid surface. Along the direction normal to the liquid surface, spanned by the coordinate $z$, the column height is delimited by the piston positions. Forces have been computed according to the minimum image convention [21], after truncating atomic interactions of pairs whose relative distance $r$ exceeds a specified cut-off radius $r_c$. The latter been set equal to $3.0\sigma$ to keep the computational time within reasonable limits. A spatial grid, with a cell size of $r_c$, has been used to index atoms and make the search of nearest neighbors more efficient. Although intrinsically three-dimensional, the adopted MD setup guarantees that ensemble averaged macroscopic quantities will depend only on $z$ and $t$, thus approximating the infinite system described in Section 2 in a statistical sense.

Each computation has been started from an initial state in which a liquid slab, located in the center of the computational box, is in equilibrium with its vapor at a specified temperature $T_l$. The vapor occupies the two symmetrical gaps located between the vapor-liquid interfaces and the box walls at $z = \mp z_p(t)$, consisting of two specularly reflecting pistons which, at time $t = 0$, are impulsively set into motion with opposite constant velocities $\mp v_p$, in order to increase the vapor gaps volume and cause liquid evaporation. The simulation box lengths $L_x$ and $L_y$ have been set equal to $8r_c$, or $24\sigma$. The initial values of the liquid slab thickness has been set equal to $80\sigma$ for the simulations with lower evaporation rates ($T_l = 0.80, 0.85, 0.90, v_p = 0.10, 0.15$) and increased to $90\sigma$ when the either
$T_l > 0.90$ or $v_p = 0.2$. In the case $T_l = 1.05, v_p = 0.2$ the initial slab thickness has been set equal to $100\sigma$. The described system initialization ensures a sufficiently long temperature plateau duration after the transient liquid surface cooling. Depending on the $T_l$ and the initial slab thickness, $N_a$ varied from about $3.3 \times 10^4$ to about $4.0 \times 10^4$. During the evaporation process, a narrow central strip of the liquid slab, $3.0 - 4.0\sigma$ wide, is thermostatted at temperature $T_l$ by a simple Gaussian thermostat [21]. Local values of the fluid macroscopic quantities have been obtained by sampling microscopic states of atoms belonging to the same spatial cell. The cell system for macroscopic quantities estimation is not the same used for atom indexing, having a resolution of a small fraction of $\sigma$ (typically $\sigma/4$). The time evolution of the system macroscopic properties has been obtained by dividing the total simulation duration into a number of time windows and computing time averaged system properties in each window. The amplitude of the time window is small enough to make the interface motion have a negligible effect on sampling spatial profiles. To further increase the number of microscopic samples in the vapor phase, each time averaged profile has been obtained by superposing the results of 48 statistically independent parallel simulations of the (macroscopically) same system, each one using $N_a$ atoms. The system sizes, in terms of spatial extensions and simulated atoms number, are believed to be adequate in view of the comparison with DIM described below. Actually, the column widths $L_x, L_y$, the liquid slab half-thickness and $N_a$ are definitely larger than the corresponding values used in MD simulations aimed at deriving the LJ fluid transport properties used in DIM (see Ref. [15] and references therein). Moreover, the comparisons described in the present paper show the same degree of deviation from DIM and HM found in a preliminary study of the same test problem [13], where smaller systems have been used.

Owing to the high number of atoms in the liquid phase and the relatively large number of independent samples (48) used in ensemble averages, the liquid phase profiles, as well as the interface motion and temperature show run to run variations well below 1%. In the vapor phase, samples size is smaller and variance higher, as can be seen from the profiles displayed in Fig. 5. The
Table 1: Test simulations equilibrium properties values in LJ units. \( \rho_l \) and \( \rho_v \) are the liquid and vapor reduced densities, respectively.

<table>
<thead>
<tr>
<th>( T )</th>
<th>( \rho_l )</th>
<th>( \rho_v )</th>
<th>( l_v )</th>
<th>( Z = p/\rho_v T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.80</td>
<td>0.761</td>
<td>1.226e-02</td>
<td>11.46</td>
<td>0.914</td>
</tr>
<tr>
<td>0.85</td>
<td>0.734</td>
<td>1.887e-02</td>
<td>6.874</td>
<td>0.882</td>
</tr>
<tr>
<td>0.90</td>
<td>0.706</td>
<td>2.793e-02</td>
<td>4.785</td>
<td>0.844</td>
</tr>
<tr>
<td>0.95</td>
<td>0.675</td>
<td>4.023e-02</td>
<td>3.416</td>
<td>0.799</td>
</tr>
<tr>
<td>1.00</td>
<td>0.641</td>
<td>5.705e-02</td>
<td>2.473</td>
<td>0.744</td>
</tr>
<tr>
<td>1.05</td>
<td>0.600</td>
<td>8.091e-02</td>
<td>1.745</td>
<td>0.676</td>
</tr>
</tbody>
</table>

relative error associated with the MD estimations of macroscopic quantities in the gas phase is in the range 1.0 – 1.5%. MD results reported here have been obtained for the values of the liquid temperature listed in Table 1. Three piston speed values have been considered: \( v_p = 0.10, 0.15, 0.20 \). Such velocity settings produce downstream flow Mach numbers of the same order of magnitude and Knudsen layers of thickness of the order of 1.0 – 3.0 mean free paths, equivalent to several atomic diameters \( \sigma \). Table 1 also summarizes the equilibrium properties of the liquid and vapor at the temperatures specified above. In particular, the rightmost two columns contain the values of vapor mean free path \( l_v \) and compressibility \( Z = P_v/(R\rho_v T_l) \), being \( P_v \) the vapor pressure, \( \rho_v \) the vapor density and \( R = k_B/m \) the gas constant. The Lennard-Jones fluid pressure has been computed from the equation of state proposed in Ref. [14] in the form:

\[
P = \rho T + \sum_{i=1}^{8} a_i(T)\rho^{i+1} + \exp(-3\rho^2) \left[ \sum_{i=1}^{6} b_i(T)\rho^{2i+1} \right]
\]

In Eq. (2), all quantities are expressed in the Lennard-Jones units mentioned above. The coefficients \( a_i(T) \) and \( b_i(T) \) are rational functions of the temperature \( T \), defined by 32 parameters whose values have been determined by MD simulations [14]. It should be noted that mean free path value has only an indicative meaning. As a matter of fact, it has been evaluated from the gas shear
Figure 3: MD computed time evolution of density profile; \( T_1 = 0.80, v_p = 0.15 \). Dashed line: initial density profile. Density profiles displayed every 200 time units.

Viscosity \( \mu \), following the dilute gas expression for hard sphere interaction \[23\]:

\[
l_v = \frac{16\mu}{5\sqrt{2\pi RT_1\rho_v}}
\]  \hspace{1cm} (3)

Although the vapor conditions are close to ideal ones only for the lowest temperature values. The viscosity of the LJ fluid has been computed by the expression given in Ref. \[15\] which, in the limit \( \rho \to 0 \), reduces to the ideal LJ gas viscosity in the form:

\[
\mu^{(id)}(T) = \frac{5}{16\sqrt{\pi}} \frac{\sqrt{T}}{\Omega^{(2,2)}(T)}
\]  \hspace{1cm} (4)

Where the transport collision integral \( \Omega^{(2,2)}(T) \) \[23\] has been approximated as described in Ref. \[24\].

The results of a typical MD simulations of the evaporation of a planar liquid film are reported in Figures 3, 4 and 5. Figure 3 shows the time evolution of the density profile when the temperature \( T_1 \) is set equal to 0.8 and the piston speed \( v_p \) is equal to 0.15. Density profiles are displayed at equally spaced time intervals of 200 time units \( t = \sigma \sqrt{\frac{T}{\rho}} \). The profile evolution shows that, after a short transient, the interface density profile recedes while keeping the same shape. In
the bulk of the liquid region the density is almost linearly increasing because of the interface evaporative cooling. The upper panel in Figure 4 shows the displacement of the interface position $z_I(t)$ with respect to its initial value $z_I(0)$ as a function of time, for three simulation with temperature $T_l = 0.80$ and $v_p = 0.10$, $0.15$, $0.20$. The interface position is defined as the point corresponding to the steepest density profile slope. All curves show an initial stage of the evaporation process in which the recession velocity increases till it reaches a fairly constant value. As shown in the lower panel of Figure 4, the initial stage corresponds to the drop of the nominal interface temperature $T_I(t) = T(z_I(t))$, caused by evaporation. After the initial temperature drop, the interface temperature $T_I$ stabilizes when the energy flux associated with evaporation is balanced by the conductive heat flux from the liquid bulk and the interface recession velocity
becomes nearly constant. Profiles of the interface structure at time $t = 3900$ is shown in Figure 5. The density profile provides a natural reference to describe the interfacial flowfield. The vertical dashed line marks the "center" of the interface as the position of steepest slope of the density profile. The choice of this reference position is not merely conventional. Actually, the fluid velocity is equal to zero in the liquid bulk but it starts accelerating towards its limit value, $v_p$, from a position very close to the interface center, as defined above. The temperature profiles show that the same position seems to mark also the beginning of the non-equilibrium region in the vapor expansion. Considering the flow geometry, it is convenient to define the longitudinal and transversal temperatures $T_{\parallel}$ and $T_{\perp}$ defined as:

$$T_{\parallel}(z, t) = \frac{1}{Rn(z, t)} \int [\xi_z - v_z(z, t)]^2 f(\xi, z, t) \, d\xi$$

$$T_{\perp}(z, t) = \frac{1}{2Rn(z, t)} \int (\xi_x^2 + \xi_y^2) f(\xi, z, t) \, d\xi$$

$T_{\parallel}$ and $T_{\perp}$ are the dispersions of the distribution function $f(\xi, z, t)$ of molecular velocities $\xi$ at position $z$ and time $t$, respectively along the direction parallel and perpendicular to the net flow velocity $v_z(z, t)$. The overall temperature $T$ is defined as

$$T = \frac{T_{\parallel} + 2T_{\perp}}{3}$$

Within the liquid bulk, the temperatures $T_{\parallel}$ and $T_{\perp}$ coincide with the value of the overall temperature $T$ which, outside the narrow thermostatted strip, exhibits a linearly decreasing profile. The superposed linear profiles of $T_{\parallel}$, $T_{\perp}$ and $T$ start separating in the vicinity of the interface center. The longitudinal temperature $T_{\parallel}$ exhibits the strongest drop in the outermost region of the interface, reaching a minimum at the beginning of the vapor region. The three temperatures relax to a common spatially uniform value $T_{\infty}$ in the equilibrium region at the end of the Knudsen layer, where the velocity takes the piston value $v_p$ and the density the uniform value $n_{\infty}$. As discussed in many kinetic theory studies of the Knudsen layer structure close to an evaporating surface [25], the
Figure 5: MD computed density, velocity and temperatures profiles at $t = 3900$; $T_l = 0.8$, $v_p = 0.15$. The vertical dashed line marks the position of $z_I$, coinciding with the maximum of $\left| \frac{\partial \rho}{\partial z} \right|$. The separation of longitudinal and transversal temperature profiles is caused by the anisotropy of the distribution function $f(\xi, z, t)$. In the vicinity of the liquid surface, $f$ is the superposition of two different molecular streams. The first one, composed by evaporating molecules, has a Maxwellian shape with temperature $T_I$ and virtually zero drift velocity in the half space $\xi_z > 0$. The second one, composed by molecules traveling toward the liquid surface ($\xi_z < 0$), has a distribution well approximated by a half-space Maxwellian with temperature $T_\infty$ and drift velocity $v_p$. The resulting $f$ will have different temperatures in the directions normal and parallel to the liquid surface. In particular, $T_\parallel$ will be lower than $T_\perp$ because directly affected by the gas expansion, through $v_z$. Although a more comprehensive comparison of MD results with the kinetic description of the Knudsen layer will be given in Section 5, it is worth observing
that if it is assumed that the evaporation coefficient of the LJ liquid is equal
to one and liquid surface is attributed the temperature \( T_I \) corresponding to
the position \( z_I \) defined above, then the MD temperature and density jumps
across the Knudsen layer are in good agreement with the prediction of kinetic
theory for the evaporation of a monatomic dilute gas \[18, 25\]. For instance,
in the case \( T_I = 0.8, \; v_p = 0.2 \) (see Fig. \[14\]) the downstream Mach number
\( M_\infty = v_p/\sqrt{5T/3} \) amounts to about 0.185, whereas \( T_I \approx 0.75 \). The kinetic the-
ory temperature and density ratios \( T_\infty/T_I \) and \( \rho_\infty/\rho_s(T_I) \) for the given value
of \( M_\infty \) are respectively equal to 0.93 and 0.77. The corresponding MD values
are 0.93 and 0.78, respectively. The density jump has been computed using the
equilibrium reduced saturated vapor density \( \rho_s(T_I) \) computed from the vapor-
liquid coexistence curve derived from Eq. \[2\], which is in excellent agreement
with equilibrium MD data.

4. Diffuse interface model predictions

In 1901, Korteweg \[3\] proposed to model capillary phenomena by adding,
besides pressure, a suitable set of terms depending on the density gradient to
the static stress tensor \( \mathbf{P}^{(s)} \) \[1\] \[2\]. In its simpler form \[2\], \( \mathbf{P}^{(s)} \) reads:

\[
\mathbf{P}^{(s)} = \left( p - K\rho\nabla^2\rho - \frac{1}{2}K|\nabla\rho|^2 \right) \mathbf{I} + K\nabla\rho \otimes \nabla\rho
\]

(7)

where \( p(\rho, T) \) is the hydrostatic pressure in the uniform fluid, given by the fluid
equation of state as function of density \( \rho \) and temperature \( T \). The coefficient
\( K \) influences the intensity of the density gradient terms and it is generally a
function of both density and temperature. In a state of thermal and mechanical
equilibrium, the density field is determined by requiring uniform temperature
\( T \) and the following condition on the static stress tensor:

\[
\nabla \cdot \mathbf{P}^{(s)} = 0
\]

(8)

In a one dimensional configuration in thermal and mechanical equilibrium, with
an infinite planar interface separating the liquid and vapor phases, the fluid
density depends only on the spatial coordinate $z$, normal to the interface. In this case, with the static stress tensor given by Eq. (7), Eq. (8) states that the $P_{zz}^{(s)}$ component is constant throughout the fluid:

$$P_{zz}^{(s)} = p - K \frac{d^2 \rho}{dz^2} + \frac{1}{2} K \left( \frac{d \rho}{dz} \right)^2 = p_{\infty}$$ (9)

Eq. (9) determines the density profile; $p_{\infty}$ is a boundary condition and it is computed imposing the usual thermodynamic condition for phase equilibrium. The coefficient $K$ is related to the surface tension $\gamma$ by the relationship:

$$\gamma = \int_{-\infty}^{\infty} K \left( \frac{d \rho}{dz} \right)^2 \, dz$$ (10)

The extension of Korteweg theory to non-equilibrium flows can be modeled by the conservation laws of mass, momentum and energy [1, 2]:

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{v}) = 0$$ (11)

$$\frac{\partial \rho \vec{v}}{\partial t} + \nabla \cdot (\rho \vec{v} \otimes \vec{v} + \mathbf{P}) = 0$$ (12)

$$\frac{\partial (\rho e_T)}{\partial t} + \nabla \cdot (\rho e_T \vec{v} + \mathbf{P} \cdot \vec{v} + \vec{q}) = 0$$ (13)

with the following closures:

$$\rho e_T = \rho e + \frac{1}{2} K |\nabla \rho|^2 + \frac{1}{2} \rho \vec{v}^2$$ (14)

$$\mathbf{P} = \mathbf{P}^{(s)} + \vec{\tau}$$ (15)

$$\vec{\tau} = -\mu \left( \nabla \vec{v} + \nabla \vec{v}^T \right) - \eta (\nabla \cdot \vec{v}) \mathbf{I}$$ (16)

$$\vec{q} = -\lambda \nabla T + K \rho (\nabla \cdot \vec{v}) \nabla \rho$$ (17)

As shown by Eq. (14), the total fluid energy per unit mass, $e_T$, is obtained by adding the contribution of capillary forces, $1/2K|\nabla \rho|^2$, to the sum of the fluid kinetic energy and internal energy $e(\rho, T)$ of the uniform fluid. The total stress tensor $\mathbf{P}$ is defined in Eq. (15) by adding to the Korteweg contribution, $\mathbf{P}^{(s)}$, the viscous stress $\vec{\tau}$ in the usual Navier-Stokes form. In Eq. (16), $\mu$ is the coefficient of shear viscosity and $\eta$ the coefficient of volume viscosity. The quantity $\vec{q}$ in Eq. (17) denotes the total heat flux, consisting of the classical...
Fourier law contribution, \( -\lambda \nabla T \), \( \lambda \) being the thermal conductivity and a capillary contribution, \( K \rho (\nabla \cdot \vec{v}) \nabla \rho \), often referred to as interstitial working, in literature [1]. Under the main assumption that the Clausius-Duhem inequality and the usual thermodynamic relationships among internal energy, entropy and Helmholtz free energy are valid also inside the non-uniform interface region [1], the above closures ensure that the production term in the entropy balance equation is non-negative [2].

It is to be observed that the introduction of the Korteweg capillary stress model into the Eqs. (11-14) allows for a physically realistic description of interfacial phenomena, therefore the characteristic space and time scales of the model become comparable to those of atomistic simulations. In order to build up a Diffuse Interface Model consistent with the properties of the Lennard-Jones (LJ) fluid, the equations of state \( p = p(\rho, T) \) and \( e = e(\rho, T) \) have been computed from the modified Benedict-Webb-Rubin form, proposed in Ref. [14], which allows an accurate representation of MD data in a wide range of density and temperature (the form of the pressure is given by Eq. [2]). Moreover, simple mean field corrections allow accurately adding the dependence of thermodynamic properties on the LJ potential cutoff distance \( r_c \) [14]. Shear viscosity \( \mu(\rho, T) \) and thermal conductivity \( \lambda(\rho, T) \) have been computed from the expressions given in Ref. [15] and Ref. [16], respectively. The proposed correlations exhibit a maximum error of 3.2% and an average error of 1.2% for thermal conductivity, whereas a maximum error of 5.0% and an average error of 1.9% holds in the case of viscosity. Errors are intended as deviation from MD data sets used to obtain the correlation themselves. The contribution of volume viscosity to normal stresses has been neglected because the results suggested that the vapor expansion occurs mainly in the low density flow region where volume viscosity is small. In most of the calculations presented here, the coefficient \( K(\rho, T) \), appearing in Eq. [7], has been assumed not to depend on the density \( \rho \), although its value has been made to depend on \( T_l \). For each computed solution, \( K(T_l) \) has been obtained by matching the MD computed equilibrium density profile with the DIM density profile resulting from the integration of Eq. [9]. For all considered
cases, excellent agreement between equilibrium DIM and MD density profiles has been obtained by a proper choice of $K(T_l)$, as shown in Figure 6. Appendix A provides a more detailed description and discussion about the determination of $K(T_l)$ and the sensitivity of the computations with respect to its setting. It also worth observing that the DIM computed equilibrium liquid and vapor densities are computed from the liquid-vapor coexistence curve obtained from Eq. (2). Hence, the good agreement observed in Figure 6 is also a result of the capability of Eq. (2) to describe MD equilibrium states.

The numerical solution of the governing equations (11), (12) and (13) is not trivial. They form a system of conservation laws with the same formal eigenvalues structure of the Euler equations for a perfect gas. We observe that for sufficiently low values of pressure, the vapor phase behaves practically as a perfect gas. However the equation of state of the Lennard-Jones fluid, unlike the one of the perfect gas, is non-convex for values of the density found inside the interface region. Moreover the fluid can be compressible in the vapor region, but it is practically incompressible in the liquid region. An effective numerical
Table 2: MD, DIM and HM predictions of interface velocity $v_I$, density drop ratio $\rho_\infty/\rho_s(T_l)$ and temperature drop ratio $T_\infty/T_l$ as a function of piston speed $v_p$, for $T_l = 0.80,$ 0.85, 0.90. The saturated vapor reduced density $\rho_s(T_l)$ has been computed from the liquid-vapor coexistence curve based on Eq. (2).

The saturated vapor reduced density $\rho_s(T_l)$ has been computed from the liquid-vapor coexistence curve based on Eq. (2).

A scheme able to handle both compressible and incompressible flows is proposed in Ref. [26]. The original scheme is devised for a perfect gas, but it is straightforward to extend it to a Lennard-Jones fluid with a non-convex equation of state. The governing equations (11), (12) and (13) are discretized with a finite volume method over a staggered one dimensional grid. The mass fluxes that transport momentum and energy are computed from the discretization of continuity equation (11), in such a way momentum and energy, besides mass, are conserved [27]. The transport terms associated with the tensor $P = P^{(s)} + \tau$ and the heat flux vector $\vec{q}$ are discretized with a central second order approximation. The discretization of the convective fluxes $\rho \vec{v}$, $\rho \vec{v} \otimes \vec{v}$ and $\rho \vec{v} \vec{e}_T$ is more critical. The DIM method, by construction, fully resolves the interface region between the gas phase and the liquid phase. However inside the interface strong density gradients are present. It is well known that under these conditions a central discretization of the convective fluxes can cause unphysical oscillations.
of the numerical solution \[28, 27\]. Therefore the convective fluxes are discretized with the second order, non-linear, total variation bounded, OSPRE scheme \[29\], that ensures a non-oscillatory behaviour of the numerical solution. The OSPRE scheme uses a three point stencil to compute the convective fluxes. The stencil is locally upwind-biased \[29\] with respect to the direction of fluid velocity, in this way the scheme can be used also in regions where the equation of state is non-convex. As a check of the accuracy of the OSPRE scheme, we have computed the evaporation process, for \( T_l = 0.8 \) \( v_p = 0.15 \), also with a second order central discretization of the convective fluxes: the maximum relative difference between the two computations is less than 1.5%.

The discretized governing equations are advanced in time with an explicit, second order accurate Runge-Kutta strong stability preserving method \[30\]. The choice is dictated by the nonlinear stability properties that the above scheme enjoys for the numerical solution of systems of conservation laws with discontinuities or strong gradients. The second order Runge-Kutta method is stable if the Courant-Friedrichs-Lewy (CFL) number is equal or smaller than one. The time step of the numerical integration is chosen in order to respect the CFL number condition. The governing equations (11), (12) and (13) contain both convective terms and diffusive terms and each of them imposes its own restriction on the time step \[27\]. At every time step the most restrictive condition is chosen and the time increment computed from the requirement \( CFL \leq 1 \) is used to advance the numerical solution.

The one dimensional domain is divided into \( N_c \) cells; because the finite volume method is staggered, density and energy unknowns are located at the cells center, while velocity is located at the cells faces. In the computations presented here all the cells have the same width. However it is possible to have cells of variable width, with smaller cells in the interface region and larger cells in the bulk regions, in order to reduce the total number of cells and the computational time. For the computations presented in this contribution we have performed a grid refinement study in order to assess the optimal number of grid points by using a simple criteria: we have enough grid points when increasing their
number by 50% changes the solution by less than 1%. Boundary conditions are imposed with a layer of two ghost cells at each boundary of the domain. On the vapor side of the domain, velocity is specified by the boundary condition, density and energy are extrapolated from the interior with the condition of zero gradient. On the liquid side of the domain, temperature is imposed, density is extrapolated from the interior assuming that it is symmetric, velocity is extrapolated assuming that it is antisymmetric.

### 4.1. Numerical results

Equations (11-13) have been numerically solved by the scheme described above to study the test problem formulated in Section 2 with the same physical
setting adopted for MD simulations. However, the DIM computational setup presents some differences with respect to MD. First of all, the spatial symmetry of the problem has been fully exploited in DIM by computing the solution only in the half space $z > 0$. Secondly, the extent of DIM spatial domain has been kept constant in time. The piston used in MD simulations has been replaced by an open boundary in the vapor region, where the boundary conditions described above have been assigned. If the distance of the open boundary from the liquid-vapor interface is large enough to contain the region where the vapor expand into a downstream uniform flow with prescribed velocity $v_p$, then the system will exhibit the same long time behavior observed in MD simulations, although the initial transient will be different. In particular, after the initial cooling phase the interface temperature will remain fairly constant for a time sufficiently long to allow the development of a quasi-stationary vapor flowfield. Moreover, the interface will recede with constant velocity while keeping the same structure.

Figure 7 shows the time evolution of DIM computed density, temperature and velocity fields in the case $T_i = 0.90$ and $v_p = 0.2$. The solid lines represent the
Figure 8: $T_l = 0.80, v_p = 0.1$. Comparison of MD and DIM computed density, temperature and velocity fields.

solution at a time belonging to the transient phase, whereas the dashed and dot-dashed lines are associated to two successive profiles taken after the downstream flowfield has reached its asymptotic uniform and quasi stationary state. Although the description of the liquid film evaporation provided by the diffuse interface model is qualitatively in agreement with MD one, the quantitative comparison shows discrepancies depending on the physical system setting. Figures 8 and 9 show the comparison of MD and DIM flowfield profiles in two cases with the same temperature, $T_l = 0.80$, but different downstream velocities, respectively $v_p = 0.1$ and $v_p = 0.2$. In each figure, MD and DIM are compared at the time when both system have reached their respective quasi-stationary condition with coincident interface positions. Since the downstream velocity is assigned in both computational schemes, the downstream value of $v_z(z,t)$ is the same. However, the approach to the asymptotic limit is different. The MD velocity profile has a much sharper jump to $v_p$. In the case of the temperature and density, the discrepancy is not limited to the length scale of the approach to the asymptotic value but involves the respective downstream values $T_\infty$ and
Figure 9: \( T_l = 0.80, v_p = 0.2 \). Comparison of MD and DIM computed density, temperature and velocity fields.

\( \rho_\infty \). DIM predicts smaller temperature jumps and larger density jumps. The discrepancies are larger for larger values of \( v_p \). Since DIM predicts lower values of \( \rho_\infty \) for the same \( v_p \), DIM overall evaporation rates and interface recession velocity will be accordingly lower than the respective MD data. Table 3 summarizes MD and DIM computed values of the interface recession velocity \( v_I \), asymptotic temperature \( T_\infty \) and density \( \rho_\infty \), respectively normalized to \( T_l \) and the saturated vapor density \( \rho_s(T_l) \), for the three lowest values of \( T_l \) where the vapor is close to ideal conditions. The comparison clearly indicates that the large discrepancy between the predicted values of \( \rho_\infty \) causes DIM to strongly underestimate \( v_I \). However, the discrepancies seem to become smaller as \( T_l \) grows and the vapor becomes accordingly denser, as shown in Table 3 reporting the values of \( T_\infty \), \( \rho_\infty \) and \( v_I \) as a function of \( T_l \), for \( v_p = 0.1 \). In the lower part of the table, the relative deviations, normalized to the MD values, are shown. The smaller discrepancies at higher \( T_l \) are also evident in the flowfield comparison presented in Figure 10 showing the case \( T_l = 1.05 \), \( v_p = 0.1 \). Now the asymptotic temperature discrepancy is quite small and the velocity profiles
very close. Again, vapor density exhibits the largest relative error affecting the interface recession velocity discrepancy. As mentioned above, the DIM numerical results have been obtained using a constant value of $K$, as assumed in many previous studies. Although the dependence of $K$ on density and temperature can be explicitly obtained for simplified kinetic models [31], its derivation, even approximate, is much more difficult for the LJ fluid [32]. Hence, the sensitivity of the numerical results has been explored by imposing artificial variations of $K$ in two ways. In the first one [13] the nominal value of $K_{nom}(T_i)$ was simply given a different constant value within a 20% error band. In the second one, $K$, $\mu$ and $\lambda$ have been assumed to depend on the density gradient, which appreciably changes the considered quantities only in the interface region. A similar method has been used in Ref. [9] to introduce perturbations in the transport properties within the interface region, where the density rapid changes might invalidate the assumptions leading to hydrodynamic equations. The results, reported in Appendix A, show little changes with respect to nominal ones, indicating that the severe discrepancies observed at low values of $T_i$ cannot be
corrected by moderate perturbations of DIM fluid properties.

5. Hybrid model

In order to highlight the importance of kinetic effects in the Knudsen layer next to evaporating liquid surface and to assess the accuracy of the kinetic boundary conditions at the liquid-vapor interface, the evaporation of the liquid film has also been studied by a hybrid model in which the liquid is described by hydrodynamic equations, whereas the vapor is assumed to be governed by the Boltzmann equation. At variance with the two approaches described in Sections 3 and 4, the interface has no structure, being replaced by a plane, separating the liquid and vapor phases, where the boundary conditions described below are assigned. Such treatment of the interface is consistent with the use of a kinetic model, the Boltzmann equation, whose natural spatial and time scales are the mean free path and free time in an assumed ideal gas, where the said kinetic scales are much larger than molecular size and molecular interaction time, respectively. Hence, when comparing MD with HM calculations, it should be considered that, although the gas number density are tuned to be the same, the way DSMC deals with atomic collisions leads to an ideal gas behavior by construction. Comparisons are therefore justified at low $T$ when the MD simulated vapor is closer to the ideal gas condition. In the hybrid model description, the fluid occupies a parallelepiped of constant area $S$ and height $z_p(t)$, the latter being the piston position at time $t$. The origin of the coordinate system is located in the center of the liquid slab extending up to the interface position $z_I(t)$. Accordingly, the vapor occupies the volume extending from $z_I(t)$ to $z_p(t)$.

The very small macroscopic velocity $v_z^{(l)}$ in the liquid bulk due to the thermal expansion/contraction of the liquid, can be neglected. Hence, the mass conservation at the interface position can be written as:

$$-\dot{m} = m \int (\xi_x - v_I) f(z_I, \xi, t) d\xi \quad (18)$$
Figure 11: Sketch of the computational domain of the hybrid model simulations. Vertical dashed lines schematically represent the spatial grid cell system of the DSMC algorithm describing the vapor phase.

A further consequence of the absence of appreciable motion within the liquid film is that the $P_{zz}^{(l)}$ component of the stress tensor is uniform and equal to the hydrodynamic pressure $p^{(l)}(\rho^{(l)}, T^{(l)})$. Equality of momentum flux along $z$ on the liquid and vapor sides of the interface leads to the following relationship at $z = z_I$

$$P_{zz}^{(l)} = m \int \xi_z (\xi_z - v_I) f(z_I, \xi, t) d\xi$$

which determines the pressure in the liquid from the molecular momentum flux on the vapor side of the interface. The temperature field $T^{(l)}(z,t)$ in the liquid is determined by the energy equation which takes the following form:

$$\rho^{(l)} C_p \frac{\partial T^{(l)}}{\partial t} = \frac{\partial}{\partial z} \left( \lambda \frac{\partial T^{(l)}}{\partial z} \right)$$

Eq. (20) is solved by assigning the constant temperature $T^{(l)}(0,t) = T_0^{(l)}$ in the center of the liquid slab and the energy flux at $z = z_I$, obtained by the relationship:

$$-\lambda \frac{\partial T^{(l)}}{\partial z} - \rho^{(l)} v_I e^{(l)}(\rho^{(l)}, T^{(l)}) = \frac{m}{2} \int \xi^2 (\xi_z - v_I) f(z_I, \xi, t) d\xi$$
expressing equality of energy fluxes on the liquid and vapor sides of the interface. The spatially one-dimensional Boltzmann equation:

\[ \frac{\partial f}{\partial t} + \xi \frac{\partial f}{\partial z} = \frac{\sigma_{hs}^2}{2} \int [f(z, \xi^*, t) f(z, \xi^*, t) - f(z, \xi_1, t) f(z, \xi, t)] \| \hat{k} \circ \xi_r \| d^2 \hat{k} d\xi_1 \]  

(22)

for a dilute gas of hard spheres of diameter \( \sigma_{hs} \), is assumed to govern the vapor phase flowfield. In Eq. (22), \( \hat{k} \) is a unit vector which assigns the relative position of two colliding atoms at the time of their impact with velocities \( \xi, \xi_1 \) and relative velocity \( \xi_r = \xi_1 - \xi \). The velocities \( \xi^* \) and \( \xi^*_1 \) respectively transform into \( \xi, \xi_1 \) in a restituting collision \[17\] according to the following expressions:

\[ \xi^* = \xi + (\hat{k} \circ \xi_r) \hat{k} \]  

(23)

\[ \xi^*_1 = \xi_1 - (\hat{k} \circ \xi_r) \hat{k} \]  

(24)

To match the effective collision cross section of the Lennard-Jones interaction, \( \sigma_{hs} \) has been computed from shear viscosity \( \mu(T_{l0}) \) of the Lennard-Jones dilute by Eq. (3), to ensure that at the temperature \( T_{l0} \) the hard sphere gas described by Eq. (22) has the same shear viscosity of the Lennard-Jones gas. Since the temperature changes in the flowfield are small, the above setting will produce very close kinetic relaxation rates in the Knudsen layer for the two fluid models. It is also to be stressed that the jumps suffered by macroscopic quantities across the kinetic layer are fairly insensitive to the assumed intermolecular potential \[33\]. Boundary conditions for Eq. (22) are prescribed at the liquid vapor interface and at the moving piston surface. Following a quite standard formulation of kinetic boundary conditions at evaporating surfaces \[4\], it is assumed that atoms emitted from the liquid surface into the gas phase are distributed according to the following half-range Maxwellian:

\[ f_I = \frac{\sigma_e n_s(T_I) + (1 - \sigma_e) n_r}{(2\pi RT_I)^{3/2}} \exp \left\{-\frac{\xi^2}{2RT_I}\right\} \quad \xi > 0 \]  

(25)

\[ n_r = \sqrt{\frac{2\pi}{RT_I}} \int (\xi - v_I) f(z_I, \xi, t) d\xi \]  

(26)

In Eq. (25), \( \sigma_e \) is the evaporation coefficient, \( n_s(T_I) \) the equilibrium saturated vapor density at the temperature \( T_I \), whereas \( n_r \) is the number density associ-
ated with the atoms of the vapor which are "reflected" back into vapor phase after being scattered by the liquid. As is evident, Eq. (25) assumes that the reflected component is diffusively scattered with the same probability of the spontaneously evaporating atoms.

The piston is assumed to be specularly reflecting hence, only the \( z \) component of the velocity is affect by an atom-piston collision, being changed from \( \xi_z \) to \( \xi'_z = -\xi_z + 2v_p \).

### 5.1. Numerical Implementation

The evolution of the system has been computed by dividing the total simulation time into a number of time steps of equal duration \( \Delta t \). At each time step liquid and vapor flowfields have been obtained from Eqs. (20,22), taking into account the boundary conditions described above. The Boltzmann equation has been solved numerically by a quite standard implementation of the Direct Simulation Monte Carlo (DSMC) method [34]. The DSMC scheme has been based on a rigidly translating spatial grid of fixed length \( L_z \) and divided into a fixed number of spatial cells. The left grid boundary coincides with the position \( z_I(t) \) of the liquid-vapor interface. The piston is allowed to move through the grid and, at a given time \( t \), it divides the cell containing its current position into two parts, one of which is empty. The piston motion momentarily distorts the sampling of macroscopic quantities in the cell it occupies. However, this is not a problem once the piston is far from the liquid surface and the Knudsen layer completely developed. The typical spatial cell size has been set to \( 1/10 \) of the equilibrium mean free path in the vapor at the reference temperature \( T \).

The typical used time step \( \Delta t \) is \( 1/20 \) of the mean free time. In order to obtain accurate time resolved flowfield profiles, a high number of particles per cell has been used, usually more that 5000, by setting the domain section \( S \) to have the same vapor number density of the companion MD simulation. Moreover, macroscopic quantities have been computed averaging particles microscopic states over a short time interval, containing several time steps. The sampling time duration has been set short enough to make the grid motion, due the slow interface re-
cession, negligible. The DSMC step is executed first, in order to obtain the mass, momentum and energy fluxes appearing in Eqs. (18,19,21) and used for the computation of the temperature and density in the liquid.

Eq. (20) is solved in the liquid region, occupying the interval \([0, z(t)]\). In order to take into account the liquid density variations due to the non-uniform temperature of the liquid film, the liquid region is initially divided into a number of cells having the same size and the same mass. Then, the computation of the temperature and density fields is split into two main substeps. First, Eq. (20) is solved by a simple time implicit and conservative finite difference centered scheme, using the constant volume specific heat per unit mass, \(C_v\), in place of the specific heat at constant pressure. More precisely, a provisional temperature value \(T'_i\) is computed in the \(i\)th cell at time \(t + \Delta t\), as:

\[
T'_i(t + \Delta t) = T'_i(t) + \frac{\Delta Q_i}{C_v} \tag{27}
\]

where, for internal cells, \(\Delta Q_i\) is the heat the \(i\)th cell exchanges with the surrounding ones by conduction, at constant volume (and density). For the outermost cell, \(\Delta Q_i\) includes the energy exchanged with the vapor phase, according with Eq. (21). After this first substep, the pressure \(p'_i = p(\rho_i, T'_i)\) is not equal to the desired constant value \(P_{zz}^{(l)}\), being \(\Delta p_i = p'_i - P_{zz}^{(l)}\) the pressure excess. The pressure in the liquid is then relaxed to \(P_{zz}^{(l)}\) by an adiabatic transformation (heat exchange has already been taken into account) in which the volume of each cell is changed to obtain constant pressure, equal to \(P_{zz}^{(l)}\). This achieved by performing a second substep in which the cell temperature and density are given the following variations, respectively:

\[
\Delta T_i = - \left[ \frac{\rho}{p} \frac{\partial p}{\partial T} + \frac{\partial p}{\partial \rho} \left( \frac{p}{\rho^2} - \frac{\partial e}{\partial p} \right) \right]^{(l)}_i \Delta p_i \tag{28}
\]

\[
\Delta \rho_i = \left[ \frac{\partial e}{\partial \rho} \right]^{(l)}_i \Delta T_i \tag{29}
\]

The addition of \(\Delta T_i\) to \(T'_i\) in each cell provides the temperature field in the liquid slab at time \(t + \Delta t\). The updated density is \(\rho_i(t + \Delta t) = \rho_i(t) + \Delta \rho_i\) and
the updated cell size is $\Delta z_i = \Delta m_i/(S \rho_i)$, where $\Delta m_i$ and $S$ are the mass of cell $i$ and liquid column section, respectively. Finally, the size and mass of the last cell, bounded by the interface is changed according to Eq. (18). When the size of the outermost cell of the liquid domain falls below a prescribed threshold, the cell is merged with the preceding one, summing the masses of the two merged cells and computing a new average cell temperature which keeps the internal energy unchanged after the merging. The interface position $z_I$ is obtained by summing all cell sizes $\Delta z_i$.

5.2. Numerical results

The comparisons between MD and HM results have been limited to the cases $T_l = 0.8, 0.85, 0.90$. As shown in Table 1, even for the lowest temperature value the vapor is slightly non-ideal. However, the surface cooling caused by evaporation and the vapor expansion tend to lower the vapor density. Hence, in the MD computed vapor flows the effective mean free path will be larger and compressibility closer to one than in the indicative equilibrium values given in Table 1 thus bringing MD simulation conditions closer to DSMC vapor flow...
Figures 13 shows the comparisons of MD and HM calculations of interface temperature $T_I$ and displacement $z_I(t) - z_I(0)$ with respect to the initial interface position, respectively. The temperature $T_I$ is equal to 0.80. The initial liquid slab thickness of MD simulations is $80\sigma$ for the piston speeds $v_p = 0.1, 0.15$ and $90\sigma$ for $v_p = 0.2$. HM results have been obtained setting the evaporation coefficient $\sigma_e$ equal to one. As mentioned in Section 3, the interface position and temperature for MD simulations is obtained from the point of the steepest density slope. In the case of HM, $T_I$ and $z_I$ are the temperature and position of the right boundary of the outermost cell of the liquid domain, respectively. The HM predicted interface temperature is very close to the corresponding MD results for all considered values of $v_p$. In general, the hybrid model tend to underestimat MD interface temperature but it should be noted that the largest relative error in the temperature plateau region amounts to about 0.5%. The agreement of the liquid film interface displacement histories is also very good, indicating that the evaporation rates predicted by the two models are very close. The
Figure 14: $T_l = 0.8$, $v_p = 0.2$. Comparison of MD and HM flowfields in the Knudsen layer, at time $t = 3900$. In HM, $\sigma_e = 1$ is assumed.

good performances of HM is not limited to the lowest temperature, as shown in Table 2, which reports the interface recession velocities $v_I$ as a function of piston speed and liquid temperature. The reported $v_I$ values have been obtained by linear regression of $z_I$ data in the time window where $T_I$ is nearly constant.

A comparison of density, velocity and temperature profiles computed by the two models is shown in Figure 14, in the case $T_l = 0.8$, $v_p = 0.2$. The flowfields profiles has been taken close to the end of temperature plateau ($t = 3900$). The slow and uniform motion of the interface and the nearly constant value of $T_I$ cause the formation of a quasi-stationary Knudsen layer which translates, following the interface. HM liquid bulk density and temperature profiles agree with the corresponding MD profiles. It should be noted that in the hybrid model the interface region has zero thickness and that the density profiles extends up to the middle of the MD computed interface, where the liquid density is much
lower. The HM vapor density, velocity and temperatures \((T, T\|, T\perp)\) are all very close to the corresponding MD profiles. Again, to superpose HM and MD vapor profiles it is necessary to take into account the finite extent of the MD interface and shift the HM profiles to the position of the minimum of \(T\|\), which provides a good approximation for the beginning of the kinetic layer in the dilute vapor region \([20]\).

Table 2 also reports the uniform density and temperature values, respectively \(\rho_\infty\) and \(T_\infty\), at the end of the Knudsen layer, where the expansion turns into a uniform equilibrium flow. The reported density values are normalized to the vapor saturation density \(\rho_s(T_l)\), whereas \(T_\infty\) values are normalized to \(T_l\). Both HM and MD density and temperature jumps are in good agreement for all the considered combinations of piston velocity and bulk liquid temperature. Although HM predictions are close to MD results for \(\sigma_e = 1.0\), it is of some interest to explore the sensitivity of the HM result to changes of the evaporation coefficient. A few exploratory simulations have been performed with \(\sigma_e = 0.8, 0.9\), assuming that the fraction \(1 - \sigma_e\) of vapor atoms impinging on the interface are diffusely re-emitted into the vapor phase. Values of \(\sigma_e\) close to unity have been chosen on purpose to match suggestions from previous numerical studies on monatomic fluids \([31, 3]\). Figures 15 and 16 respectively show the interface temperature \(T_I(t)\) and displacement \(z_I(t) - z_I(0)\) histories, for the case \(T_l = 0.8, v_p = 0.2\). The HM computed curves for \(\sigma_e = 0.8, 0.9, 1.0\), are compared with MD data. First of all, it should be noted that the variation of \(\sigma_e\) has a limited effect on the surface temperature and evaporation rate. The system responds as expected: the lower evaporation rate obtained by reducing \(\sigma_e\), produces slightly higher surface temperature and lower recession velocity. The data seem to favor the choice \(\sigma_e = 1.0\), because of the better agreement with MD surface recession data. Although the HM simulation with \(\sigma_e = 0.8\) has a better agreement with the MD \(T_I(t)\) curve, it should be noted that the interface temperature associated with MD simulations has a more conventional nature.
6. Concluding remarks

The evaporation of a thin liquid film has been used as a test problem to assess the capabilities of a diffuse interface model and hybrid continuum-kinetic model to reproduce benchmark solutions, obtained by molecular dynamics simulations of the Lennard-Jones fluid. The results show that diffuse interface models solutions deviate from MD simulation results when the vapor phase is dilute and rarefaction effects are more pronounced. Discrepancies tend to become smaller when the vapor phase become denser. On the contrary, the hybrid model, whose applicability is limited to cases where the vapor phase is dilute, shows a fairly good agreement with MD simulations when the evaporation coefficient is between 0.8 and 1.0. The results also indicate that some modifications to the traditional structure of diffuse interface models are necessary to improve their description of evaporation flows.

Figure 15: $T_i = 0.8, v_p = 0.2$. Effect of evaporation coefficient on $T_i(t)$ curve. Diffuse re-emission of reflected vapor flux is assumed.
Figure 16: $T_i = 0.8$, $v_p = 0.2$. Effect of evaporation coefficient on interface recession. Diffuse re-emission of reflected vapor flux is assumed.
Table A.4: Setting of Korteweg coefficient from density profiles or surface tension. $K^{(d)}$ is the value determined from the MD density profile, whereas $K^{(st)}$ is determined from the MD surface tension $\gamma^{(MD)}$ data from Ref. [35] ($r_c = 3.0\sigma$). $\gamma^{(d)}$ is the surface tension computed from $K^{(d)}$. All quantities expressed in LJ units: $\epsilon/k_B$ for $T$, $\epsilon/\sigma^2$ for $\gamma$ and $\sigma^2\epsilon/m$ for $K$.

<table>
<thead>
<tr>
<th>$T$</th>
<th>$K^{(d)}$</th>
<th>$\gamma^{(d)}$</th>
<th>$K^{(st)}$</th>
<th>$\gamma^{(MD)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>3.4</td>
<td>0.54</td>
<td>4.1</td>
<td>0.60</td>
</tr>
<tr>
<td>0.9</td>
<td>3.8</td>
<td>0.39</td>
<td>3.75</td>
<td>0.38</td>
</tr>
<tr>
<td>1.0</td>
<td>3.7</td>
<td>0.21</td>
<td>4.1</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Appendix A. DIM Sensitivity Analysis

As discussed above, the DIM model formulation is based on a constant Korteweg coefficient $K$, whose values have been determined by matching the DIM equilibrium density profile with the corresponding MD one. More precisely, solutions of Eq. (9) are obtained as a function of $K$, whose desired value is found by minimizing the average distance from MD data in the reference frame in which the DIM and MD density profiles maximum slope positions coincide. The tolerance has been tuned in order to determine the first decimal digit of $K$, for a given MD profile.

The value of $K$ can be also obtained from Eq. (10), by equating $\gamma$ to the LJ surface tension. This second method is expected to give different estimations of $K$ because the DIM static stress tensor $P^{(s)}$ (see Eq. (7)) only provides a local approximation of the non-local exact expression [31]. The deviation is expected to be more significant when the fluid temperature $T_l$ is well below the critical temperature $T_c$, but to reduces when $T_l$ approaches $T_c$ [31]. Table A.4 shows the values of $K$, denoted as $K^{(d)}$, determined from fitting the DIM density profiles to MD data for three temperatures. The corresponding surface tension values are denoted as $\gamma^{(d)}$ and differ from the MD values from Ref. [35] where surface tension values of the LJ fluid are given as a function of temperature for the same cutoff radius used in the present MD simulations. As expected the difference is stronger at $T = 0.8$. In order to fit MD values of the surface tension,
Figure A.17: $T_l = 0.9$, $v_p = 0.1$. Effect of global variation of the Korteweg coefficient $K$ on DIM computed interface recession history. Initial slab thickness set to $64\sigma$.

It is necessary to change the value of $K$ from $K^{(d)}$ to $K^{(st)}$. As shown in Table A.4, the larger change (about 20%) occurs at $T = 0.8$. To investigate the sensitivity of DIM predictions to variations of $K$, a set of computations has been performed in correspondence of the values $K^{(d)}(1 \pm 0.2)$, i.e. prescribing a total variation of 40% centered on the nominal value. Figure A.17 shows the DIM results about the interface displacement in the case $T = 0.9$, $v_p = 0.1$, compared with the corresponding MD results. The evaporation rate exhibits low sensitivity to changes of $K$ and changing the value of $K$ from $K^{(d)}$ to $K^{(st)}$ does not improve the agreement with MD results. The sensitivity study has been extended to consider variations of $K$, $\mu$ and $\lambda$ which are localized in the interface region. Accordingly, the following forms for the perturbed $K$ and $\lambda$ have been considered:

$$K' = K(T_l) \left(1 - C_K \left| \frac{\partial \rho}{\partial z} \right| \right)$$  \hspace{2cm} (A.1)
Figure A.18: $T_l = 0.9$, $\nu_p = 0.1$. Influence of changes in thermal conductivity and Korteweg coefficient $K$ on DIM computed interface recession history.

\[
\lambda' = \lambda(\rho, T) \left[1 - C_\lambda \left(\frac{\partial \rho}{\partial z}\right)^2\right] \tag{A.2}
\]

which concentrate variations only in the interface region, where the density gradient is stronger. The viscosity can be also changed in the same way, however negligible effects on the flowfield have been observed and will not be reported here.

The constants $C_K$ and $C_\lambda$ have been varied to produce changes of the order 25% with respect to nominal values. It should be observed that the study had a purely exploratory character. Hence, the different dependence from the density gradient in Eqs. (A.1, A.2) is motivated by the need of obtaining a more or less sharp variation of the quantity to be varied in the interface, the particular choice being quite arbitrary. A representative case is shown in Figure A.18 As with the global variation of $K$ described above, the considered local variations of DIM coefficients are not sufficient to change the slope of the interface displacement.
curves and improve the agreement with MD data.


