A systematic procedure for the virtual reconstruction of open-cell foams
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Abstract

Open-cell foams are considered a potential candidate as an innovative catalyst support in many processes of the chemical industry. In this respect, a deeper understanding of the transport phenomena in such structures can promote their extensive application. In this contribution, we propose a general procedure to recover a representative open-cell structure starting from some easily obtained information. In particular, we adopt a realistic description of the foam geometry by considering clusters of solid material at nodes and different strut-cross sectional shapes depending on the void fraction. The methodology avoids time-consuming and expensive measuring techniques, such as micro-computed tomography (μCT) or magnetic resonance imaging (MRI). Computational Fluid Dynamics (CFD) could be a powerful instrument to enable accurate analyses of the complex flow field and of the gas-to-solid heat and mass transport. The reconstructed geometry can be easily exploited to generate a suitable computational domain allowing for the detailed investigation of the transport properties on a realistic foam structure by means of CFD simulations. Moreover, the proposed methodology easily allows for parametric sensitivity analysis of the foam performances, thus being an instrument for the advanced design of these structures. The geometrical properties of the reconstructed foams are in good agreement with experimental measurements. The flow field established in complex tridimensional geometries reproduces the real foam behavior as proved by the comparison between numerical simulations and experiments.

© 2017 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Open-cell foams are cellular materials made of interconnected solid struts that enclose void regions, named cells, which communicate by means of pores, thus enabling fluids to flow across the structure. The open-cell geometry determines high void fractions resulting in low pressure drops even with high flow velocities. The complex flow field established inside the random and tridimensional geometry increases both the local mixing and the gas-to-solid transport properties, since foam ligaments may result in boundary layer disruption and enhanced mixing [1–3]. Moreover, the typically large specific surface areas allow for high mass transfer rates in the case of catalytically active structures. By considering highly conductive foams, the continuous solid matrix guarantees high axial and radial thermal conductivity, making thermal conduction the dominant heat transport mechanism inside these structures, in particular for systems operating with low conductive fluids and/or low flow rates [4–6]. These features make foams attractive as novel catalyst supports: a great potential is expected, in particular, where heat and mass transport are key factors in the design and operation of the catalytic reactors [7]. Several applications have been investigated in the open literature mainly regarding NOx removal from exhaust gas and catalytic partial oxidation (CPO) of methane to syngas [8–10]. Moreover, foams might be a suitable solution also in highly endothermic, e.g. steam reforming [11], and exothermic systems, e.g. selective oxidation [12,13], methanation and Fischer-Tropsch reactions [14], methanol synthesis [15,16], hydrocarbon hydrogenation reactions [17].
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Many correlations have been proposed in the open literature to describe the complex geometrical features of open-cell foams and the pressure drop due to flow across such structures. Edouard et al. [18] extensively reviewed the available correlations for prediction of the pressure drop and investigated the performances of the correlations against an extensive set of experimental data covering a wide range of different foams. They stated that the standard deviation between predicted and experimental values might be up to 100%. The description of the transport properties of foams is even more complex resulting in a poor understanding of those phenomena. Despite the considerable potential, this scenario is hampering a wide application of open-cell foams as catalyst supports. Hence, a fundamental analysis of open-cell foams is needed to investigate their properties and behavior. Computational Fluid Dynamics (CFD) is a valuable tool to improve the understanding of open-cell foams, being able to take into account their random tridimensional geometry and to grant deep insights in the complex flow field, enabling detailed analysis of the gas-to-solid transport phenomena. CFD, however, requires the accurate description of the foam microstructural geometry in order to generate the computational domain for CFD simulations. The generation of suitable structures for CFD simulations, with the capability of reproducing both the geometrical properties and the experimental behavior of open-cell foam, is a challenging and crucial task.

Currently, this task has been addressed through two different approaches in the open literature. The first exploits microcomputer tomography (μCT) or magnetic resonance imaging (MRI) techniques to obtain CAD data closely resembling the microstructure of real foams, which can be used to produce the computational domain needed for the CFD simulations [19–22]. The geometries recovered with this method are unique for each sample and might be not representative, in particular, when investigating small foam pieces. Moreover, this approach requires many steps for both the preparation of the sample and the post-processing of the data, resulting in an expensive and time-consuming methodology. The second approach relies on the generation of a virtual microstructure that resembles the real foam structure in terms of geometrical properties. Commonly, this is obtained by the description of a repetitive unit cell consisting of polyhedrons of a well-defined geometry. Lord Kelvin proposed the first deterministic model consisting of tetrakaidecahedrons, i.e., polyhedrons with six square faces and eight hexagonal faces, solving the problem of recovering the space-filling arrangement of cells of equal volume, which minimizes the surface area [23,24]. Several authors have investigated this structure [25–29]. Weaire and Phelan [30] have proposed an improved model consisting of eight cells, six tetrakaidecahedrons and two pentagonal dodecahedrons, which shows a reduction of the surface area of 0.3%. The simulations of pressure drop across these repetitive and ordered structures usually underestimate the experimental values by 30% [31]. Other unit cell models can be found in the open literature, such as the ordered cubic structure [1] or the dodecahedral unit cell model [32]. These structures have been exploited to derive correlations for the geometrical features and transport properties, whereas no application in the field of CFD simulation of real open-cell foams is reported in the available literature. Deterministic ensembles of unit cells do not account for the stochastic nature of the real foam structure, resulting in deviations between numerical and experimental behaviors mainly due to the preferential flow pattern established in the regular geometry. Therefore, it is necessary to take into account the characteristic randomness of real foams. Habiserreuther et al. [33] and Lucci et al. [34] proposed to randomize the perfectly ordered Kelvin structure by means of a stochastic displacement of nodes. These methods allow for a good description of the specific surface area, but show significant deviations in the prediction of the transport properties. On the other hand, Gibson and Ashby [35] proposed the Voronoi tessellation as a candidate method to generate the foam structure, since it satisfies the topological requirement on edge and face connectivity [36]. Moreover, Roberts and Garboczi [37] analyzed different stochastic approaches, such as sphere overlapping, Voronoi tessellation, Gaussian random fields, ellipsoid overlapping. They stated that the Voronoi tessellation shows a microstructure similar to the open-cell foam geometry. Along these lines, Randrianalisoa et al. [38] exploited the Laguerre-Voronoi tessellation to generate open-cell structures and analyzed the pure heat conduction phenomena assuming a circular cross-sectional shape with promising results. Wehinger et al. [39] proposed a methodology to reconstruct foams using the Voronoi tessellation, assuming the pore diameter as the characteristic length. A good agreement with experimental geometrical data for foams with a porosity up to 0.85 was claimed, but a very poor description of the fine ligaments structure was adopted. The strut cross-sectional shape, circular and trapezoidal, respectively, was kept constant without taking into account any variation with the void fraction. Moreover, the material clustering at the nodes was neglected by assuming a constant strut diameter.

In structures as open-cell foams, the transport properties strongly depend on the peculiar morphology and on the local modifications of the microstructure. Hutter et al. [39] showed that strut thickness and shape influence the mixing properties of the foam structure. Kanaun and Tkachenko [40] elucidated the effect of the variations of the strut size on the effective solid thermal conductivity. Hence, the accurate description of these properties, i.e., strut cross-sectional shape, constrictions, solid clustering at nodes, is an essential aspect for an accurate reproduction of real foams behavior.

In this work, we establish a systematic methodology for the digital reconstruction of a realistic foam structure. The reconstructed foams show the same topology, e.g. number of faces per cell, and geometrical properties, e.g. different strut cross-sectional shapes,
of a real foam. Moreover, the procedure is able to reproduce the realistic solid distribution inside open-cell foams by considering material clustering at nodes and variable strut diameter, a key feature for the correct description of the transport properties. The methodology requires only a few pieces of information as input, i.e. either the cell or the pore diameter, the void fraction and the strut cross-sectional shape. These data can be easily measured by optical microscopy and by pycnometric methods, avoiding other time-consuming and expensive experimental techniques. Our methodology exploits the Voronoi tessellation for the generation of the foam skeleton in order to reproduce the bare structure of the foam sample. Since the strut geometry assumes a great relevance for the geometrical and fluid-dynamic properties, a faithful description of struts and nodes is required. We take into account both the strut cross-section and the solid clustering in order to generate an accurate virtual reconstruction of the real foams. The goal is also to develop a useful tool for the advanced design of these structures enabling a CFD analysis of many foam samples and an optimization of the geometry based on numerical simulations to suit the necessities of the investigated process. In future works, we will investigate the heat and mass transport properties exploiting this geometrical reconstruction, in order to assess the adequacy of the virtual reconstruction methodology also in the description of the transport processes.

The paper is organized as follows. In the first part, the reconstruction procedure is presented. In the second part, the capability of the procedure to generate real foam structures is investigated by comparing the reconstructed sample with experimental information available in literature for what concerns geometrical features and pressure drops.

2. Reconstruction procedure

Real foams are an irregular packing of space-filling polyhedrons and contain cells of different size and shape with different numbers of faces and edges [41]. The complex solid geometry can be characterized by means of its morphological parameters, i.e. cell diameter, pore diameter and strut thickness, as depicted in Fig. 1. In the present work, the cell diameter is identified with the size of a sphere totally inscribed inside the open-cell, while the pore diameter is the size of the windows connecting adjacent open-cells. The accurate description of the foam structure has to consider the ligaments cross-sectional shape, which can move from circular to triangular and, by considering highly porous metal foams, even triangular concave, as the void fraction is increased [28]. Herein, the strut thickness is considered as the diameter of the circular ligaments or the side of the triangular ones, respectively, in the middle point of the strut. On the other hand, the node diameter is identified with the diameter of the circular ligaments or the side of the triangular one at the node-strut junction. Moreover, it is necessary to take into account the material clustering at nodes resulting in a non-uniform strut profile along its axial direction, as shown in Fig. 1. Additional information usually available includes the porosity, i.e. the ratio between the void and the total volume, and the specific surface area, i.e. the ratio between the accessible surface and the total volume.

In this work, the cell diameter is assumed as the characteristic length of the reconstruction since it describes well the dimension of the unit cells building the structure and the experimental measurements show a narrow distribution around the average value. When this experimental information is not available, the pore

![Fig. 1. Cell structure of common foams with circular (a) and triangular (b) cross-sectional shape of the strut according to foam porosity; identification of cell and pore diameters (c); definition of strut and node dimensions (d) (pictures from [41]).](image-url)
diameter is usually known or can be estimated by considering the PPI information supplied by the manufacturer. In this case, a tentative cell diameter is guessed from the measured pore diameter and the foam is reconstructed. Then, the pore size in the reconstructed foam is evaluated and the procedure is iterated until convergence on the pore diameter is reached.

The reconstruction procedure consists of the three following steps:

a) Determination of cell centers by packing a random bed of spheres of constant diameter equal to the characteristic length.

b) Generation of foam skeleton by exploiting the Voronoi tessellation to recreate a realistic bare structure.

c) Reconstruction of the foam structure by inserting in the bare structure the struts and the nodes properly modeled to accurately reproduce the real geometry and by adjusting the foam porosity to match the experimental value.

2.1. Determination of cell centers

The first part of the algorithm is the determination of an initial set of points, which represent the seeds of the Voronoi tessellation. This is obtained by randomly packing a bed of spheres. According to the literature, discrete element method (DEM) [42] and Monte Carlo simulations [43,44] can be exploited to generate a packed bed of spheres. In this work, the generation of the random packing is carried out by means the DEM methodologies with the open source code LIGGGHTS [45]. In the DEM method, spherical monodisperse particles are randomly initialized within a square-based tubular domain and fall because of gravity to the bottom of the tube. For each of these particles a force balance is formulated and solved taking into account the gravity force and the interactions between particles and between the particles and the tube wall. The DEM simulation stops when steady state conditions (i.e. zero velocity for the entire set of spheres) are reached. The properties of spherical particle are taken from Ookawara et al. [46]. The diameter of the sphere is equal to the characteristic length, which is represented by the cell diameter of the foam structure.

The dimensions of the cylindrical domain are determined to avoid wall-effects on the void fraction of the packing. For monodistributed spheres, the influences of the confining wall occurs for five to seven sphere diameters [47]. Hence, a tube-to-particle diameter ratio of 15 is defined and only the central region is considered for further steps. Zou and Yu [48] investigated the variation of the void fraction in the axial direction showing that the effect of the bed height has to be considered when the thickness is relatively limited. The initial and final portions of the bed, i.e. a thickness equal to five cell diameters, are neglected to avoid axial variation of the void fraction. The initial bed of spheres is shown in Fig. 2(a) along with the selected portion for the foam generation, see Fig. 2(b) and (c). Once the packing is settled, the positions of the centroids are extracted, as shown in Fig. 2(d).

2.2. Generation of the foam skeleton

The second step of the procedure is the generation of the cell skeletons. We exploit the Voronoi tessellation to generate the foam bare structure, since it divides the spaces in a set of space-filling polyhedrons with no-holes and no-overlaps. Starting from an initial set of seed points, obtained by packing a bed of spheres, the Voronoi algorithm subdivides the space in such a way that each Voronoi polytope encloses all the points of the space that are the closest to the seed. Being given a spatial domain \( D \in \mathbb{R}^3 \), a set of seeds \( \{S_i\} \), where \( \mathbf{x} \) is the position vector of the seed \( i \), and defined a distance function \( d \), every point \( \mathbf{P} \) has associated a Voronoi polyhedron \( V_i \) as follows:

\[
V_i = \{ \mathbf{P} | d(\mathbf{P}, S_i) < d(\mathbf{P}, S_j) \mid i \neq j \}
\]

where \( d(\mathbf{P}, S) \) is the position vector of a general point in \( D \).

In this work, the distance function \( d \) is assumed as the Euclidean distance and the set of points is obtained from the random packing of spheres of fixed diameter. The tessellation is generated exploiting the open-source library voro++ [49] and imposing cyclic boundary conditions at the border of the domain. The Voronoi algorithm generates around each seed a convex polyhedral unit-cell made of vertices, joined by edges delimiting planar faces, which connect neighboring cells. The vertices of the entire set of unit-cells are memorized in a list to generate the nodes of the foams. Each vertex is linked to a well-defined number of neighbors by means of edges, which are stored to subsequently generate the struts.

Once this procedure is completed, the foam skeleton is completely established as shown in Fig. 3.

2.2.1. Generation of the foam structure

Foam microstructure is complex and shows many local irregularities which cannot be deterministically reproduced, since they are peculiar features of the portion of the investigated sample. At the same time, the overall effect of these irregularities on the geometrical and transport properties can be averaged by considering a sample of sufficient size, i.e. larger than the representative elementary volume (REV) [50]. In this case, their effect on the overall
geometrical properties becomes negligible in respect to the effect of such macroscopic properties as the void fraction and the specific surface area. Obviously, the influence of the microstructure plays a crucial role in the correct description of the fluid flow and, thus, of the transport properties, but the effect of the local irregularities is, once again, negligible in respect to overall effects induced by the geometry. Thus, the accurate description of nodes and struts is crucial to generate a final foam structure, which properly reproduces the influence of the geometry on the transport phenomena. Despite this, the reproduction of the local irregularities is not required since their effect on the overall properties become negligible by considering a sample of sufficient size. Experimental evidence shows that the ligaments shape depends on the void fraction. The strut cross-section moves from circular to triangular by increasing the porosity. Thus, two different shapes for the ligament cross-section are proposed according to the void fractions of the real foam. Moreover, solid material clusters at nodes, thus a variable strut thickness along the axis is required. We propose a second order polynomial profile to describe the variations of the strut thickness both with the circular and triangular cross-sections. The strut and node diameters are guessed by exploiting a simple geometrical model whose outputs are used as an initial estimate in the foam generation procedure. In this geometrical model, four ligaments join at each node forming an angle of 109.5 degrees according to Plateau’s laws [51], which is the theoretical angle reached at the thermodynamic equilibrium in liquid foams. Thus, the foam structure is considered as a collection of those ideal nodes connected to each other by means of parabolic struts. The nodes are modeled as spheres or as tetrahedrons depending on the strut cross-sectional shape, whereas the struts are represented by paraboloids with either circular or triangular cross-section. In both cases, the strut and node diameters are recovered by considering two physical constraints. The first constraint imposes continuity and smoothness at the strut-node junction. This condition firstly determines that the strut and the node share the same local diameter at the junction. Moreover, the derivative of the strut-node profile has to be continuous in each point along the axis and, in particular, at the junction. Thus, the constraint imposes an analytical relationship between the strut and node diameter. As the second constraint, we assume that the total solid volume loaded in the foam structure entirely belongs to struts and nodes. In particular, the total solid volume equals the overall sum of the volume of nodes and struts determined by the vertices of the Voronoi tessellation. The strut volume is evaluated by considering both the cross-sectional shape and the parabolic profile. The foam skeleton generation provides the position and the connectivity of each vertex by defining the edges of the polyhedrons. A portion of the nodes and the effective development of the strut constitute the polyhedron edge. Thus, the ligament length is equal to the distance between the polyhedron vertices after removing the contribution of the nodes. Hence, the strut volume is equal to the volume of the paraboloid of well-defined length, e.g. the effective length of the ligament, and sizes, e.g. the node and strut diameter. The node volume is computed by considering the node geometry and, in the case of circular strut, by removing the spherical cap which overlaps the strut in order to avoid double evaluation of those volumes. The geometrical model allows for the initial estimation of the node and strut diameters, which are used to generate an initial structure by inserting the representative geometries for them in the Voronoi foam skeleton. The foam structure is numerically described by a set of triangles, which cover the entire surface and are completely defined by the vertices and the normal unit vector in respect to the face center, using the Standard Tessellation Language (STL). The number of triangles tessellating the geometrical surface has been defined to recover a structure whose geometrical features are independent of the adopted discretization.

Since the node and strut diameter are evaluated by assuming a simple and ideal geometrical model, small deviations between the void fraction of the reconstructed foam and the experimental value might be experienced. Thus, the porosity of the final foam structure is adjusted by shrinking or enlarging the structure to close the gap between experimental and predicted values. In particular, each vertex of the triangles shifts along its unit normal vector with respect to the foam surface to preserve the strut cross-sectional shape of the strut, increasing or reducing the solid material to match the experimental porosity.

The foam structure, see Fig. 4, is finally exported in STL format, which can be easily imported in a CFD meshing software to generate the computational domain.

3. Results and discussion

3.1. Geometrical parameters

The capability of the reconstructed foams to reproduce the morphological parameters of the real structure is crucial for the description of transport phenomena. The validation of the procedure, given in Section 2 above, is carried out by means of the comparison between the geometrical properties of virtually generated
foams and experimental data [28,41,52–56]. Several samples have been considered to investigate the adequacy of the methodology on foams covering a large range of void fractions, from 0.72 to 0.95, a large range of pore sizes, from 10 to 45 PPI, and different strut shapes, as listed in Table 1. The reconstructed sample size is greater than the representative elementary volume (REV) proposed in literature [41,50], i.e. three cell diameters in each direction, in order to be representative and to obtain results comparable with μCT/MRI data.

3.1.1. Analysis of the foam geometry

The Voronoi tessellation produces a set of polyhedrons, which completely fill the space and generate the open-cells. The number of faces is an important feature since it represents the number of openings in each cells corresponding to the pores of the structure. The correct description of the cell interconnectivity is an important parameter for the description of the flow field since the number of pores contributes to the establishment of the flow field. Real foams show a distribution for the number of faces of the open-cells. In their review on cellular solids, Gibson and Ashby state that the average values for a foam-like structure is around 14 [35]. However, this value is not a requirement and, usually, the number of faces depends on the manufacturing process [35]. The reconstructed foams have been analyzed in order to investigate the results of the procedure in comparison to experimental data. First, the number of faces in each cell has been evaluated in the bare structure directly generated by the Voronoi tessellation. The results are reported in Table 2. The average value is slightly larger than 14 and in agreement with literature data for Voronoi tessellations [36,57]. Then, the same analysis has been carried out on the final reconstructed foams, which show an average value of 12.3 in agreement with experimental measurements of polymeric and metallic open-cell foams which report values between 12.5 and 13.7 [58–61]. The average number of faces of reconstructed foams is different from those recovered for minimum surface energy polyhedrons, e.g. Kelvin or Weaire-Phelan structures, and this is also consistent with literature data [58]. On one side, the number of open faces is independent of the PPIs as occurs in real metal foams [59]. On the other side, Fig. 5 shows a linear trend in the number of openings, which increases by moving from low to high porous foams. The presence of struts determines that some of the faces of the initial Voronoi structure could become closed due to the overlap between the ligaments surrounding the pore. This can occur especially considering very small openings between cells, which are present in the Voronoi structure [36]. This behavior is emphasized in low-porosity foams where the significant dimension of struts could close a larger fraction of those faces. This trend is not widely reported in literature, where the experimental results typically cover a small range of void fractions and are focused on foams with high void fractions. Nevertheless, these experimental results reasonably match the results of the digital reconstruction herein reported as shown in Fig. 5.

The strut-to-strut angle can give further insight in the foam geometry. The average value for the reconstructed foam samples

---

Table 1

Properties of studied foam samples determined by μCT measurements (data from [28,41,54–56]).

<table>
<thead>
<tr>
<th>Foam sample</th>
<th>PPI</th>
<th>( \varepsilon ) [-]</th>
<th>( d_c ) [mm]</th>
<th>( d_p ) [mm]</th>
<th>( S_{\mu CT} ) [m(^{-1})]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aa [41]</td>
<td>40</td>
<td>0.890</td>
<td>2.45</td>
<td>1.29</td>
<td>936</td>
</tr>
<tr>
<td>Ba [41]</td>
<td>10</td>
<td>0.897</td>
<td>3.58</td>
<td>1.83</td>
<td>649</td>
</tr>
<tr>
<td>Ca [53]</td>
<td>45</td>
<td>0.783</td>
<td>-</td>
<td>0.65</td>
<td>1816</td>
</tr>
<tr>
<td>Da [53]</td>
<td>20</td>
<td>0.719</td>
<td>-</td>
<td>1.02</td>
<td>1260</td>
</tr>
<tr>
<td>Ea [28]</td>
<td>30</td>
<td>0.862</td>
<td>-</td>
<td>1.07</td>
<td>1136</td>
</tr>
<tr>
<td>Fa [53]</td>
<td>30</td>
<td>0.807</td>
<td>-</td>
<td>0.86</td>
<td>1422</td>
</tr>
<tr>
<td>Ga [52]</td>
<td>30</td>
<td>0.766</td>
<td>-</td>
<td>0.89</td>
<td>1438</td>
</tr>
<tr>
<td>Ha [54]</td>
<td>30</td>
<td>0.806</td>
<td>-</td>
<td>0.88</td>
<td>1402</td>
</tr>
<tr>
<td>Ia [54]</td>
<td>45</td>
<td>0.757</td>
<td>-</td>
<td>0.63</td>
<td>1884</td>
</tr>
<tr>
<td>La [55]</td>
<td>10</td>
<td>0.951</td>
<td>5.23</td>
<td>2.61(^a)</td>
<td>380</td>
</tr>
<tr>
<td>Ma [55]</td>
<td>10</td>
<td>0.937</td>
<td>3.46</td>
<td>1.69(^a)</td>
<td>675</td>
</tr>
<tr>
<td>Na [55]</td>
<td>20</td>
<td>0.913</td>
<td>3.15(^a)</td>
<td>1.53(^a)</td>
<td>720</td>
</tr>
<tr>
<td>Oa [56]</td>
<td>20</td>
<td>0.912</td>
<td>4.60</td>
<td>-</td>
<td>510</td>
</tr>
<tr>
<td>Pa [56]</td>
<td>5</td>
<td>0.913</td>
<td>4.24</td>
<td>-</td>
<td>590</td>
</tr>
<tr>
<td>Qa [56]</td>
<td>10</td>
<td>0.962</td>
<td>4.20</td>
<td>-</td>
<td>440</td>
</tr>
</tbody>
</table>

\(^a\) Strut with circular cross-sectional shape
\(^b\) Strut with triangular cross-sectional shape
\(^c\) Average cell diameter
\(^d\) Data from [62]
is 111.4°, as reported in Table 2, close but larger than the tetrahedral angle of 109.5° at which four ligaments meet in an equilibrium structure, as depicted by Plateau [36]. Deviations of the same order of magnitude are reported in literature for polyurethane foams [41,52–54,64]. The deviations between the measured specific surface area of the reconstructed samples is compared to measured data available in literature in a large range of porosities. A large foam volume consisting of at least 50 cells resulting in more than 500 pores has been considered as a representative sample. To carry out the analysis, the computational domain is generated starting from the reconstructed foam and the mesh is segmented in order to mark each computational cell with a unique label representative of the foam cell owner.

The cell centers already exploited for the generation of the reconstructed foam are used as initial seeds for the Voronoi tessellation algorithm. Each mesh cell is then, paired with the corresponding Voronoi polyhedron, as shown in Fig. 6(a). Thus, each computational cell is labelled with a distinct number depending on the Voronoi cell in which it is contained. Once the entire set of cells is labeled, the region of the computational domain where the label changes are identified as pores, as shown in Fig. 6(b). The open-cells considered to carry out the evaluation of the pore diameter are the ones entirely contained inside the foam volume. Once the pore network is completely identified, the overture diameter is evaluated as proposed by Al-Raoush [63]. The center of the pore is computed and the radius is evaluated as the geometric average of the distances between the pore surface and the pore center. The average pore size shows a fair agreement with measured data [41,62], as reported in Table 3, with deviation less than 10%. The independence of the results from the background hash has been verified by decreasing the grid size until convergence.

### 3.1.3. Analysis of the specific surface

The specific surface area is a key parameter in the description of the transport properties since it governs the fluid-solid interactions. An accurate description of this property is a crucial requirement for such a reconstruction. In order to validate the procedure, the specific surface area of the reconstructed samples is compared to measured data available in literature in a large range of porosities, from 0.7 to 0.96, and PPI, from 5 to 40. The strut cross-sectional shape, required as an input of the reconstruction procedure, has been defined according to experimental evidence or by assuming the shape according to the void fraction, following to the indications reported by Inayat et al. [28].

In Fig. 7, a parity plot illustrates the reconstruction results versus the measured values obtained by μCT or MRI techniques [41,52–56,64]. The deviations between the measured specific surface area and that evaluated on reconstructed foams are typically below 0.89 and 0.95. The reconstruction procedure for those foams is based on the measured cell diameters enabling the comparison of the pore size estimated on the virtual foams with experimental values. A large foam volume consisting of at least 50 cells resulting in more than 500 pores has been considered as a representative sample. To carry out the analysis, the computational domain is generated starting from the reconstructed foam and the mesh is segmented in order to mark each computational cell with a unique label representative of the foam cell owner.

### Table 2

Geometrical properties of the reconstructed foam samples and comparison of the specific surface areas with measured values from literature [28,41,52–54,62].

<table>
<thead>
<tr>
<th>Foam sample</th>
<th>𝜀 [-]</th>
<th>Average number faces Voronoi</th>
<th>Average number faces reconstructed</th>
<th>Strut-to-strut angle [°]</th>
<th>S\text{rec} [m\textsuperscript{−1}]</th>
<th>S\text{meas} [m\textsuperscript{−1}]</th>
<th>S, Deviation [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A\textsuperscript{a}</td>
<td>0.890</td>
<td>14.30 ± 1.19</td>
<td>12.31 ± 1.12</td>
<td>111.7</td>
<td>932.0</td>
<td>936.0</td>
<td>0.4</td>
</tr>
<tr>
<td>B\textsuperscript{a}</td>
<td>0.897</td>
<td>14.26 ± 1.17</td>
<td>12.32 ± 1.04</td>
<td>111.5</td>
<td>645.0</td>
<td>649.0</td>
<td>0.6</td>
</tr>
<tr>
<td>C\textsuperscript{a}</td>
<td>0.783</td>
<td>14.30 ± 1.27</td>
<td>11.48 ± 0.98</td>
<td>111.7</td>
<td>1806.7</td>
<td>1816.0</td>
<td>0.5</td>
</tr>
<tr>
<td>D\textsuperscript{a}</td>
<td>0.719</td>
<td>14.27 ± 1.20</td>
<td>10.84 ± 0.92</td>
<td>111.6</td>
<td>1174.5</td>
<td>1260.0</td>
<td>6.8</td>
</tr>
<tr>
<td>E\textsuperscript{a}</td>
<td>0.862</td>
<td>14.33 ± 1.26</td>
<td>12.18 ± 0.97</td>
<td>111.7</td>
<td>1103.5</td>
<td>1136.0</td>
<td>2.9</td>
</tr>
<tr>
<td>F\textsuperscript{a}</td>
<td>0.807</td>
<td>14.35 ± 1.23</td>
<td>11.56 ± 0.94</td>
<td>111.9</td>
<td>1373.1</td>
<td>1422.4</td>
<td>3.5</td>
</tr>
<tr>
<td>G\textsuperscript{a}</td>
<td>0.766</td>
<td>14.26 ± 1.26</td>
<td>11.34 ± 1.01</td>
<td>111.7</td>
<td>1391.9</td>
<td>1437.8</td>
<td>3.2</td>
</tr>
<tr>
<td>H\textsuperscript{a}</td>
<td>0.806</td>
<td>14.24 ± 1.29</td>
<td>11.22 ± 0.95</td>
<td>111.8</td>
<td>1364.4</td>
<td>1402.0</td>
<td>2.8</td>
</tr>
<tr>
<td>I\textsuperscript{a}</td>
<td>0.757</td>
<td>14.35 ± 1.22</td>
<td>11.11 ± 0.89</td>
<td>110.9</td>
<td>1939.7</td>
<td>1884.0</td>
<td>3.0</td>
</tr>
<tr>
<td>L\textsuperscript{b}</td>
<td>0.951</td>
<td>14.26 ± 1.22</td>
<td>13.02 ± 1.02</td>
<td>110.6</td>
<td>376.2</td>
<td>380.0</td>
<td>1.0</td>
</tr>
<tr>
<td>M\textsuperscript{b}</td>
<td>0.937</td>
<td>14.33 ± 1.22</td>
<td>12.58 ± 1.19</td>
<td>111.8</td>
<td>631.0</td>
<td>675.0</td>
<td>6.5</td>
</tr>
<tr>
<td>N\textsuperscript{b}</td>
<td>0.913</td>
<td>14.32 ± 1.22</td>
<td>12.52 ± 1.22</td>
<td>110.8</td>
<td>724.0</td>
<td>720.0</td>
<td>0.6</td>
</tr>
<tr>
<td>O\textsuperscript{b}</td>
<td>0.920</td>
<td>14.33 ± 1.22</td>
<td>12.49 ± 1.07</td>
<td>111.8</td>
<td>547.2</td>
<td>510.0</td>
<td>7.3</td>
</tr>
<tr>
<td>P\textsuperscript{b}</td>
<td>0.913</td>
<td>14.29 ± 1.21</td>
<td>12.48 ± 1.05</td>
<td>111.7</td>
<td>611.6</td>
<td>590.0</td>
<td>3.7</td>
</tr>
<tr>
<td>Q\textsuperscript{b}</td>
<td>0.962</td>
<td>14.31 ± 1.25</td>
<td>13.31 ± 1.15</td>
<td>111.8</td>
<td>406.0</td>
<td>440.0</td>
<td>7.7</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>14.29 ± 1.23</td>
<td>12.28 ± 1.04</td>
<td>111.4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a} Strut with circular cross-sectional shape

\textsuperscript{b} Strut with triangular cross-sectional shape

\textsuperscript{c} Foam structure for CFD simulations

**Fig. 5.** Number of openings per foam cell as a function of the void fraction for reconstructed foam (circle) and experimental measurements (star) [55–58].
less than 5%, as reported in Table 2. The largest error for the circular and triangular shapes are 6.8 and 7.3%, respectively. Samples L, M, N have been experimentally investigated by adopting different voxel resolutions equal to 40 and 8.5 μm, respectively. The specific surface areas change by increasing the resolution of the images due to the higher capability in describing the surface roughness of the sample, whereas the low-resolution images smooth the surface of the reconstructed sample [65]. Our procedure is able to generate smooth surfaces only since no roughness is introduced in the tridimensional model, thus the comparison between the reconstruction and tomographic measurement are carried out on the low-resolution data.

The good agreement for the specific surface area, as well as for the other geometrical properties, confirms the capability of the proposed methodology to correctly reproduce the complex tridimensional geometry of real open-cell foams.

### 3.2. Pressure drop

The simulation of the complex flow field in open-cell foams is critical for the correct description of transport phenomena. Hence, pressure drop calculations have been carried out on the reconstructed sample in order to assess the capability of the procedure to generate structures that are totally representative of the foams properties. Measured data from open literature [54,64] of foams of different porosities, pore size and materials are considered.

For general porous media different flow regimes are established inside the structure [66]:

- Darcy or creeping flow regime ($Re_d < 1$)
- Forchheimer flow regime ($1 < Re_d < 150$)
- Post-Forchheimer flow regime, i.e. unsteady laminar flow, ($150 < Re_d < 300$)
- Fully turbulent regime ($Re_d > 300$)

where $Re_d$ is the Reynolds number based on the pore diameter of the open pores of the foam structure.

These regimes were initially derived for flow within packed beds consisting of spherical or cylindrical pellets. Therefore, the exact transferability of these ranges to the open-cell foams is questionable. Thus, these thresholds are approximate points of reference, which can be exploited to carry out a first classification of the possible regimes. Accordingly, the threshold Reynolds number, where the transition to turbulence appears, varies with respect to the different geometries adopted for experimental activity from 300 to 400 [39]. The existence of macroscopic turbulence in porous media is controversial in the literature. Jin et al. [67] investigated the existence of macroscopic turbulence inside porous structures by carrying out direct numerical simulations (DNS) on regular porous matrices. They suggest that the size of turbulent structures do not extend far beyond the pore scale since the solid matrix dampen any macroscopic turbulence. Recently, Meinicke et al. [68] showed the development of flow instabilities when the Reynolds number was larger than 500 due to the presence of the incoherent and strongly fluctuating flow structures. Della Torre et al. [69] showed that the pressure drop could be reasonably predicted by adopting a laminar and steady-state numerical setup even in seemingly turbulent conditions. Along these lines, the simulations are performed across the entire range of Reynolds numbers in order to compare the predictions based on the reconstructed foams with experimental values in every flow regime. The reconstructed foams selected are Sample E, H, I, which cover a range of porosities from 0.76 to 0.86 and of pore densities from 30 to 45 PPI.

<table>
<thead>
<tr>
<th>Foam sample</th>
<th>$d_p, \mu\text{CT} [\text{mm}]$</th>
<th>$d_p,\text{rec} [\text{mm}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.29</td>
<td>1.15</td>
</tr>
<tr>
<td>B</td>
<td>1.83</td>
<td>1.66</td>
</tr>
<tr>
<td>L</td>
<td>2.61</td>
<td>2.64</td>
</tr>
<tr>
<td>M</td>
<td>1.69</td>
<td>1.69</td>
</tr>
<tr>
<td>N</td>
<td>1.55</td>
<td>1.55</td>
</tr>
</tbody>
</table>

**Table 3**

Pore diameter of reconstructed sample versus experimental value from μCT [41,62].

Fig. 6. Pore size analysis on a reconstructed foam: segmentation of the geometry in order to identify open-cells (a), depiction of the pores entirely owned in the sample (b) and detail of segmentation with highlighted the cells (coloured according to the cell volume) and the pores (grey surfaces) (c). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 7. Parity plot comparing the specific surface area of the reconstructed foam and the experimental values for circular (circle) and triangular (triangle) foams (experimental data from [41,48–50,59,61]).
3.2.1. Numerical modeling and computational domain

The operating conditions adopted in the simulations are the same of the experiments [54,64], as listed in Table 4. In these conditions, the simulations cover a range of empty tube velocities from 0.5 to 8 m/s, which correspond to Reynolds numbers evaluated on the pore diameter from 20 to 450. The working fluid is air and it is modeled as an incompressible perfect gas because of the low Mach numbers (Ma < 0.1) and the isothermal conditions. The simulations are performed with simpleFoam, a numerical steady-state solver part of the OpenFOAM framework [70], developed for steady-state incompressible laminar and turbulent flows adopting the SIMPLE algorithm [71]. The simulation of the fully turbulent regime has been carried out exploiting both laminar and Reynolds Averaged Navier-Stokes (RANS) approaches. Among the several turbulence models, the low-Re k-ω SST model was selected because it is more flexible in wall-bounded flows [72,73]. We obtained similar results for pressure drops adopting both numerical set-ups, as already found by Della Torre et al. [69].

The foam samples adopted for the experimental activity are usually of large dimensions in both the stream-wise and transverse directions. The numerical reproduction of such a large sample is unfeasible due to the large amount of requested computational resources. As we are interested in a fully developed flow regime, we considered periodic boundary conditions and symmetric boundaries along the stream-wise and the transverse direction, respectively. In this way, it is possible to reproduce the behavior of a large sample by analyzing a reduced but representative portion of the foam. Obviously, the velocity locally varies in both the longitudinal and the transverse directions in the real tridimensional foam structure. No local periodicity could be observed in the flow fields inside the structure, since the geometry is stochastic and any periodic geometrical repetitions are experienced. However, assuming that the void fraction and the specific surface area are uniform along the sample, the fully-developed macroscopic behavior of the flow may be well described, in particular addressing our attention to pressure drops, by considering a stream-wise periodic structure with length L represented by a sufficient number of open-cells. By extracting a section in the fully-developed region, the previous portion macroscopically affects the flow field as the region under investigation allowing for this simplified description of the computational domain without any loss in accuracy. This approach has been exploited to carry out fluid-dynamic simulations across geometrical periodic structures with good results [39].

For the generation of the computational domain, snappyHexMesh, an open-source software provided within the OpenFOAM toolbox [70], has been used to create the fluid mesh. Mesh convergence analysis has been carried out in order to ensure independence of the pressure drop results from the computational domain. The mesh is refined near the wall and then snapped on the foam surface, in order to reconstruct the geometry with adequate accuracy. Several computational grids have been generated with an increasing level of detail until the independence of the pressure drop in respect to the computational domain was reached. One example of the mesh convergence study is depicted in Fig. 8(a). The dimensions (e.g. length and width) of the investigated samples are given in Table 4. At the outlet section, a Dirichlet boundary condition has been assigned to the pressure field, whereas a Neumann boundary condition has been used for k and ω in RANS simulations. At the inlet section, Neumann boundary conditions are imposed for the pressure field. The walls of the struts are no-slip walls taking into account the zero velocity of the fluid on the solid surface, whereas a Neumann boundary condition is imposed for pressure. Cyclic boundary conditions along the stream-wise direction are imposed for the velocity. Symmetric boundary conditions are imposed in the transverse directions for all the variables. An example of the computational domain is

<table>
<thead>
<tr>
<th>Foam sample</th>
<th>Fluid</th>
<th>T [°C]</th>
<th>Foam width W [mm]</th>
<th>Foam length L [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>Air</td>
<td>20</td>
<td>9.0</td>
<td>33.4</td>
</tr>
<tr>
<td>E</td>
<td>Air</td>
<td>20</td>
<td>13.4</td>
<td>20.7</td>
</tr>
<tr>
<td>H</td>
<td>Air</td>
<td>40</td>
<td>13.2</td>
<td>22.6</td>
</tr>
<tr>
<td>I</td>
<td>Air</td>
<td>40</td>
<td>9.4</td>
<td>16.0</td>
</tr>
</tbody>
</table>

Table 4 Operating conditions for CFD simulations of pressure drop along with dimensions of reconstructed samples.

![Mesh convergence study for Sample H at an empty tube velocity of 2 m/s (a) and an example of the computational domain for CFD simulation of pressure drops with an insight of the computational grid (b).](image-url)
shown in Fig. 8(b) along with a detail of the computational domain around a strut.

A second order upwind scheme (linear upwind) was adopted for the discretization of the convective terms. Using a 64-core CPU with 128 GB RAM, parallelized steady-state calculations took approximately 4 h each. The solution was considered to be well converged when reaching residual values of $10^{-5}$ for each flow variable.

### 3.2.2. Simulation results

The effect of the number of foam cells in the stream-wise direction has been first investigated to obtain pressure drop estimates independent of the length of the computational domain.

The analysis elucidates that 10 cells are sufficient to obtain an independent solution, as shown in Fig. 9. By looking at the specific surface area with respect to the number of foam cells in the stream-wise direction, it is evident that once the independence of this property is reached, the pressure drop becomes constant with the number of cells. The unit cells obtained from the Voronoi algorithm statistically have the same geometrical features. Despite this, the local morphology of the cells can differ due to particular geometry of the polyhedrons characterized by a number of faces in a range between 7 and 20 [36]. These local differences can increase or decrease the surface area of the struts, since the number of edges and their length are function of the number of faces, until this effect is averaged by considering a sufficient number of cells.

In a previous work [41], the tomographic scans of Sample B were performed and its tridimensional structure was digitally reconstructed. To assess the capability of the reconstructed foams to reproduce the real flow field, the pressure drops evaluated on the Voronoi-based geometry are compared with the results of the same simulations carried out on the real sample geometry obtained by µCT. The virtual and tomographic reconstructed samples have the same dimensions and experience the same flow conditions. The computational domain adopted for the two different reconstructions is generated with the same features in order to have comparable results. Moreover, the same numerical setup is adopted for the two simulations. The simulations show that the agreement between the pressure drops evaluated on the two structures is fairly good, as depicted in Fig. 10. A slight overestimation at high Reynolds number is experienced due to the different open-cell structures, which affect the form drag term, relevant at high flow velocities. In particular, the real foams present slightly larger pores and some peculiar cluster of solid material, which are not present in the virtual foam geometry. Despite the small differences in the microstructure, the predictions of tomographic and Voronoi-based foams deviate less than 5%, showing the capability of the reconstructed geometry to macroscopically interact with the flow field as the real foams.

The numerical pressure drops are compared to experimental data reported in the open literature [54,64] in Fig. 11. The pressure drop evaluated in CFD simulations are usually in good agreement with experimental values. Some deviations are experienced at high velocities, in particular for Sample H, where the simulations underestimate the experimental values. The symmetric boundary conditions adopted for the simulation neglect the contribution of the sample confining wall on the pressure drop. The large dimensions of the samples adopted for the experimental

![Fig. 9. Pressure drops (circle) and specific surface area (square) as a function of the number of cells in stream-wise direction for Sample E at an empty tube velocity of 2 m/s.](image)

![Fig. 10. Pressure drop as function of the empty tube velocity for Sample B by simulating digital (continuous line with circular symbols) and tomographic (dotted line with square symbols) reconstruction of foam structure.](image)

![Fig. 11. Comparison of CFD simulations (lines) of pressure drop and experimental values (symbols) [50,61] for Samples E (dotted line – square symbol), H (dashed line – diamond symbol) and I (continuous line – circle symbol).](image)
activity (several times the REV) would determine that this contribution, in particular for low-porosity foam, becomes negligible in respect to the loss due to the foam structure. The inertial contribution to the pressure drop (related to the form drag), which is prevalently related to the changes in the direction of the flow stream due to the presence of the solid matrix, is dominant at high flow velocities. In this view, one possible reason of such a deviation is the presence of closed pores due to the manufacturing process, whose effect is more evident at high flow rates. Furthermore, the real foam sample could exhibit a rough surface due to the manufacturing process, which could also affect the pressure loss [39]. The simulated foams have a perfectly smooth surface and no roughness has been taken into account.

In Fig. 12, the numerically evaluated pressure drops for the reconstructed samples are reported along with the experimental data and the predictions of some of the correlations available in the open literature [74–77]. The values obtained by simulating the reconstructed foams are usually in better agreement with data than the correlations. Thus, the reconstruction procedure is also an interesting tool in the design of such structures, since it might be used to investigate the performance of a collection of different foam samples, with reliable results in the context of the transport properties, without the necessity of really manufacturing many different foam samples.

4. Conclusions

We proposed a systematic methodology to virtually generate foam structures, which faithfully reproduce the geometrical properties of real foams samples, starting from a few pieces of geometrical information, i.e. the cell diameter and the void fraction. It is worth emphasizing that these parameters are easy to measure by optical microscopy and pycnometry techniques, respectively. The foam skeleton is generated by means of the Voronoi tessellation, which provides an interesting first guess for the foam structure. For the generation of the full geometry, we take into account the different cross-sectional shapes of the struts along with the clustering of the solid material at the nodes. The geometrical properties of reconstructed foams have been validated against experimental data obtained by µCT or MRI, obtaining good agreement for both the structural features and the specific surface areas. Moreover, pressure drop simulations clearly confirm the adequacy of the reconstructed foam for describing the complex flow field experienced in open-cell foams. Due to the analogies in the transport mechanisms, the adequacy of the reconstructed geometry for the CFD prediction of the pressure drop poses the basis for further investigation on the fluid-solid heat and mass transport properties. In this perspective, we plan to investigate heat and mass transport processes prevailing in these structures by means of the geometry
generated by this methodology. Nevertheless, the methodology could be further improved in order to introduce the capability of generating concave struts, which can be found in metal foams characterized by extremely high porosities.

Our procedure allows, therefore, for the generation of virtual foam structures with similar properties to those of real open-cell foams. The procedure could be then exploited to perform advanced design of the foam structure, since it enables virtual testing of a large set of foams in order to figure out the optimal properties for the specific process requirements.
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