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Abstract

The problem of experiment design for constrained linear systems with multiple inputs is addressed. A parametric model of the system is considered. The presented theoretical results provide a guideline on how to design experiments that minimize the worst-case identification error, as measured by the radius of information of the set of feasible model parameters, calculated in any norm. In addition, it is shown that an alternative, simpler approach can be employed when input constraints are symmetric and the worst-case identification error is minimized in either 1- or ∞-norm. For such cases, on the basis of the derived results, a computationally tractable algorithm for the experiment design is proposed. The presented results are valid for a general model representation, which admits the commonly used finite impulse response model as a special case. The features of the presented method are illustrated in a numerical example.
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1 Introduction

The goal of optimal experiment design in system identification is to choose the input sequence to be applied to the plant, in order to maximize the information contained in the collected data and thus minimize the uncertainty on the estimated model parameters. The literature on experiment design can be divided in two categories, i.e. “probabilistic” (see e.g. [11,15,27,29]) and “worst-case”, on the basis of the considered assumptions on the noise signal which affects the plant output.

In the worst-case framework, the information available on the noise is given just by its magnitude bound, thus moving away from any stochastic characterization. Under this assumption, Set Membership (SM) identification approaches (see e.g. [23], [30]) are used to derive the set, named the Feasible Parameter Set (FPS), containing all the parameter values such that the corresponding model is able to explain the collected measurements within the assumed noise bound. In this framework, the size of the FPS can be considered as an indicator of the quality of the plant estimate, and it can be used as a criterion for optimal experiment design. In particular, it is of interest to design an experiment that minimizes the worst-case (i.e. for any possible noise realization) radius of the FPS (also called radius of information). In [1], the design of periodic input sequences with constrained magnitude that minimize the radius of information in 2-norm have been considered for single input, single output (SISO) systems parameterized by a finite impulse response (FIR) model. For the same class of models, in [18] it was shown that the input sequence that minimizes the worst-case radius of information in 1-norm with input magnitude constraints corresponds to a Galois sequence. In [2], in the same settings the shortest input sequences that minimize the worst-case radius of information in 2- and ∞-norm were derived. In [5], a way to design input sequences that minimize the worst-case radius of information in ∞-norm for conditional SM identification was presented. Moreover, the time complexity of the worst-case experiment design in 1-norm has been considered in [8] and [26]. More recently, experiment design aimed at minimizing the worst-case radius of information for nonlinear systems has been investigated in [17], [25] and for linear systems with quantized
measurements in [6], [7].

In summary, the existing studies on experiment design aimed at minimizing the worst-case radius of information address mainly the case of SISO systems parameterized by FIR models, and only magnitude constraints on the input are considered. However, many real-world systems have multiple inputs subject to other types of constraints, like input rate constraints, which often arise due to physical limitations of the actuators, as well as constraints that couple different plant inputs. In addition, in order to reduce the model complexity (and the number of parameters that need to be identified), it is often beneficial to use different parameterizations, based on basis functions, instead of FIR models. The most commonly used basis functions are the Laguerre (see [31]) and Kautz (see [32]) ones as well as the generalized orthonormal basis functions (see [9], [24]). For the mentioned cases that are not covered by the literature, we provide here new results on the optimal worst-case experiment design. In particular, we consider systems with multiple inputs subject to general convex constraints, as well as general basis function parameterizations of the system’s model. For these settings, our first result provides the answer to the question of how to design input sequences that can minimize the worst-case radius of information, computed in any norm. Although the result is very general, the computational complexity of the related input design procedure becomes quickly prohibitive. Then, we demonstrate how stronger results can be obtained when the input constraints are symmetric and if either the 1- or \( \infty \)-norm radius of information is considered, leading to a computationally tractable algorithm to design the input sequence that actually minimizes the worst-case radius of information that can be achieved in the experiment. In the specific case of SISO, FIR models with only input magnitude constraints, our results correspond to the mentioned previous findings, hence providing a generalization of the existing theory.

The paper is organized as follows. In section 2 we introduce the notation and problem formulation. The main results are derived in section 3, while section 4 presents a numerical example. Finally, conclusions are given in section 5.

2 Problem Statement

We consider a multiple input, single output (MISO), strictly proper, discrete time, linear time invariant (LTI) system, with \( n_u \) inputs. At a generic time step \( t \) the measured output of the system is given by:

\[
y(t) = \varphi(t)^T \theta^o + e(t),
\]

where \( \varphi(t) \) stands for the standard matrix transpose operator, \( \theta^o \in \mathbb{R}^m \) is a vector of \( m \) model parameters that describe the system, \( e(t) \in \mathbb{R} \) is a term that accounts for any measurement noise, process noise or plant-model mismatch and \( \varphi(t) \in \mathbb{R}^m \) is a regressor vector that depends on the applied control inputs \( u(t) \in \mathbb{R}^{n_u} \) as:

\[
\varphi(t + 1) = A \varphi(t) + B u(t),
\]

where \( A \in \mathbb{R}^{m \times m} \) and \( B \in \mathbb{R}^{m \times n_u} \) depend on the selected model parametrization.

Remark 2.1 The results that we derive for MISO systems are also relevant for the experiment design of multiple input, multiple output (MIMO) systems, since any MIMO system can be decomposed into several MISO systems (one MISO system for each output).

Remark 2.2 Note that the system parametrization in (1) and (2) is slightly different from the standard regression form model assumed in the system identification literature (see e.g. [11,15,27,29]). We use such a model structure in order to state the results on the worst case experiment design for a broad range of basis function parameterizations. In fact the chosen model structure covers as special cases several commonly used model parameterizations. For example, for the case when \( n_u = 1 \) and an FIR plant model is used, \( A \) and \( B \) would have the following structure:

\[
A = \begin{bmatrix}
0 & 0 & \ldots & 0 \\
1 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1
\end{bmatrix}, \quad B = \begin{bmatrix}
1 \\
0 \\
\vdots \\
0
\end{bmatrix}.
\]

For the case when \( n_u > 1 \), \( A \) and \( B \) can be obtained by block diagonalizing the matrices in (3). Moreover, suitable \( A \) and \( B \) matrices can be derived for the case when the Laguerre (see [10]), Kautz (see [32]) or generalized orthonormal basis functions (see [24]) are used.

Remark 2.3 According to the model in (1) and (2), the regressor vector depends on the past plant inputs only. The extension of the presented results to a model in which the regressor would depend on the past values of the plant output (e.g. ARX models) would not be straightforward. Such models are treated in the category of errors-in-variables problems in the SM literature (see e.g [21]).

We consider the following assumption on the matrices \( A \) and \( B \).

Assumption 1 The pair \( A, B \) is controllable and \( A \) has all the eigenvalues inside the unit circle.

Note that Assumption 1 holds for all standard basis function parameterizations. The only knowledge that is assumed on the signal \( e(t) \) is that its magnitude is bounded point-wise in time.
Assumption 2

\[ |e(t)| \leq \epsilon, \forall t, \]  

(4)

where \( \epsilon \geq 0 \) is a known constant.

Note that in practice it might be easier to estimate the bound on the magnitude of the signal \( e(t) \) than to estimate its statistical properties. The magnitude bound of the measurement noise could for example be obtained from the sensor technical specifications.

We assume that the plant inputs are subject to constraints of the form:

\[
\begin{align*}
C^T u(t) &\leq g, & \forall t \\
L^T \Delta u(t) &\leq f, & \forall t,
\end{align*}
\]

(5)

where \( \Delta u(t) = u(t) - u(t-1) \) is the rate of change of the input. The element-wise inequalities in (5) define convex constraints of the form:

\[ g \leq y(t) \leq f \]

Note that just magnitude and rate constraints have been assumed in order to simplify the notation, however all the results hold also for additional polytopic input constraints satisfying Assumption 3.

Without loss of generality, we take the time step at which the experiment starts to be \( t = 1 \) and make the following assumption about the control inputs applied before this time step.

Assumption 4 \( u(t) = 0, \forall t < 1. \)

The actual value of the parameter vector \( \theta^0 \) is unknown and needs to be estimated on the basis of the assumptions on the system model and on the magnitude bound of the signal \( e(t) \), together with the information provided by the sequence of measurement data collected in the identification experiment. In particular, if we denote a sequence of \( M \) measured plant outputs and its corresponding sequence of applied regressor vectors as:

\[ y_M = \{y(t)\}_{t=1}^M, \varphi_M = \{\varphi(t)\}_{t=1}^M, \]

(6)

then the set of all the models that are consistent with the initial assumptions and collected measurements (6), named the Feasible Parameter Set, is defined as:

\[ FPS = \{ \theta \in \mathbb{R}^m : \|y(t) - \varphi(t)^T \theta\| \leq \epsilon, t = 1, \ldots, M \}. \]

(7)

An optimal estimate of the parameter vector \( \theta^0 \) is the one that minimizes the worst-case estimation error. This estimate is given by the Chebyshev center of the \( FPS \):

\[ \theta^*_p = \arg \inf_{\theta} \sup_{\varphi \in \text{FPS}} \|\varphi - \theta\|_p, \]

(8)

where \( p \in [1, \infty) \). Clearly the resulting estimate will depend on the used norm. The worst-case error obtained by the estimate (8) is called the \( (p\text{-norm}) \) radius of information and it is given by:

\[ r_p(FPS) = \sup_{\theta \in \text{FPS}} \|\theta^*_p - \theta\|_p. \]

(9)

Often the estimate (8) is hard to compute; in these cases interpolatory algorithms represent a valid tractable alternative. These algorithms provide an estimate that is guaranteed to be contained in the \( FPS \), and its worst-case error is bounded by twice the radius of information (8) (see e.g. [30]). Hence, the radius of information \( r_p(FPS) \) is a reasonable measure of the quality of an estimate and therefore the experiment design should be aimed at minimizing this quantity. However, the radius of information achieved after a specific experiment depends on the applied control inputs, on the actual system’s dynamics, and on the particular realization of the disturbance signal that occurred. Since the last two aspects are not part of the available prior information, it is of interest to consider the worst-case radius of information with respect to all possible values of the true system’s parameters and all possible disturbance realizations:

\[ r_p(\varphi_M) = \sup_{\theta^0, \|e(t)\| \leq \epsilon, t=1,\ldots,M} r_p(FPS). \]

(10)

It has been shown in [20] (Theorem 3), [22] (Theorem 2) and [19] (Theorem 1) that the worst-case radius of information can be computed as:

\[ r_p(\varphi_M) = \sup_{\theta \neq 0} ||\theta||_p \]

Subject to:

\[ |\varphi(t)^T \theta| \leq \epsilon, \forall t \in [0,M]. \]

(11)

The key to prove that (11) is equivalent to (10) is to show that the radius of information (9) does not depend on \( \theta^0 \) and that it is maximized by a realization of \( e(t) \) corresponding to a constant signal. Indeed changing \( \theta^0 \), for the same sequence of regressor vectors \( \varphi_M \) and the same realization of the signal \( e(t) \) results in a translation of the \( FPS \) in space and hence does not affect the radius of information (9). The second point is more subtle to show and its proof can be found in the cited literature.

The worst-case radius of information \( r_p(\varphi_M) \) represents an upper bound on the value of \( r_p(FPS) \) that can be obtained in the identification experiment. In addition, from
(11) it follows that, for given prior information (model structure and disturbance/noise bounds) the worst-case radius of information depends only on the applied regressor vectors, and thus, according to (2), on the input sequence employed in the experiment. Therefore, our aim is to design an input sequence that minimizes the value of $r_p(\varphi_M)$, while at the same time satisfying the input constraints (5). If such a sequence were found and used in the identification experiment, the corresponding worst-case radius of information would provide a guaranteed upper bound on the quality of the identified model set, no matter what the true system parameters are and what disturbance and noise realizations occur. In the next section, we address the problem of constructing input sequences that minimize the worst-case radius of information (10).

3 Worst-case experiment design

3.1 Preliminaries

We first define the set of admissible regressors as the set containing all the regressor vectors that can be reached from the origin (see Assumption 3) in $N$ steps, given the input constraints (5):

$$\Phi_N = \{\varphi \in \mathbb{R}^m : \varphi = [A^{N-1}B, A^{N-2}B, \ldots, B]U, U \in \mathcal{U}\},$$

where $\mathcal{U} \subset \mathbb{R}^{Nn_u}$ is the set of all the admissible control input sequences of length $N$, defined by

$$\mathcal{U} = \{U \in \mathbb{R}^{Nn_u} : WU \leq Z\},$$

where

$$W = \begin{bmatrix}
C & 0 & \cdots & 0 & L & 0 & \cdots & 0 \\
0 & C & \cdots & 0 & -L & 0 & \cdots & 0 \\
& & & & \ddots & & & \\
& & & & & 0 & \cdots & C \\
& & & & & 0 & \cdots & 0 & L \\
0 & \cdots & 0 & C & 0 & \cdots & L & 0 \\
& & & & & & & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots
\end{bmatrix}_{N \times N}^T, \quad Z = \begin{bmatrix}
g^T & \cdots & g^T & f^T & \cdots & f^T \\
& & & & & & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \ddots & \ddots & \vdots & \ddots & \ddots & \ddots
\end{bmatrix}_{N \times N}^T,$$

with $0$ denoting zero matrices of appropriate dimension. Note that, from (13) and (14), it follows that $\mathcal{U}$ is a polytope and therefore $\Phi_N$ is also a polytope, as it is a linear projection of a polytope. The fact that $\Phi_N$ is a polytope is a consequence of the assumption that the regressor vector depends on the past control inputs only. In the case of an ARX model, $\Phi_N$ would not be a polytope, which prevents the direct extension of the presented results to a more general ARX model structure (see also Remark 2.3). Theoretically, the set of admissible regressors is given by $\Phi_\infty = \lim_{N \to \infty} \Phi_N$. However, considering $\Phi_\infty$ would imply allowing infinite experimentation time, which is not realistic. Moreover, since by Assumption 1 the matrix $A$ has all the eigenvalues inside the unit circle, it holds that $\lim_{N \to \infty} A^{N-1}B = 0$, i.e. $\Phi_N$ is a good approximation of $\Phi_\infty$ for $N$ sufficiently large. Therefore, in our analysis we will make the following assumption about the set of admissible regressor vectors.

**Assumption 5** The set of admissible regressor vectors is given by $\Phi_N$, where $N$ is a finite, but possibly very large number.

In practice, a sufficiently large $N$ should be selected by the experiment designer. We present a suitable procedure to select $N$ in section 3.3.

**Remark 3.1** Note that if the matrix $A$ is nilpotent, for example when an FIR model parametrization is used (see e.g. (3)), then $\exists N' : \forall N \geq N', \Phi_N = \Phi_N'$ and therefore $\Phi_\infty = \Phi_N'$, i.e. the set of admissible regressors can be calculated exactly for a finite value of $N$.

We next define the minimal worst-case radius of information $r_p^*$ as:

$$r_p^* = \inf_{M, \varphi(t) \in \Phi_N, t=1,\ldots,M} r_p(\varphi_M),$$

i.e. $r_p^*$ is the minimal worst-case radius of information achievable by considering all the admissible regressors and all possible experiment’s lengths $M$. From (11) and (15) it follows that the minimal worst-case radius of information can be achieved by an infinitely long input sequence that gives rise to all the vectors in $\Phi_N$:

$$r_p^* = \sup_{\theta \in S} ||\theta||_p,$$

where

$$S = \{\theta \in \mathbb{R}^m : ||\varphi^T \theta|| \leq \epsilon, \forall \varphi \in \Phi_N\}.$$
vertices of $\Phi_N$ by $V(\Phi_N)$. Note that, by construction, $V(\Phi_N)$ can be split into two sets:

$$V(\Phi_N) = \left\{ V^+(\Phi_N) \cup V^-(\Phi_N) \right\}, \quad (20)$$

where $\forall v \in V^+(\Phi_N), -v \in V^-(\Phi_N)$ and $V^+(\Phi_N) \cap V^-(\Phi_N) = \emptyset$, with the set $V^+(\Phi_N)$ satisfying $V^+(\Phi_N) \subset V(\Phi_N)$, where $V(\Phi_N)$ is the set of all the vertices of $\Phi_N$. Note that, depending on the shape of the set $\Phi_N$, there might be more than one way to split the set $V(\Phi_N)$ into $V^+(\Phi_N)$ and $V^-(\Phi_N)$.

We also recall the following definition of polytope’s polar from [12].

**Definition 3.1** A polar of a polytope $P \subset \mathbb{R}^m$ containing the origin is defined as:

$$P^* \doteq \{ x \in \mathbb{R}^m : y^T x \leq 1, \forall y \in P \} \quad (21)$$

We further recall two theorems related to the polarity of polytopes that are instrumental for our results.

**Theorem 3.1** (Theorem 9.1 in [4])

$$P^* = \{ x \in \mathbb{R}^m : v^T x \leq 1, \forall v \in V(P) \}, \quad (22)$$

where $V(P)$ denotes the set of all the vertices of the polytope $P$.

**Theorem 3.2** (Theorem 6.4 in [4]) Let $bd(P)$ denote the set of all the points on the boundary of a polytope $P$. Then $\forall v \in bd(P)$, it holds that $\max_{x \in P} v^T x = 1$, i.e. the hyperplane $F = \{ x \in \mathbb{R}^m : v^T x = 1 \}$ is a supporting hyperplane of $P^*$.

### 3.2 Main results

We now have all the ingredients to derive the result on how to design a finite input sequence that yields the minimal possible worst-case radius of information in any norm.

**Theorem 3.3** Let the Assumptions 1, 2, 3 and 5 hold. The minimal worst-case radius of information $\tau_\theta^\psi$, $\forall \psi \in [1, \infty)$, is achieved by a finite input sequence that generates all the regressor vectors in $V^+(\Phi_N)$.

**Proof 1** We first note that the set $\mathcal{S}$ in (17) can be written in a slightly different form:

$$\mathcal{S} = \{ \theta \in \mathbb{R}^m : \varphi^T \theta \leq \epsilon, \forall \varphi \in \Phi_N \cup -\Phi_N \}, \quad (23)$$

In addition, we consider another set, defined by the elements of $\Phi_N$:

$$\mathcal{S}_c = \{ \theta \in \mathbb{R}^m : \varphi^T \theta \leq \epsilon, \forall \varphi \in \Phi_N \}. \quad (24)$$

Since, by construction, $\Phi_N \cup -\Phi_N \subseteq \Phi_N$, it holds that $\mathcal{S}_c \subseteq \mathcal{S}$. In addition, we note that, by construction, $\Phi_N$ contains the origin and therefore, by Definition 3.1, the polytope $\mathcal{S}_c$ is a polar of the polytope $\frac{1}{\epsilon} \Phi_N$, where

$$\frac{1}{\epsilon} \Phi_N = \{ \varphi \in \mathbb{R}^m : \varphi = \frac{1}{\epsilon} v, \forall v \in \Phi_N \}. \quad (25)$$

By using the fact that $V(\Phi_N)$ can be split into $V^+(\Phi_N)$ and $V^-(\Phi_N)$ as in (20), (25) can be rewritten as:

$$\mathcal{S}_c = \{ \theta \in \mathbb{R}^m : v^T \theta \leq \epsilon, \forall v \in V(\Phi_N) \}. \quad (26)$$

Since, by construction, $V^+(\Phi_N) \subset \Phi_N$, it has to hold that $\mathcal{S} \subseteq \mathcal{S}_c$, and as also $\mathcal{S}_c \subseteq \mathcal{S}$, it follows that $\mathcal{S}_c = \mathcal{S}$. Then, from (16) and (26), the claim of the Theorem follows directly.

The result of Theorem 3.3 gives a guideline on how to design identification experiments to minimize the worst-case radius of information $\tau_\theta^\psi$ in any norm ($\forall \psi \in [1, \infty)$). We note that the input sequence given by Theorem 3.3 also minimizes the volume of FPS (see [28]). Theorem 3.3 implies that in order to design the input sequence that minimizes the worst-case radius of information in any norm, the vertices of $\Phi_N$ need to be computed. However, finding the vertices of a polytope described by a set of linear inequalities is in general a computationally hard problem. Dedicated software tools for finding polytope vertices exist [14], but can be used only for relatively low dimensional spaces and for rather simple polytopes. Moreover, the number of vertices of $\Phi_N$ would, in general, grow more than exponentially with the increase in the number of the parameters to be identified, implying impractical experimentation time even for a small number of unknown coefficients.

However, it is reasonable to expect that if one would aim at minimizing the worst-case radius of information for a specific norm, there could be a different and less complex way of designing the experiment. In the remainder of this section, we show that this is indeed the case and that polytopic geometry can be exploited in order to provide a tractable way to design experiments if the goal is to minimize the worst-case radius of information in 1- or $\infty$-norm, and if the set $\Phi_N$ is centrally symmetric, such that $\Phi_N = -\Phi_N = \Phi_N$. Note that this condition is met if the constraints (5) are symmetric, which is often the
case in practical problems. The use of $1$- and $\infty$-norm is quite common in the context of SM identification (see e.g. [21]).

In order to state the result for $1$-norm, we define the following set of vectors:

\[ V^1 = \left\{ v \in \mathbb{R}^m : v = [x_1, x_2, \ldots, x_m]^T, \quad x_i \in \{-1, 1\}, i = 1, \ldots, m-1 \right\}. \tag{27} \]

Note that, by construction, the set $V^1$ has $2^{m-1}$ elements. The vectors in $V^1$ are selected such that they form a $1$-norm ball:

\[ D^1 = \left\{ x \in \mathbb{R}^m : |v^T x| \leq 1, \forall v \in V^1 \right\}. \tag{28} \]

Note that there is more than one possible way to define the set $V^1$ such that the set $D^1$ in (28) corresponds to the $1$-norm ball. In fact, the definition of the set $V^1$ in (27) is taken as a notational convention and the result that we derive holds for any other combination of vectors such that $D^1$ is a $1$-norm ball.

To each of the vectors $v_i \in V^1, i = 1, \ldots, 2^{m-1}$, we associate a scalar $\alpha_i > 0, i = 1, \ldots, 2^{m-1}$ that is computed as the maximal value that guarantees the satisfaction of $\alpha_i v_i \in \Phi_N$:

\[ \begin{align*}
\alpha_i &= \max k \\
\text{Subject to:} \\
k v_i &\in \Phi_N.
\end{align*} \tag{29} \]

Note that by using (12) and (13), the optimization problem (29) can be rewritten as:

\[ \begin{align*}
\alpha_i &= \max k \\
\text{Subject to:} \\
k v_i &= [A^{N-1} B, A^{N-2} B, \ldots, B] U \\
W U &\leq Z,
\end{align*} \tag{30} \]

which is a linear program (LP) that can be solved efficiently with available software tools. We further denote the smallest scalar among all $\alpha_i, i = 1, \ldots, 2^{m-1}$, with $\alpha^1$:

\[ \alpha^1 \doteq \min \{\alpha_1, \ldots, \alpha_{2^{m-1}}\}. \tag{31} \]

Note that finding $\alpha^1$ amounts to solving an LP of the form (30) for each vector in $V^1$ and then finding the smallest number among the obtained solutions.

We are now in position to give the result on how to design the identification experiment in order to achieve the minimal worst-case radius of information $\tau^1_1$.

**Theorem 3.4** Let the Assumptions 1, 2, 3 and 5 hold. If $\Phi_N$ is centrally symmetric ($\Phi_N = -\Phi_N = \hat{\Phi}_N$), the minimal worst-case radius of information $\tau^1_1$ is achieved with the input sequence that generates the regressor vectors $\alpha^1 v_i, \forall v_i \in V^1$, and its value is $\tau^1_1 = \frac{\epsilon}{\alpha^1}$.

**Proof 2** Let us denote by $S^1$ the set formed by the regressor vectors defined by $\alpha^1 v_i, \forall v_i \in V^1$, as:

\[ S^1 = \left\{ \theta \in \mathbb{R}^m : |\alpha^1 v_i^T \theta| \leq \epsilon, \forall v_i \in V^1 \right\}. \tag{32} \]

From the way $V^1$ is defined, it follows that $S^1 = \frac{\epsilon}{\alpha^1} D^1$, i.e. $S^1$ is the $1$-norm ball with radius $\frac{\epsilon}{\alpha^1}$. Since, by construction, $\alpha^1 v_i \in \Phi_N, \forall v_i \in V^1$, it has to hold that $S \subseteq S^1$. Moreover, from the assumption that $\Phi_N$ is centrally symmetric, it holds that $\Phi_N$ contains the origin and therefore, from the definition 3.1, $S$ is a polar of $\frac{\epsilon}{\alpha^1} \Phi_N$, where $\frac{\epsilon}{\alpha^1} \Phi_N = \{ \varphi \in \mathbb{R}^m : \varphi = \frac{\epsilon}{\alpha^1} v, \forall v \in \Phi_N \}$. In addition, from the way $\alpha^1$ is defined in (31), it follows that $\exists \varnothing \in V^1 : \alpha^1 v^T \varnothing \in bd (\frac{1}{\alpha^1} \Phi_N)$. Moreover, from the fact that $\Phi_N$ is symmetric ($\Phi_N = -\Phi_N = \hat{\Phi}_N$), it follows that $-\alpha^1 v \in bd (\frac{1}{\alpha^1} \Phi_N)$. Then, from Theorem 3.2, it holds that the two parallel faces of $S^1$ defined by $\alpha^1 v$ and $-\alpha^1 v: F_+ = \{ x \in \mathbb{R}^m : \alpha^1 v^T x = \epsilon \}$ and $F_- = \{ x \in \mathbb{R}^m : -\alpha^1 v^T x = \epsilon \}$ are the supporting hyperplanes of $S$. Since $S \subseteq S^1$ and $S^1$ has at least two parallel faces that are the supporting hyperplanes of $S$, $S^1$ is the tightest possible $1$-norm ball containing $S$. This can be shown by contradiction. Let us assume (for the sake of contradiction) that $S^1$ is not the tightest possible $1$-norm ball containing $S$ and that there exists some $1$-norm ball $S' = q D^1, q < \frac{\epsilon}{\alpha^1}$ such that $S \subseteq S' \subseteq S^1$. Let us denote the faces of $S'$ that are parallel to $F_+$ and $F_-$ by $F'_+$ and $F'_-$, respectively. Then it holds that: $F'_+ \subseteq \{ x \in \mathbb{R}^m : \alpha^1 v^T x < \epsilon \}$ and $F'_- \subseteq \{ x \in \mathbb{R}^m : -\alpha^1 v^T x < \epsilon \}$. Since $F_+$ and $F_-$ are the supporting hyperplanes of $S$ ($i.e.$ max $\alpha^1 v^T x = \epsilon$ and max $-\alpha^1 v^T x = \epsilon$, it means that $F'_+$ and $F'_-$ are contained in the supporting half-spaces of $S$ and therefore intersect $S$, which is a contradiction. Therefore, $S^1$ is indeed the tightest possible $1$-norm ball containing $S$ and hence it has to hold that:

\[ \sup_{\theta \in S} ||\theta||_1 = \sup_{\theta \in S^1} ||\theta||_1 = \frac{\epsilon}{\alpha^1}. \tag{33} \]

Which completes the proof.

**Remark 3.2** The fact that the minimal possible worst-
The case radius of information can be calculated a priori can be exploited to evaluate the quality of an experiment realization a posteriori. In particular, if the achieved radius of information is much smaller than the minimal worst-case value, it would indicate a favorable realization of measurement error and hence good quality of the parameter estimate. Vice versa, if the obtained radius of information is close to the worst-case, it would mean that an unfortunate realization of the signal $e(t)$ has occurred and the experiment could be repeated in hope that a more fortunate realization might occur.

Note that in the case of $\infty$-norm, we can define the following set of vectors:

$$V^\infty = \left\{ \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{bmatrix} \right\}, \quad (34)$$

where the set $V^\infty$ has $m$ elements. In addition, if we define $\alpha^\infty$ analogously to $\alpha^1$ in (31), we can state the following corollary of Theorem 3.4.

**Corollary 3.1** If Assumptions 1, 2, 3 and 5 hold and $\Phi_N$ is centrally symmetric, the minimal worst-case radius of information $r^\infty_N$ is achieved with the input sequence that generates the regressor vectors $\alpha^\infty v_1, \forall v_1 \in V^\infty$ and its value is $r^\infty_N = \frac{\alpha^\infty}{N \Delta r}$. **Algorithm 1** Algorithm to determine the value of $N$

```
N = 1;
Calculate $\alpha^1$ according to (31), based on $\Phi_N$;
$\vec{r}_{1,old} = \frac{1}{\Delta r}$;
$\Delta r = 1$;
while $\Delta r \geq \Delta r$ do
  $N = N + 1$;
  Calculate $\alpha^1$ according to (31), based on $\Phi_N$;
  $\vec{r}_{1}^* = \frac{\alpha^1}{\Delta r}$;
  $\Delta r = \frac{\vec{r}_{1}^* - \vec{r}_{1,old}}{\vec{r}_{1}^*}$;
  $\vec{r}_{1,old} = \vec{r}_{1}$;
end while
```

For a fixed value of $N$, Theorems 3.3 and 3.4 and Corollary 3.1 also provide the guidelines on how to calculate the sets of regressor vectors that should be explored in order to minimize the worst-case radius of information. In order to design an identification experiment, an input sequence that visits all such regressor vectors has to be generated. Usually one would seek for the shortest possible input sequence that gives rise to all the regressor vectors of interest, in order to reduce the required experimentation time. However, finding the shortest sequence would, in general, be a very difficult combinatorial problem. Therefore, we propose a suboptimal, but computationally tractable algorithm for finding a sequence of control inputs starting from the set of regressor vectors that should be generated. The approach, summarized in Algorithm 2 below, is such that it guarantees that all the regressor vectors of interest are visited, but does not give the guarantee that the computed input sequence is the shortest possible.

The algorithm is iterative and it employs a greedy approach. At each iteration, an element from the set of the regressor vectors that have not been visited and that can be reached from the current regressor vector $\varphi_0$ in the smallest number of steps is found, together with the sequence of inputs that should be applied in order to make the transition. This vector is then removed from the set of the regressor vectors that have not been visited and it is taken as the current regressor vector. The calculated input sequence is concatenated with the previously calculated input sequences. Initially, the current regressor vector $\varphi_0$ is selected as a zero vector (see Assumption 4).
and the set of the regressor vectors that have not been visited is populated by all those that have to be visited.

The proposed algorithm relies on the fact that if a given regressor vector, \( \varphi_T \), can be reached from the current one, \( \varphi_0 \), in \( k \) steps, given the input constraints (5), then the following system of linear equalities and inequalities must be feasible:

\[
\exists \varphi(t) \in \mathbb{R}^m, t \in [0, k], u(t), \Delta u(t) \in \mathbb{R}^{n_u}, t \in [1, k] \\
\text{Such that:} \\
\varphi(0) = \varphi_0 \\
\varphi(k) = \varphi_T \\
\varphi(t) = A \varphi(t-1) + Bu(t-1) \\
\Delta u(t) = u(t) - u(t-1) \\
C^T u(t) \leq g \\
L^T \Delta u(t) \leq f
\]

(35)

where \( u(0) \) is the last element of the input sequence that was applied in order to achieve the regressor vector \( \varphi_0 \).

A solution of (35), if it exists, represents the input sequence that steers the regressor vector from \( \varphi_0 \) to \( \varphi_T \) in \( k \) steps. Checking whether a system of linear equalities and inequalities that form a convex set has a solution, and finding that solution, is a problem that can be efficiently solved by using linear programming techniques [3]. Note that, since \( \varphi_T \in \Phi_N \) and the pair \( A, B \) is controllable, the problem (35) will always have a solution for \( k \) large enough. Finding the regressor vector that can be reached in the smallest number of steps is then done by consecutively solving problem (35) for all the terminal regressor vectors that have not been visited, with \( k \) initially set to 1 and then incremented until a feasible solution is found.

Note that the computational complexity of the Algorithm 2 depends on the number of regressor vectors that have to be visited. This number scales linearly for the \( \infty \) and exponentially for the 1-norm with the number of unknown parameters \( m \). Note however that the Algorithm 2 relies on linear programs only, which can be solved very efficiently. Therefore, the Algorithm can be executed in reasonable time even for large number of regressor vectors that need to be visited.

4 Numerical example

In order to illustrate the derived results and the features of the proposed algorithm, we consider a numerical example in which we compare the identification performance for the case when an input sequence that minimizes the worst-case radius of information is used, with the case when an input signal based on using random binary sequences is used. We consider a SISO system model, parameterized by Laguerre basis functions. The plant is given as a linear combination of 5 filters:

\[
y(z) = \sum_{k=1}^{5} \theta_k^0 \frac{1 - 0.4 z^{-1}}{z - 0.4} u(z) + e(z),
\]

(36)

where \( z \) is the time shift operator \( (zu(t) = u(t+1)) \) and \( y(z) \), \( u(z) \) and \( e(z) \) are the \( Z \) transforms of the plant input, output and disturbance signals. The coefficients \( \theta_k^0, k = 1, \ldots, 5 \) are considered to be unknown and need to be estimated from an identification experiment. The plant model with the structure in (36) can be written in the regressor form (1)-(2) by taking the vector of the unknown parameters to be \( \theta^0 = [\theta_1^0, \ldots, \theta_5^0]^T \) and the matrices in (2) as (see [10]):

\[
A = \begin{bmatrix}
0.4000 & 0 & 0 & 0 & 0 \\
0.8400 & 0.4000 & 0 & 0 & 0 \\
-0.3360 & 0.8400 & 0.4000 & 0 & 0 \\
0.1344 & -0.3360 & 0.8400 & 0.4000 & 0 \\
-0.0538 & 0.1344 & -0.3360 & 0.8400 & 0.4000 \\
\end{bmatrix}
\]

(37)

\[
B = \begin{bmatrix}
0.9165 & -0.3666 & 0.1466 & -0.0587 & 0.0235 \\
\end{bmatrix}^T
\]

It is assumed that the control input of the system is constrained such that \( |u(t)| \leq 2 \) and \( |\Delta u(t)| \leq 1 \). In addition, we assume the bound on the disturbance \( e(t) \) to be \( \epsilon = 0.4 \) and in the simulations we generated \( e(t) \) by taking a random value from an uniform distribution in the interval \([-\epsilon, \epsilon] \) at each time step. For the given identification problem, we would like to design an experiment that minimizes the worst-case radius of information in \( 1 \)-norm. To this end, by using Algorithm 1, we selected \( N \)
that defines the set of admissible regressors ($\Phi_N$) to be $N = 30$, corresponding to the tolerance of $\Delta T = 10^{-4}$. We created the set of regressor vectors that should be visited, by solving an LP as in (35) for each element of the set $V^1$ and computing the value of the parameter $\alpha^1$ as in (31). The corresponding sequence of inputs is then obtained by using the Algorithm 2, it is 108 samples long and is shown in Fig. 1. For this example it took 0.54 seconds to calculate $N$ and 0.86 seconds to execute the Algorithm 2 on a laptop with Intel i7-36667U processor, when using Gurobi [13] for solving the optimization problems.

![Fig. 1. Input sequence minimizing the worst-case radius of information in 1-norm.](image1)

We performed a series of identification experiments with two different input sequences and the same measurement error realization. In one case we use the input sequence given in Fig. 1, which guarantees to achieve the minimal worst-case radius of information, while in the other case we use an input sequence of the same length whose generation is based on a random binary signal.

![Fig. 2. Typical example of an input sequence generated by using a random binary signal.](image2)

This sequence is formed by first generating a random binary sequence with the probability of the sign change taken as a random variable in the interval $[0.2, 0.8]$ and then by finding a sequence that is the most similar to it (it has the smallest 2-norm difference) and that satisfies the input rate constraints. A typical excitation signal obtained in this way is shown in Fig. 2. Random binary sequences are a recommended heuristic for generating input signals in identification experiments, see e.g. [16].

During the experiments, the values of the model parameters were set to: $\theta^0 = [2, 1.6, 1, 0.6, 0.2]^T$. We repeated the identification experiment 4000 times. The obtained values for the radius of information for the first 150 realizations are compared in Fig. 3, while in Fig. 4 we compare the empirical probability density functions for the obtained values of the radius of information over all the realizations. Taking the average over all the experiments, the obtained radius of information is very similar for both cases. However, when the control input sequence of Fig. 1 is used, the radius of information is never larger than 0.78, which is the theoretical value for the minimal worst-case radius of information. On the other hand, when the input sequence based on the random binary signal is used, for some unfavorable realizations of the error signal, the radius of information can be larger than the theoretically derived value for the minimal worst-case radius of information. In fact, in 13.7% of the experiment realizations using random input, the obtained radius of information was greater than the maximal value guaranteed by our approach. The same kind of numerical analysis was done for the case of $\infty$-norm radius of information. In this case in 16.2% of the experiment realizations the radius of information obtained when using the random input was larger than the worst case bound guaranteed by our approach.

![Fig. 3. The upper plot shows the obtained radius of information when the optimal input sequence is used. The lower plot shows the obtained radius of information when the input based on a random binary signal is used. The dashed line indicates the value of the minimal worst-case radius of information according to Theorem 3.4.](image3)

Hence, as expected from our results, when using the input sequence derived with Theorem 3.4 and Algorithm 2, there is an upper bound (that can be calculated beforehand) to the radius of information that can be obtained for any measurement error realization. This is not the case with a more standard input sequence often used in system identification experiments, which can result in quite large radius of information in case the measurement error is unfavorable.
Fig. 4. Empirical probability density functions of the radius of information in different identification experiment realizations for the optimal input (upper plot) and for the input based on the random binary sequence (lower plot).

5 Conclusion

We have presented a way to compute the set of regressor vectors that should be visited in order to minimize the worst-case radius of information in any norm for the case of input constrained MISO linear systems with a general parametrization. In addition, we addressed the particular cases when the radius of information is calculated in $l_1$ and $\infty$-norm and showed that there exists a computationally tractable way to design an optimal experiment in such settings, provided that the input constraints are symmetric. The presented results provide a generalization of previous findings, related to the specific case of SISO systems with FIR models. Finally, we showed with a numerical example that the bound on the quality of the resulting model guaranteed by our approach can be violated with a non-negligible probability by more common random input sequences, which are suboptimal from the point of view of minimizing the worst-case radius of information. At the same time, the average performance achieved with our approach is similar to the one obtained with random input sequences.
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