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a b s t r a c t

This paper proposes an unsupervised learning schema for seeking the patterns in rms voltage variations
at the time scale between 1 s and 10 min, a rarely considered time scale in studies but could be
relevant for incorrect operation of end-user equipment. The proposed framework employs a Kernel
Principal Component Analysis (KPCA) followed by a k-means clustering. The schema is applied on
10-min time series with a 1-s time resolution obtained from 44 different periods of a location south
of Sweden. Then, ten patterns are obtained by reconstructing the 10-min time series from each cluster
center. The results of the proposed schema show a good separation of cluster centers. Moreover, some
statistical power-quality indices are applied to the whole dataset, showing voltage variation between
(0.5–3) V over a 10-min window. Obtaining the most suitable indices and applying them to the ten
obtained cluster centers and their belonging time series shows that the existing statistical indices
may not be enough to show a complete picture of the sub-10 min actual variations. This outcome
shows the necessity of extracting 10-min patterns through our proposed schema besides the existing
statistics to quantify the voltage variations, levels, and patterns together. Findings of this paper are:
Not forgetting the sub-10-min time scale; The necessity of employing both statistics and the proposed
schema; Extraction of ten typical patterns; The need for the statistics and patterns that are justified
as changes in equipment connected to the grid; and compressing a huge amount of data from power-
quality monitoring. The proposed schema is applied to a much less understood phenomena/disturbance
type so that this work will result in general knowledge beyond the specific case study.

© 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Voltage magnitude (rms value) deviation from its nominal
oltage varies over a range of time scales. Power-quality moni-
oring (collecting measurement data) is an important part of the
erformance evaluation of power systems and a significant aspect
f power-quality studies for network operators. An agreement
or data collection with limited capacity has been restricted to
0-min values as defined in the IEC 61000-4-30 standard [1,2].
he overview of voltage-quality regulation in [3] also shows that
0 min is the most common value used. Moreover, there is a
ack of performance necessities for voltage quality and knowledge
n the levels for sub-10-min values (a time scale between 1 s
nd 10 min), and power-quality monitoring programs seldom
nclude it. In contrast, this time scale should not be neglected be-
ause equipment susceptibility to sub-10-min variations changes.
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Moreover, tripping of PV installations due to overvoltages is seen
for the values belonging to the 10-min time scale. Fast voltage
variations and light flicker are also due to variations in this
time scale [4–7]. Besides, many different types of equipment
(generation or load) show voltage variations in this time scale:
PV power installation [6,8,9], wind power installations [10,11], EV
charging [12], and electric heat pumps [13].

A very short variation (VSV) index over the 10-min widow was
calculated for a single-customer nanogrid in [14]. The
measurement-based definition of individual rapid voltage changes
(voltage steps) as standardized by IEC 61000-4-30 resulted in
a number of publications discussing this voltage-quality event
[8,15]. However, voltage steps are only one aspect of the sub-10-
min variations. Later, some research has been done on statistical
indices and actual levels for quantifying variations of rms volt-
age [6,16] and harmonic voltage [17] in a sub-10-min time scale.
Such statistics are defined, for example, the 95th percentile of
1-s values of the rms or harmonic voltage over the 10-min
window minus a 10-min rms value. As single-window or single-
site, these statistical indices are appropriate for quantifying some
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Table 1
Single-window existing statistics used in this research.
Indices Symbol Explanation

Quantifying the range in value R100 Highest 1-s value minus lowest value
R98 99th percentile minus 1st percentile
R90 95th percentile minus 5th percentile
R80 90th percentile minus 10th percentile

Quantifying deviations from the
rms (overdeviation)

P100 Highest value minus 10-min rms value
P99 99th percentile minus 10-min rms value
P95 95th percentile minus 10-min rms value
P90 90th percentile minus 10-min rms value

Quantifying deviations from the
rms (underdeviation)

P0 Lowest value minus 10-min rms value
P1 1st percentile minus 10-min rms value
P5 5th percentile minus 10-min rms value
P10 10th percentile minus 10-min rms value

10-min very short variations
Standard deviations

VSV
Std.

10-min sliding-window rms on 1-s very short variations
10-min non-sliding-window rms on 1-s very short variations
kind of voltage variations but do not result in typical patterns of
variations versus a 10-min time window. A complete picture of
the sub-10-min time range needs to quantify not only the levels
but also the patterns.

Power-quality monitoring can result in large amounts of data,
specially where it concerns measurements at multiple loca-
ions over a long period. For example, one year of monitoring
ms values (3 voltages, 3 currents, 1 s values) results in about
90 million data points per location, which will take a very
igh amount of data. Although manual analysis is possible, it
s too time-consuming for multiple location measurements. Au-
omatic analysis methods enable a continuous assessment of
he power quality and other operational aspects without time-
onsuming human intervention. Recent developments in machine
earning could identify such hidden patterns. In general, two sets
f methods can be used for training as supervised and unsu-
ervised [18,19]. The initial approaches, as supervised, needed a
re-labeled dataset. In [20–22], expert systems classify power-
uality disturbances. Artificial intelligent-based methods used
xpert classifiers like support vector machines [23–25], ensemble
earnings [26], and neural networks [27,28]. Automatic extrac-
ion of input features has been done as one step before the
upervised classifiers in literature [29,30]. Seeking patterns, so-
alled time series clustering is part of unsupervised problems
ince labeling/assigning cluster numbers to the input dataset
e.g., time series of signal variations) is not possible/too time-
onsuming along with the errors. As observed in [29,30], the
utomatic extraction of principal features has a normally better
ole than manually extracted features (e.g., statistical indices) [1,
1,32] to group a dataset. There are many works done on time
eries clustering. e.g., clustering on the areas of big data in [33],
ultivariable time series clustering in [34–36], and clustering by
sing different tools than k-means and the Euclidean distance
easurement criterion addressed in [37] as shape-based cluster-

ng and in [38] as fuzzy-based by using Distance Time Wrapping
DTW) as similarity measure criteria. However, a limited number
f applications in power quality data measurement analysis have
een found, e.g., a time-series clustering methodology for knowl-
dge extraction in energy consumption data in [39], a clustering
ethod for probabilistic evaluation of harmonic load flow in [40]
nd in [41] a k-means clustering for identification of distributed
eneration contribution. A deep autoencoder followed by a k-
eans clustering was applied in voltage harmonics with a 1-day

ime window by a 10-min resolution in [42–44] to seek the
aily patterns. They are concerned with a rather well-understood
henomenon (daily variation in harmonic voltage) so that their
ethod did not create any new general knowledge. Among the

ew unsupervised machine learning schemas applicable for power
uality measurement analysis, none of them have been applied
2

yet to seek patterns for rms/harmonic voltage fast variations in
the sub-10-min scale, which is different from daily variational
patterns.

On following the refs. [6,7,16,17] to learn more about the sub-
10-min time scale, this paper proposes an unsupervised learning
schema, scalable and computationally cheap, to seek the sub-10-
min patterns in rms voltage variations at the time scale between
1 s and 10 min. The upper limit of the window (10 min) is defined
in the power-quality monitoring standard, IEC61000-4-30, and
is commonly used in power quality monitoring. The lower limit
of the window (1 s) is not part of any standard nor commonly
used. The 1-s period is partly set by the available measurement
data, partly by the computation effort needed, and partly by the
fact that standards and regulations exist for time scales below a
few seconds. In this paper, it was decided to go for unsupervised
learning because (a) the time window 1 s-10 min is still largely
unexplored, (b) there is still a lack of knowledge and insight
about the window (c) relevant information for labeling is missing.
The unsupervised schema employs a Kernel Principal Component
Analysis (KPCA) to automatically reduce the input feature size
and generate principal features. A k-means clustering is employed
to distinguish between the principal features into K clusters.
A t-SNE (t-Distributed Stochastic Neighbor Embedding) is em-
ployed to visualize the principal and clustered feature vectors
into two dimensions. The method is applied to measured 10-
min time series with a 1-s time resolution obtained from 44
different periods of an apartment in a city in southern Sweden.
The apartment is part of a 12-story apartment building with two
elevators, 230-kV, and 50 Hz. Then, ten typical 10-min patterns
are obtained by reconstructing the cluster centers. A statistical
analysis of the obtained results shows that the proposed schema
is effective in seeking sub-10-min patterns and confirms that a
full representation of voltage variations at the sub-10-min scale
needs both results of statistical indices and extracted patterns. In
comparison with [42–44], our proposed schema is applied to a
much less understood phenomena/disturbance type so that the
work will result in general knowledge beyond the specific case
study.

Section 2 of this paper presents the single-window existing
statistical indices shortly. Section 3 describes our unsupervised
learning schema in detail. Section 4 presents the measurement
dataset and shows some examples of variations on the time
scale below 10 min. A statistical analysis of the whole dataset,
the results of the proposed schema, and statistical analysis of
obtained cluster centers and their belonging samples are given
in Section 5. Section 6 discusses the paper and suggests future
works, and finally, Section 7 concludes the paper.
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Fig. 1. Process of the proposed unsupervised learning schema for clustering 10-min time series.
. Single-window existing statistical indices

In order to confirm the further results of our unsupervised
chema and to have a full picture of the variations of rms voltage
n a sub-10-min time scale, Table 1 explains the single-window
xisting indices [16,17] used in this paper. The indices quantify
he range of 1-s values within a 10-min window and somehow
how a picture of the variation of values. 1-s very short variations
re a difference between 1-s rms voltages and the 10-min rms
oltage. Also, a 10-min rms voltage is the rms of 1-s values within
he 10-min window.

. Proposed unsupervised learning schema

The process of the proposed unsupervised learning scheme
onsists of four modules optimized by the grid search, as shown
n Fig. 1.

(a) Pre-processing measurement dataset; (b) KPCA on the fea-
ure vectors (normalized high-dimensional) xi, which results in
the vectors hi with p principal features; (c) Using k-means clus-
tering to group the principal features hi; (d) Reconstruction of
cluster centers using an inverse KPCA; (e) Visualizing the size
reduced principal and clustered features in 2D space using t-SNE.

(a) Pre-processing the measurement dataset
The initial part of the proposed methodology is pre-processing

of the dataset. First, the 1-s rms voltages are shaped within
10-min windows. Therefore, an input dataset matrix Xm×n (1)
concludes, in which each row xi includes a 10-min feature vector
with 1-s resolution including n = 600 dimensions (600×1 s = 600
s/10 min).

Xm×n
= [x1, x2, . . . , xm]

T ,

xi = [xi1, xi2, . . . , xin], i = 1, 2, . . . ,m, n = 600
(1)

n is the dimension of each sample (time series or 10-min windows)
and m is the number of samples. Second, the windows including
missing data (NaN values), are managed by two different remov-
ing, and replacing actions. In this way, the windows with a high
number (≥ 50% × 600 = 300 values) of NaN values are removed
(24 windows equal to 0.32% of all windows in our measurement
dataset), and the NaN values in windows with NaN values less
than 300 are replaced to the window’ mean value.

The proposed model is based on unsupervised learning algo-
rithms (KPCA+k-means), which use the distance between data
3

points to determine the similarity between samples. Considering
a not normalized dataset, the higher weightage may be given to
higher-magnitude features; consequently, the ML-based model
will be biased toward such features, and the performance dete-
riorates. Hence, a Min-Max normalization (2) is applied to each
column of matrix X from several possible approaches. In this
way, each of the 600 features is considered as an independent
coordinate which means that those samples with very high (low)
1s rms voltages will have values close to 1 (0). Each time series
is scaled between [0,1] at the end of this operation.
xij[0,1] =

xij − min(xij)
max(xij) − min(xij)

,

j = 1, 2, . . . , 600, i = 1, 2, . . . ,m for each j
(2)

(b) KPCA
After using Principal Component Analysis (PCA) [45] and sparse

PCA [46] on the dataset, a KPCA algorithm was chosen and
employed as a non-linear method. KPCA takes high-dimensional
data sequences (x600Di ) from Xm×600, maps data space xi(i =

1, 2, . . . ,m) to a higher dimension space Φ(xi), (i = 1, 2, . . . ,m)
and makes a non-linear function (kernel matrix K (3)). After
checking the results of different kernels (Polynomial, RBF, Cosine,
and sigmoid) [47], this study chose a cosine kernel (4). The next
step is reducing dimension linearly. Hence, KPCA does an eigen
analysis and projects the feature vectors on the first p dominant
eigenvectors (principal components). Finally, the output of KPCA
is determined to map the input to low-dimensional principal
feature vectors (hpD

i = ffor (xi)) into Hm×p (5).

Km×m
=

⎡⎢⎢⎣
[Φ(x1), Φ(x1)], · · · [Φ(x1), Φ(xm)]

...
. . .

...

[Φ(xm), Φ(x1)] · · · [Φ(xm), Φ(xm)]

⎤⎥⎥⎦ (3)

[Φ(xi), Φ(xj)] =
Φ(xi)Φ(xj)T

∥Φ(xi)∥
Φ(xj)

 (4)

Hm×p
= [h1, h2, . . . , hm]

T , hi = [hi1, hi2, . . . , hip], i = 1, 2, . . . ,m
(5)

In addition to the size feature reduction, this step may help in
better initialization of centroids for k-means clustering [48]. The
best mapping from the input of KPCA to the output is obtained
after many runs of the function of KernelPCA by the ‘‘cosine’’ ker-
nel in Phyton under parameter settings, where the best mapping
is found as a minimum loss.
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Fig. 2. Four examples of variations in rms voltage within a 10-minute window.
(c) K-means clustering
Principal feature vectors (hpD

i ) from the output of KPCA are
inputted to the k-means clustering block. The k-means++ initial-
ization scheme [49] finds out K initial centroids (cluster centers)
µj in an effective way. The k-means clustering aims to group the
vectors hi into K clusters (in our case, K = 10). Each feature
vector is assigned to the cluster with the shortest ‘distance’ to one
of the cluster centers. Centroids are then updated once all feature
vectors are assigned. The k-means minimizes (6) the sum of the
Euclidian distances of each hi to its cluster centroid. This inertia
is then trained by alternatively applying the following steps (7)
until convergence:

min
K∑

j=1

m∑
i=1

ωij
hi − µj

2 (6)

ωij =

{
1, if j = argminj

hi − µj
2

0, otherwise
, µj =

∑m
i=1 ωijhi∑m
i=1 ωij

(7)

where the first part of (7) assigns each feature vector hi to its
losest µj, and the second part updates the µj by averaging all
eature vectors within the jth cluster.

d) Reconstruction of cluster centers
To further analyze the properties of clustered feature vec-

ors, especially the representative data from each cluster, feature
ectors from the centroids are fed to the inverse KPCA function
o reconstruct the representative data sequence of each cluster,
rec
j = finv(µj). Where xrecj is the reconstructed data sequence (600
imensions) for the feature vector µj (jth cluster center with the
imension p). These reconstructed data sequences are used as the
epresentative data patterns for the individual clusters.

e) Visualization of principal and clustered features by t-SNE
To visualize the principal feature vectors (hpD

i ) (non-clustered)
from Hm×p and the clustered principal vectors (clustered hi), a t-
SNE method [50] is used. T-SNE is another embedding method for
converting high-D Gaussian distributed feature points into low-D
(two/three) points in a t-student distribution. First, the similar-
ity between two feature vectors, i and j belong to spaces non-
lustered/clustered h are modeled by p and q in the input and
i ij ij

4

output of t-SNE, respectively. The mapping is then obtained by
minimizing the KL divergence between those two distributions:

KL(P ∥ Q) =

∑
i̸=j

pij log
pij
qij

(8)

In our case, using t-SNE is only for 2D visualization of feature
vectors, principal and clustered principal to see how the proposed
unsupervised methodology extracts K different patterns.

4. Measurement dataset

Time series of the 1-s rms voltage were obtained from recorded
measurements of a location, which was an apartment in a city in
southern Sweden. The apartment is part of a 12-story apartment
building with two elevators. During a non-continuous eight-
month period between 2017 and 2018, all measurements were
performed at a wall outlet, 230-V, 50-Hz. A Metrum PQsmart
portable monitor was used for the measurements. All measure-
ments were following IEC 61000-4-30 Class A. 44 different pe-
riods of measurement, each period about 168 10-min windows,
corresponded a total dataset consisting of 7380 10-min windows.
By pre-processing the dataset and considering each window as
an input sample, m = 7356 input feature vectors xi (10-min
sequences, containing 600 1-s samples each) is obtained and
concludes matrix X7356×600 (removing only 7380−7356 = 24
windows, i.e., 0.32% of all windows). Four different examples
of the variations in rms voltage within a 10-min window from
the input dataset, samples 9, 530, 2515, and 3030, are shown in
Fig. 2. The variations can belong to a similar pattern or into some
different patterns. Therefore, it is worth discovering underlying
patterns from the dataset, where one may further find good
interpretations coupled with physical reality. Moreover, this can
obtain a picture of voltage magnitude variations at the time scales
below ten minutes.

5. Results and analysis

5.1. Analysis of discussed single-window indices on the whole dataset

The probability distribution functions of the fourteen indices
(Table 1), obtained over all 10-min windows of the whole dataset,
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Fig. 3. A probability distribution for single-window indices over the whole dataset. (a) Indices quantifying the range in value (b) Overdeviation indices (c)
nderdeviation indices (d) 10-min VSVs and standard deviations.
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re shown in Fig. 3 to see how the general situation of the dataset
ooks like in the statistical view. The average value of the indices
ithin the windows is almost equal to the values corresponding
o the median. From Fig. 3a, voltage typically has varied by 0.5
–3 V within a 10-min window. A range exceeding 1–2 V is
ommon. The differences between higher-order and lower-order
tatistics for the R100, R98, R90, and R80 indices are higher and
how a kind of variations within a 10-min window. For example,
or the 80th percentile, the difference between R80 and R100 is
.23 V and, for the median (50th percentile), the difference is
V. The distribution functions for Fig. 3a and b have a similar
attern (only a factor of two is the difference). For the 80th
ercentile, there is a difference of 0.56 V between P90 and P100
or overdeviation indices, but there is a 0.42 V difference for the
edian. The difference for the median between P0 and P10 (for
nderdeviations) is 0.5 V, as seen in Fig. 3c, which is higher than
he value for overdeviations. As shown in Fig. 3d, VSV is slightly
igher than Std., and there is only a 0.12 V difference for the
edian.
Fig. 4 shows a correlation matrix between all the fourteen

ndices mentioned above. A high value of the coefficients between
wo indices shows a strong correlation, and they vary together.
he pairs R98-R100, P99-P100, and R80-Std. have the highest cor-
elations (99%). By taking an average over the correlation between
ach index and other ones, the most suitable indices (strongest
orrelation) are calculated as R90 (from the range indices), P95
from the overdevition indices), and P5 (from the underdeviation
ndices).

The authors of this paper tried to consider a feature engineer-
ng and inputted all the 14 statistical indices besides the 10-min
indows as input features to the proposed unsupervised learning
chema. However, the high correlation between some indices did
ot positively affect the clustering results. As a conclusion from
ection 5.1, the most suitable indices along with Std. (which is
omehow similar to VSV) are used, in the next section, for the
 l

5

Fig. 4. Correlation coefficients between various single-window indices.

indows belonging to each cluster to show how the concluded
atterns are proper and to confirm almost similar 1-s rms voltage
ariations within the windows belonging to each cluster.

.2. Results of proposed unsupervised learning schema

After many runs of the function of KernelPCA by ‘‘cosine’’ kernel
n the input dataset, the singular values corresponding to each
ingular mode index, related to every one of the first 50 principal
omponents, are shown in Fig. 5. The singular values are equal
o the 2-norms of the variables of principal components in the
ower-dimensional space. In this study, we have considered only
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Fig. 5. Singular values corresponding to each singular mode index for KPCA.

Fig. 6. The inertia of k-means vs. a different number of clusters.

he first p = 10 principal components (saving 82.38% informa-
ion) during the training process of KPCA since almost the same
esults were obtained in comparison to 50 components, which
ould save 94.8% information.
Fig. 6 shows different inertia (within-cluster sum of squares

riterion, a measure of how internally coherent clusters are, low
alues are better) versus a different number of clusters. The
nterval to choose the optimal number of clusters is marked by
rectangular, which is a number from 8 to 13 selected according
o the knee of the curve. After checking the results of all the six
umbers of K, K = 10 was chosen as the elbow point [51]. In
his way, some good interpretations coupled with physical reality
ere found.
A function 2D t-SNE was used to visualize the principal fea-

ure vectors (10 dimensions) and the clustered principal fea-
ures (10 dimensional), as shown in Figs. 7a and 7b, respectively.
he parameters of the t-SNE (input:10D, output:2D) were set as
arnes–Hut algorithm, Euclidean distance metrics, perplexity =
0. The best 2D embedding space for visualization was selected
y selecting the minimum loss values from running t-SNE 100
imes. Ten clusters, colored in Fig. 7b, show 10 different possible
atterns, whose overlap between some clusters shows a need for
ore dimensions (principal components more than three) to be
lotted. However, each time series belongs to only one cluster
hard clustering). Later on, Fig. 9 will show a better visualization
f the clusters.
The ten centroids (cluster centers), which are 10D time series

f rms voltages, are an average of all the 10D time series be-
onging to each of 10 clusters. All ten centroids are reconstructed
s 600D time series using an inverse function of KPCA. The
econstructed data sequences indicate representative patterns for
he ten individual clusters, as shown in Fig. 8. Cluster 5 (Fig. 8e)
ncludes 3287 samples, the maximum number of 10-min time
eries belonging to clusters (the dark yellow circles in Fig. 7b).
6

Cluster 8 (Fig. 8f) consists of only one sample. In order to
check the behavior of this cluster, a plot of the two first principal
components of KPCA has shown in Fig. 9. As seen in this figure,
this type of plot shows a clearer visualization of clusters than t-
SNE (Fig. 7b) and that cluster 8 is different from other clusters and
may be considered an outlier. Hence, one may consider the num-
ber of obtained clusters as 9 and not 10. The observed different
behavior for cluster 8 is related to two things: first, the cluster has
a minimum 1-s value of rms voltage from 0 min–8 min between
all input 10-min time series and the latter is regarding a differ-
ent variation pattern. As seen in Fig. 8, the differences between
the patterns are in the range of rms voltage (value/magnitude),
the shape of variations (profile/growth pattern), and variations
times. Cluster 4 (regardless of cluster 8) has a maximum range
of variations. Clusters 6 and 9 seem to be similar, but the vertical
axis range is different, and looking at Fig. 7b shows a separation
of those clusters.

Moreover, the patterns realized in Fig. 8 are smoother than the
real samples (Fig. 2) because there is an intrinsic characteristic
of averaging in k-means clustering. In order to show that the
patterns are a good representation of all samples, four normalized
samples that belong to each of clusters 2, 4, 6, 7, 9, and 10 are
shown in Fig. 10. The sample numbers are according to the row
numbers of the input dataset. As seen in Fig. 10, the samples in
each cluster can show some differences depending on the intra-
class variance (associated with within-class spread). However, the
overall patterns of the samples would remain largely the same.

5.3. Analysis of the reconstructed cluster centers and cluster samples

An analysis of the ten reconstructed cluster centers (patterns)
and clusters’ samples is explained in this section to show: (1)
Well separation of the ten clusters; (2) The necessity of obtained
patterns beside statistical indices over a sub-10-min time scale.

5.3.1. The similarity between the ten-reconstructed cluster centers
In order to show similarity/dissimilarity between the ten-

reconstructed cluster centers, a correlation matrix is calculated
and shown in Fig. 11. This similarity measure estimates the cosine
of the angle between two centered (adjusted) cluster centers,
therefore only checking the growth patterns and not magnitude
differences. Actually, we used a Cosine similarity measure, unlike
the Euclidian distance used in k-means. As marked in this figure,
the maximum positive correlation is between cluster centers
3 and 4 because they have an almost similar growth pattern.
However, Fig. 8c (cluster 3) and Fig. 8d (cluster 4) show a clear
difference in the voltage ranges.

The Euclidian distance between them (real values, not normal-
ized) is 61.82, and cluster 4 is totally below cluster 3 in terms of
voltage magnitude. Another seen difference is the variation shape
after t = 7 min. Moreover, t-SNE in Fig. 7b and 9 also show the
separation of the two clusters. A maximum negative correlation
is obtained for clusters 4 and 9. As seen in Fig. 8d, there is a
very inverse behavior, which can also be seen in Fig. 11 since
clusters 4 and 9 are placed in the opposite directions of principal
component 1 in the t-SNE plot. The other correlation coefficients
confirm distinguishing between the obtained cluster centers from
the proposed schema.

5.3.2. Selected single-window indices for the clusters’ samples
In order to show how well the 10-min time series are grouped

into ten clusters and to display a homogeneity between the
time series placed in each cluster, a statistical analysis is done.
In this regard, the selected indices of R90, P95, P5, and Std.
are employed (Section 4.1), and a probability distribution for
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Fig. 7. Visualization of feature vectors (10D) by 2D t-SNE. (a) Principal (before k-means); (b) Clustered principal (after k-means), cluster 8 includes only one sample..
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 8. Reconstructed patterns (cluster centers) including the number of samples belonging to each cluster. (a) Cluster 1 and 7; (b) Cluster 2; (c) Cluster 3 and 6;
(d) Cluster 4, 9 and 10; (e) Cluster 5; (f) Cluster 8.
each cluster, including their samples, is shown in Figs. 12–15,
respectively.

It is seen from all four indices that the probability distribu-
tion function for clusters 5 and 3 shows a softer curve, which
is because the clusters are the most dominant ones with the
highest number of samples. There is also a clear separation of
the values for the indices between different clusters in terms of
the probability distribution. This is a result of the well separation
of the samples as grouped into ten clusters and displaying a ho-
mogeneity between the samples within each cluster. The indices,
which show an almost similar result between a pair cluster, are
explained here:

• R90: Clusters {1,7} (marked in Fig. 12)
• P95 and Std.: Clusters {1,7} and clusters {3,6} (marked in

Figs. 13 and 15)
• P5: Clusters {1,7} and clusters {2,6} (marked in Fig. 14)
7

However, for cluster centers {1,7}, the shape of variations of
rms voltage is completely different (Fig. 8a), and there is only a
−30% correlation between those cluster centers (Fig. 11). Also, the
shape of variations for cluster centers {3,6} is totally dissimilar
(Fig. 8c), and a −67% correlation is seen in Fig. 11. Regarding clus-
ter centers {2,6}, the shape and range of variations are different
(Fig. 8b and c), and a small +29% correlation is obtained between
them (Fig. 11).

5.3.3. Selected single-window indices for the ten-reconstructed clus-
ter centers

In the following, the selected indices are applied to the recon-
structed cluster centers, and the results in terms of range and a
percentage of nominal voltage are given in Table 2. The indices
showing an almost similar result between a pair of clusters are

as follows:



Y. Mohammadi, S.M. Miraftabzadeh, M.H.J. Bollen et al. Sustainable Energy, Grids and Networks 31 (2022) 100773

{
d

f
a
o
c
i
T
m
p
h
c
p
c

a
g

Table 2
Selected single-window statistics for each cluster center.
Fig. 9. Visualization of clustered principal feature vectors (10D) by only the first
two principal components of KPCA. Note the place of cluster 8.

• R90, P95, and Std.: Clusters {1,7} and clusters {3,6}
• P5: Clusters {1,7,9} and clusters {2,6}

Concerning clusters {1,9}, there is a different range and vari-
ation shape (Fig. 9a and d) with a −82% correlation. For clusters
7,9}, the range and time of variations are dissimilar (Fig. 10a and
) even with a +75% correlation.
It is concluded from Section 4.3 that the patterns obtained

rom the proposed unsupervised schema are correctly separated,
nd their related time series have mostly similar behavior. More-
ver, the statistics, the single-window indices, applied on cluster
enters or their samples may wrongly consider some clusters
n the same category and cannot distinguish between clusters.
he correlation coefficients between cluster centers are a good
easure to show the separation of the clusters. However, in this
aper, clusters {3,4} are considered separately even if there is a
igh similarity in the variation shape between them, and that
luster 3 consists of only 164 samples compared with 1027 ones
laced in cluster 4. This is because the range of variations of
luster 4 is totally below cluster 3.
As an overall conclusion, firstly, the variations in rms volt-

ge at a time scale between 1-s and 10-min should not be ne-
lected. Secondly, the statistical single-window indices may not
8

be enough to show a full picture of the sub-10 min real variations.
Hence, besides the statistics, extracting 10-min window patterns
from a proper unsupervised framework (proposed schema in this
paper) is essential.

6. Discussion and future works

6.1. Application of the unsupervised learning schema

The work presented in this paper uses time series of 1-s rms
voltages over a 10-min window. According to the results of this
paper and literature [16], oscillations are happening in the sub-
10 min period. As one way to show the oscillations, this work
seeks the sub-10 min patterns of rms voltage using a proposed
unsupervised method. In that way, some important patterns in
the large data of low voltage variational measurements were
found. Compressing a huge amount of data from power-quality
monitoring is also done in this study since the input data size
is reduced from 600 to 10 by a factor of 60. The proposed
schema, besides the statistics, is the first step before studying
the potential impacts of the sub-10-min variations on equipment
and quantifying the grid’s hosting capacity for different types of
new equipment connected to the grid. The proposed schema is
scalable and computationally cheap, which makes it appropriate
for extracting typical patterns in the big data domain.

Compared with some literature [52–56] that uses pre-defined
scalar features in a labeled dataset to locate the source of voltage
dips, one important application of our proposed schema can be
solving that two-classes problem in an unsupervised intelligent
schema. In this way, the input of KPCA is the rms waveforms of
voltages and currents (merged as one signal or into two separate
signals) with a high time resolution over a selected window,
including pre and after dip cycles. The output of k-means will
show two groups, with which one expert can label the group
members as downstream and upstream as the source location of
voltage dips.

6.2. The number of clusters

The k-means clustering method requires the user to select the
number of clusters in advance. In our study, the interval to select
an optimum number of K is a number between 8–13 (Fig. 6),
and through multiple tries, K = 10 is chosen so that some good
interpretations coupled with physical reality are found. Table 3
compares two numbers of K, 10, and 13 and their samples. As

seen in this table, there is not much difference between the
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Fig. 10. Several reconstructed normalized samples in 6 clusters. (a) Cluster 2; (b) Cluster 4; (c) Cluster 6; (d) Cluster 7; (e) Cluster 9; (f) Cluster 10.
Fig. 11. The similarity between centered cluster centers.

Fig. 12. Probability distribution of R90 for the time series of each cluster.

esults, and by choosing K = 13, we might just be splitting
he clusters for no good reason. Also, for both numbers of K, the
luster with 1 sample is seen as an outlier. One may consider only
clusters; however, choosing K = 10 (from Fig. 6), the possible
ub-patterns showing different values and variation shapes under
ome clusters are extracted, where feature vectors can display
arge within-cluster variance.
9

Fig. 13. Probability distribution of P95 for the time series of each cluster.

Fig. 14. Probability distribution of P5 for the time series of each cluster.

A future implementation of the scheme could allow the user
to select the number of clusters so that an interpretation of the
results is possible.

6.3. Sub-10-min variations from the view of the unsupervised learn-
ing schema

The samples (10-min windows) within the clusters differ de-
pending on the intra-class variance. However, the overall pattern
of samples remains largely the same. Since each pattern is an
average of its own samples, the fewer the number of samples
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Table 3
Number of samples and a percentage of the total number of samples for two different numbers of K .
K Cluster no.

1a 2 3 4 5 6 7 8 9 10 11 12 13

10 No. of samples 3287 1027 914 627 503 430 209 194 164 1
(% of total samples) 44.68 13.96 12.43 8.52 6.84 5.85 2.84 2.64 2.23 0.01

13 No. of samples 2760 1174 905 519 386 379 364 356 248 127 74 63 1
(% of total samples) 37.52 15.96 12.30 7.06 5.25 5.15 4.95 4.84 3.37 1.73 1.01 0.86 0.01

aThe number of samples/clusters is sorted to show a better comparison between two numbers of K.
Fig. 15. Probability distribution of Std. for the time series of each cluster.

within a cluster, the more similar those samples are to the re-
constructed cluster center (pattern). Hence, all clusters except 3,
5, and 6 look very similar to their own samples. Pattern 5 is very
common (small random variations in rms voltage), and patterns
3 and 6 are less common (a negative/positive ramp or a single
curvy step superimposed on a very small random variation).

Each of the ten patterns is a representative of a number of
0-min windows. According to the actual recordings, they can be
onsidered ‘‘ten typical patterns’’. However, to say this with more
onfidence, there is still a need for more 10-min windows over
onths, seasons, or one year. Moreover, the number of clusters
hould also be selected carefully. From the output of the unsuper-
ised schema, the samples 9, 530, 2515, and 3030 shown in Fig. 2
elong to the patterns 3, 3, 6, and 1, respectively. The real sam-
les are somehow following the related patterns. Nevertheless,
lthough the samples’ overall patterns within clusters 3, 6, and 1
re similar, the averaging of many samples within the clusters
enerates smooth cluster centers, making some differences in
scillation values between the patterns and real samples.

.4. Other feature-size reduction tools, distance measurement, and
lustering methods

The KPCA with ‘‘Cosine’’ kernel, as a simple tool, was employed
n the proposed unsupervised schema to reduce the feature size
rom 600 to 10. Meantime, other tools like linear PCA and sparse
CA were also investigated. Nevertheless, they were not suc-
essful in separating and unfolding input data as a tool to help
-means clustering. Moreover, the results without using KPCA
nd only k-means were checked. Fig. 16 shows a 2D visualization
f input data for 10 clusters. As seen in this figure, there is no
ood separation between clusters compared to Fig. 7b (KPCA+k-
eans). A selection of 2 clusters would be effective for Fig. 16

only k-means), which cannot show the real patterns of our
ataset with 7356 input samples.
Other feature size reduction tools like a deep autoencoder

DAE) can be considered in future works instead of the KPCA
o see how the clustering results would be for high-resolution
10
Fig. 16. Visualization of feature vectors (600D) by 2D t-SNE without using KPCA.

time series. However, using a DAE is not as simple as the used
KPCA. Table 4 shows a structured-based comparison between our
proposed schema (KPCA+k-means) and (DAE+k-means) [42]. As
shown in this table, the proposed schema/ref. [42] reached 10/2
clusters/patterns while having a higher/fewer number of input
samples, longer/shorter window length, higher/lower time reso-
lution, less/more principal components, and somehow a slower/
faster workstation. The findings from Table 4 confirm the much
simpler schema of the proposed method.

Although the proposed method is intended for off-line use and
aimed initially at obtaining general knowledge about a new phe-
nomenon, Table 5 shows the detailed time required for running
the proposed schema and the method in [42]. The total running
time of the proposed schema is about 20% of the total running of
the [42].

On the other hand, replacing the Euclidian distance used in k-
means clustering by DTW [38] can be another future work. Using
the k-medoid method [57] instead of k-mean can be another way
to obtain patterns. In this way, the most center of each cluster is
selected as the cluster pattern.

6.5. Other variations

The proposed unsupervised learning schema was illustrated
by applying it to rms voltage variations over a 10-min period.
Since the schema is structured in such a way that its application is
possible for any kind of signal, voltage, and current, future studies
can seek the patterns for variations in harmonic voltage/current
in a sub-10 min period.

6.6. Supplementary works

The measurements used in this study were related to 44
different periods in one location. In order to find more actual

patterns, measurements from a number of locations around the
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Table 4
A comparison of our proposed schema and ref. [42].
Method Case study No. of input

samples
Window
length

Time
resolution

No. of principal
components

K in k-means Used workstation

Proposed
schema

rms
voltage

7356 600 (10 min) 1 s 10 10 Intel-i7 8700 K–3.7 GHz×2 CPU, 16 GB
RAM, NVIDIA GeForce RTX 2080, Ubuntu
20.04.3 LTS-OS

[42] Voltage
harmonicsa

365 144 (24 h) 10 min 16 2 Intel-i7 3.4 GHz×12 CPU, 48 GB RAM,
NVIDIA Titan Xp 12GB GPU.

aV2 , V3 , V4 , . . . .
Table 5
Time required for different parts of the proposed schema to seek patterns.
Name Time (s)

Proposed schema [42]

Training KPCA/DAE and feature extraction 10 142.88
Clustering (100 runs) 0.17 0.15
Reconstruction from cluster centers 0.2 0.29
t-SNE 35 (100 runs) 78.86 (50 runs)
Total 45.37 222.18
w
&
I
W
–

D

c
t

A

a

R

world are recommended, which is an ongoing work of the authors
of this paper. Using the four selected statistical indices in this
paper as input features added to each 10-min window may make
more complete patterns, while adding all the fourteen indices
could not help in clustering results. Quantifying the variations
by installing the PQsmart monitor close to solar power, electric
vehicle charging, wind power, electric heat pumps, etc., which can
easily change the variation patterns, is needed for future work.
Measurements at higher voltage levels like the medium voltage
at industrial installations and the impact of variations on the
connected equipment are also needed for extra investigations. A
possible future direction is to link actual events in the grid or at
the load side with characteristics of the sub-10-min variations.
However, this will require a bigger data collection.

7. Conclusion

This paper presented an unsupervised learning schema to
ind patterns in rms voltage variations at the time scale be-
ween 1 s and 10 min. First, an analysis of fourteen statistical
ingle-window indices was made on 44 different periods of rms
oltage measurements obtained from a location south of Sweden.
t was shown that the voltage typically varies between (0.5–3)
over a 10-min window, in which a range exceeding 2 V is

ommon. Calculated correlation coefficients between the fourteen
ndices showed a high correlation, indicating high similarity. Also,
he most suitable ones were obtained: R90, P95, P5, and very
hort variation or standard deviation. Later, in order to show
full picture of sub-10-min variations, an unsupervised learn-

ng method was proposed to seek the sub-10-min patterns. The
ethod consisted of a kernel principal component analysis, fol-

owed by principal feature clustering using a k-means algorithm.
en typical patterns were obtained by reconstructing the 10-min
ime series from each clustering center. The results showed that
he proposed scalable schema effectively extracted patterns, and
correlation matrix between the reconstructed cluster centers

onfirmed a good separation between them. It is worth mention-
ng that the unsupervised schema can be applied to any kind of
ignal.
Applying the most suitable statistics separately to the obtained

luster centers and their belonging samples showed that the
xisting statistical indices cannot be enough to show a full pic-
ure of the sub-10 min actual variations. Henceforth, besides the
tatistics, extracting 10-min window patterns from our proposed
chema would be vital. According to the actual recordings, the
atterns can be considered ‘‘ten typical patterns’’. However, a
11
trade-off between the number of clusters and the number of
10-min windows in a big dataset would be a vital task for fu-
ture works. Future work must study potential impacts on the
equipment after quantifying the variations, levels, and patterns.
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