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Predicting Mispredictions: A Model of Human
Misjudgment About Vulnerable Road

Users’ Trajectories
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Abstract— This paper presents a cognitive model designed to
reproduce human drivers’ errors in predicting the motion of
nearby vulnerable road users. We aim to define a computational
model that, given both the trajectory of the eye gaze of a human
driver and the trajectory of a bicycle, can compute the probability
distribution of where the human driver believes the bicycle will be
in the near future. For the design and validation of the proposed
cognitive model, we tested 51 subjects in immersive virtual reality
scenarios. The results indicate that the proposed model can
generate probability distributions of the human drivers’ beliefs
about the future bicycle position that are very similar, though
not statistically equivalent, to those obtained experimentally.
Such models could easily be generalized to describe how drivers
misjudge the motion of other road users. This may enable ADAS
to evaluate and improve drivers’ situational awareness. In the
future, these models could also be used by autonomous cars to
evaluate situational awareness of nearby humans, enabling a safer
coexistence of autonomous vehicles and vulnerable road users.

Index Terms— ADAS, cognitive model, motion prediction, sit-
uation awareness, vulnerable road users.

I. INTRODUCTION

EVERY year, road traffic accidents cause over 1.19 mil-
lion deaths; more than half are Vulnerable Road Users

(VRU) [1]. Many of these accidents are related to human
mistakes and are driven by incorrect situation assessment,
inattentiveness, or poor situation awareness. To tackle these
issues, several generations of Advanced Driver Assistance
Systems (ADAS) have been deployed over the last decades,
with a relevant impact on real-world traffic and traffic-related
injuries [2], [3]. ADAS provide support in cases where the
driver is likely to fail the driving task, by increasing driver
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awareness and engagement (e.g., through audio/visual alerts),
by evaluating the driver’s awareness and actions for threat
assessment purposes, and ultimately by enforcing automatic
corrective actions whenever appropriate. Such systems include,
for example, automated braking systems, lane-keeping assis-
tance, and, more recently, head-on collision avoidance or
advanced cruising features.

Recently, there has been increasing interest in the devel-
opment of Driver Monitoring Systems (DMS), which are
expected to have a high potential in terms of driver’s
state/behavior estimation and situation awareness assess-
ment [4], [5]. Situation awareness, an overarching research
field covering multiple scientific domains (e.g., human fac-
tors, system engineering, dynamic systems) and industrial
fields (e.g. aviation, ground transportation, nuclear power),
refers to the cognitive process through which individuals
perceive the elements of their environment, comprehend their
meaning, and project their status in the near future [6], [7],
[8]. DMS concepts are diverse and include a large body of
techniques and tools, such as heart rate variability measure-
ments by electrocardiography [9], brain activity estimation
using electroencephalograms [10], as well as camera-based
solutions, frequently employed for eye gaze or body posture
detection [11], [12], [13]. Leveraging these new information
sources, many works in the literature focus on detecting
driver inattentiveness, distraction [14], [15], [16], drowsi-
ness [17], [18] as well as estimating driver’s intent and
behavior [19], [20], [21], [22]. Driver state information can
then be used in the design of new support/safety systems
for improving existing ADAS, which are traditionally not
based on in-vehicle sensing. Examples of this integration
are some implementations of the Lane Keeping Assis-
tance [21], [23] and Lane Change Assistance [24], [25], [26]
systems.

Most DMS provide a binary classification of driver atten-
tion or awareness. Reality can however be more subtle. For
instance, statistics from a large dataset of accidents reported
in Sweden [27] show that, in almost 30% of car-bicycle
accidents where car and bike paths intersect, the car driver
had seen the bike before the crash. This raises to almost 50%
in scenarios where car and bicycle paths are parallel. These
statistics suggest that a simple binary classification of driver
awareness is not sufficient to predict a relevant portion of
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collisions: misunderstanding of each other’s intentions plays
an important role.

Based on the above observation, we explore in this work
the extent to which information about the driver’s eye gaze
and the position of nearby VRUs can be used to quantify,
statistically, the misunderstanding by the driver of the VRUs’
trajectory. We propose for this purpose a novel cognitive
model, reproducing how the driver perceives and understands
the motion of nearby objects. In this objective, our work shares
some similarities with the cognitive architectures developed in
computational cognitive sciences, such as Adaptive Control
of Thought—Rational (ACT-R) [28] and Soar [29], which
aspire to model and simulate general cognition while, at the
same time, reproducing more or less faithfully the cognitive
structures postulated by psychological theory. The reader can
refer to [30], where more recent ideas about embodiment (per-
ception and action) and subsymbolic processes are discussed,
and to [31], [32], [33], and [34], where both general-purpose
and domain-specific cognitive architectures are employed to
model driver cognition. In very general terms, our objective
is positioned in the same area and is founded on the same
principles: we aim to model the cognitive processes that allow
a subject (in our case, the driver) to form cognition of a
perceived object’s motion (which we call a percept), and we
do so by assuming that the subject utilizes a mental model (or
internal model, to use a term more common in Control Theory)
of the percept’s dynamics, learned through prior experience,
to form such a cognition.

Rather than explicitly modeling the procedural and declar-
ative memory functions that realize such a process, we take
a higher-level view of the phenomenon. We use a minimal
(i.e., as simple as possible) mathematical model to reproduce
the experimental evidence gathered from a set of experiments.
In this sense, our approach is closer to that used in dynamic
cognitive sciences (see, e.g., [35]), and follows in the path of
recent attempts to model human perception through Bayesian
observers [36], [37], [38], [39]. Moreover, our model does
not address the complex learning processes that lead to
the formation of the above-mentioned mental model. Rather,
we assume the mental model is set, and for this purpose,
we employ percepts whose dynamics are well-known to the
test subjects. The experiments that we used to identify the
model’s parameters were designed to minimize the effects of
learning, and we tested the ability of our model to reproduce
the imprecision with which human subjects perceive and then
predict the motion of the percept. In a nutshell, we aim to
reproduce, with as simple a model as possible, the impreci-
sion with which the average human subject understands and
predicts the short-term motion of a percept of a well-known
nature.

Our results show that the proposed cognitive model can
reproduce the mismatch between the expected (by the human
driver) motion of the bicycle and the actual cyclist motion.
By exploiting both in-cabin sensing (driver gaze) and sur-
rounding sensing, our approach could improve the ADAS
ability to detect the driver’s unawareness of potential risks (see
Fig. 1). This would enable the design of a new generation
of ADAS implementing stronger precautionary measures to

avoid unreasonable risks, in line with the principles described
in [40].

The remainder of the paper is organized as follows.
Section II presents the proposed cognitive model. Section III
outlines the experimental design and data processing. Finally,
results and discussion are presented in Section IV, and
conclusions and future research perspectives are outlined in
Section V.

II. MODEL DESCRIPTION

In the design of our cognitive model, we consider in
particular cyclists as the VRUs. Furthermore, and without loss
of generality, we consider interactions at traffic intersections,
a paramount element of today’s traffic infrastructure known for
their complexity, diverse topologies, as well for their accident-
prone nature [41].

The cognitive model incorporates two submodels (see
Fig. 2):

• a mental model describing prior knowledge about the
percept’s laws of motion (see Section II-A).

• a perceptive model characterizing the inaccuracy of
human vision (see Section II-B).

The full cognitive model then represents how the subjects
update their prior knowledge about the percept using visual
information, and how they predict its future movement (see
Section II).

We assume that the process through which the human
mind forms cognition of the percept is similar to a Bayesian
observer that iteratively gathers information (chiefly through
vision) and integrates it into the current understanding of the
percept’s state. We use the Kalman filter as the foundation
of this mathematical structure. We take the position and
heading of the bicycle, perceived by the driver, as the Kalman
filter observed variable. The state of the filter represents the
cognition that an average driver has of the bicycle’s state at
each time instant, while the filter covariance matrix encodes
the probability distribution with which a population of drivers
understands a given bicycle’s state. The model’s parameters
are then identified from data collected through a set of
experiments using immersive Virtual Reality (VR) scenarios,
which involved a total of 51 subjects and are described in
Sec. III.

In the following, lowercase letters indicate scalar quantities
(s), bold lowercase letters are used for vectors (v), and
uppercase letters are matrices (M). We use subscripts (vi or
mi, j ) to denote the i-th element of a vector v or the element
of matrix M of i-th row and j-th column. The superscript S

denotes that a vector v is an element of vector space S, i.e.,
vS

∈ S. The dimensions of a matrix M with m rows and n
columns are indicated as Mm×n . Moreover, according to the
terminology already introduced in the previous section, we call
subject the human driver, and percept the perceived object.

A. The Mental Model

The mental model encodes the prior knowledge of the
subject about the percept. We deal in particular with two types
of percept: a stationary object, and a bicycle. The state x of
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Fig. 1. Standard ADAS structure (dashed arrows) VS our cognitive-model-equipped ADAS (solid arrows).

Fig. 2. Building blocks of the cognitive model. The mental model describes
the prior knowledge about the percept’s dynamics; the perceptive model
describes the uncertainty with which the percept is perceived. These two mod-
els, together with the equations necessary to represent how prior knowledge
is blended with newly perceived information, form the cognitive model.

the mental model of the percept is the set of quantities that
characterize the subject’s understanding of its state of motion.
We assume it is a vector with nx elements. Given x, the mental
model is the dynamical system

x(t + 1) = f (x(t)) + eQ,

where f :Rnx → Rnx models the subject’s prior knowledge
about the percept’s dynamics, while eQ ∼ N (0, Q), with Q ∈

Rnx×nx , models the uncertainty about these dynamics.
In the case of the stationary object, the state coincides with

the position of the ground projection of the percept’s center of
mass, hence nx = 2. Moreover, since the subject knows (is told
before the experiment) that the object is stationary, the mental
model describes a constant position, with no uncertainty about
the dynamics:

f (x(t)) = x(t), eQ = 0. (1)

In the case of the bicycle, we considered for the mental
model both a kinematic unicycle model and a kinematic
bicycle model. We observed a better model fit with the latter,
so for the sake of conciseness, we discuss the latter only. In this
case, nx = 5. States x1 and x2 represent the position of the
ground projection of the bicycle’s center of mass; x3 is its
heading; x4 is its steering angle; and x5 is its velocity. We

then have

f (x(t)) =


x1(t) + τs x5(t) cos(x3(t) + β(t))
x2(t) + τs x5(t) sin(x3(t) + β(t))

x3(t) + τs x5(t)
tan(x4(t)) cos(β(t))

L
x4(t)
αx5(t)

 , (2)

and we assume the covariance matrix Q to be diagonal and
nonzero, with q1,1 = q2,2 since these both model uncertainty
in the horizontal position. Parameter L is the bicycle wheel-
base (L = 1.15m in this work), β = arctan(lR tan(x4)/L) is
the sideslip angle, while τs is the sampling time, and was set to
0.01s. Notice that the fifth element of (2) models the (mental
model of the) bicycle velocity as accelerated, according to a
parameter α which will be identified from the experimental
data.

B. The Perceptive Model

Borrowing from the computer vision jargon [42], we call
pose the set of quantities that define the percept’s perceivable
state. When the percept is a stationary object, we identify its
pose with the coordinates of its center of gravity, i.e., the
coordinates of the ground projection of its center of mass.
When the percept is a bicycle, we initially attempted to fit the
cognitive model to the experimental data using the coordinates
of the bicycle’s center of gravity as the solely observed
quantity. Such a model failed to reproduce the experimental
data to any reasonable degree of accuracy, suggesting that the
perception of the heading is as important as the perception of
the center of gravity in forming the subject’s understanding of
the percept’s state. Hence, when the percept is a bicycle, the
pose consists of the bicycle’s center of gravity and its heading.
The role of the perceptive model is to give a mathematical
representation of the errors affecting the subject’s perception
of the percept’s pose. According to recent results [43], such
information is employed by working memory to construct
cognition of the percept.
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Before discussing our perceptive model for the two kinds of
percepts, we shall introduce an error model for the perception
of a generic point in space. In our experiments, the subject
sees percepts lying on the ground plane of a 3-dimensional
virtual space. We represent a location in this space as a vector
zW in the World Reference Frame W ⊆ R2, where the two
components z1 and z2 represent coordinates on the ground
plane. We assume that W has the origin of the axes at the
subject’s feet. The World Reference Frame is the mathematical
representation of the inertial frame in which the subjects place
the positional coordinates of their mental model, e.g., the
x1 and x2 coordinates of the bicycle’s center of gravity.

Let us define a coordinate plane G ⊆ R2 as a
time-dependent rotation of W such that a vector zG ∈ G
has component zG1 aligned with the subject’s gaze, and zG2
orthogonal to this direction. We have

zG := T (θ)zW (3)

where

T (θ) :=

[
cos θ(t) − sin θ(t)
sin θ(t) cos θ(t)

]
is the time-dependent rotation by the angle θ .

We assume a monocular pinhole model of vision, modeling
the subject’s retina as the plane R ⊆ R2 with axis zR1 pointing
laterally, and zR2 pointing down: a point located at zG , at a
vertical distance v below the eyes of the subject (v = 1 m in
the experiments), is mapped onto

zR = n(zG) :=


zG2
zG1
v

zG1

 (4)

on the retina plane. Let us call zRf the location of the fovea
on the retina. According to the above mapping, and letting zG

f
be the center of the subject’s gaze, we have

zRf =

 0
v f

zGf 1

 .

Through mapping (4), and with the assumption that per-
ception error variances depend on the distance between zR
and the fovea, we can construct a model of the error with
which a subject perceives a point located at zG , at a vertical
distance v below the eyes. We assume that the percep-
tion of the point is affected by a Gaussian noise eG ∼

N (bG(zG, zGf ), RG(zG, zGf )), where bG is a bias, and RG is
a covariance matrix. To construct the covariance matrix RG ,
we assume that perception error covariance on the retina is
characterized by a diagonal covariance matrix

RR(zR, zRf ) :=

[
rR1,1(z

R, c1, s1) 0

0 rR2,2(z
R, zRf , c2, s2)

]
with

rR1,1(z
R, c1, s1) := ((1 + c1(zR1 )2)s1)

2,

rR2,2(z
R, zRf , c2, s2) := ((1 + c2(zR2 − zRf 2)

2)s2)
2.

Here c1 and c2 are coefficients, while s1 and s2 are the standard
deviations of the perception error on the retina at the fovea.
Calling eR ∼ N (0, RR(zR, zRf )), using (4) we can write the
Taylor expansion of the image of point zG on the retina subject
to error as

zR + eR = n(zG + eG) = n(zG) + Jn(zG)eG + . . . ,

where Jn is the Jacobian matrix of n. Knowing that

J−1
n (zG) =

 0 −
(zG1 )2

v

zG1 −
zG1 zG2

v

 ,

and using function (4) to relate zG and zR, we can now write
the following lowest-order approximation of RG as a function
of RR:

RG(zG, zGf ) = J−1
n (zG)RR(n(zG), n(zGf ))J−1

n (zG)⊤.

To obtain a model of the bias bG(zG, zGf ), starting from
experimental data we postulated the following functional form,
where parameters k1, . . . , k4 are identified from data.

bG(zG, zGf )

=

k2

(
zG2
)2 (

zG1 − zGf 1 − k3
)
−
(
zG1 − zGf 1

)
e−k4

(
zG1 −zGf 1

)2

k1 arctan

(
zG2
zG1

)

(5)

We are now ready to discuss the perceptive model for the
two kinds of percept. Let us denote by y the pose of the
percept, as perceived by the subjects in their field of view.
As we stated above, in the case of a stationary object the pose
y coincides with its center of gravity zG . We can express it in
terms of the inertial coordinates zW of the object’s center of
gravity, and of the angle θ between frames W and G, as

y = h(θ, zW ) := T (θ)zW . (6)

When the percept is the bicycle, the pose consists of its center
of gravity in the field of view, i.e., zG , and its heading ρG .
Calling ρW the bicycle’s heading expressed in the inertial
frame W we have

y = h(θ, zW , ρW ) :=

[
T (θ)zW

ρW − θ

]
. (7)

Let now

ỹ ∼ N (y + b(y, zGf ), R(y, zGf )) (8)

be the pose that is perceived by the subject. This is a normal
distribution with the mean given by the percept’s pose affected
by bias b, and covariance matrix R. In the case of a stationary
object, we can simply define b := bG(zG, zGf ), and R :=

RG(zG, zGf ). When the percept is the bicycle, the bias on the
perception of the center of gravity is described once again
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by (5), and we assume that the heading is perceived without
any bias, so that

b =

[
bG(zG, zGf )

0

]
.

In order to define the covariance matrix R, we assume that
the subject perceives the heading as the relative position of
two points located at an unknown position along the bicycle’s
longitudinal axis. We can define a further point zGp along the
heading direction, at an unknown distance d from zG , such
that

ρG = arctan(zG − zGp ),

where zG is the bicycle’s center of gravity, and arctan(·) is the
2-argument inverse tangent. We have that

zGp (zG, ρG) = zG + d
[

cos(ρG)

sin(ρG)

]
and

y = g(zG, zGp (zG, ρG)) :=

[
zG

arctan(zG − zGp (zG, ρG))

]
. (9)

Calling Jg(ρ
G) ∈ R3×4 the Jacobian of g in (9) in the variables

zG and zGp , and assuming that the covariances of the perception
error of both zG and zGp are RG(zG, zGf ) ≃ RG(zGp , zGf ) = RG ,
we obtain

R(zG, zGf , ρ
G)

= Jg(ρ
G)

[
RG 02×2

02×2 RG

]
J⊤

g (ρG)

=

 RG
1
d

RG
[
− sin(ρG)

cos(ρG)

]
1
d

[
− sin(ρG)

cos(ρG)

]⊤

RG
2

d2

[
− sin(ρG)

cos(ρG)

]⊤

RG
[
− sin(ρG)

cos(ρG)

]
,

where we omitted the dependence of RG on (zG, zGf ) for the
sake of conciseness.

C. The Cognitive Model

The cognitive model blends the prior knowledge about the
percept’s motion, described by the mental model given in
Section II-A, with newly perceived information, characterized
by the perceptive model introduced in Section II-B (see Fig 2).
The task of the cognitive model is to describe the probability
with which a subject’s cognition of a percept is described by
state x, given the history of observations of the percept by the
subject. We assume, in particular, that x ∼ N (x̂, P), where x̂ is
the expected value of the cognition x and P is its covariance
matrix. Both quantities depend on the trajectories of y, the
perceived pose, and of zGf , the subject’s gaze.

The mathematical structure of the following model is that
of the Extended Kalman filter (EKF), therefore we use the
standard notation for the EKF: x̂(t |t) and P(t |t) denote the
expected value and covariance matrix of the cognition state x
at time t , while x̂(t + 1|t) and P(t + 1|t) are the a priori

estimates at time t + 1, before being corrected according to
the perceived information at time t + 1. Let us call

F :=
∂ f (x)

∂x

∣∣∣∣
x=x̂(t |t)

the Jacobian of the function f in (1) or (2), depending
on the nature of the percept. We also need to define the
Jacobians of functions h in (6) and (7), once the percept’s
pose (position and, for the bicycle, heading) is identified with
the corresponding variables in the cognitive state x. For such
a purpose, in the case of the stationary object (when x ∈ R2),
let us define

h(θ, x) := h(θ, zW )|zW1 =x1,zW2 =x2
.

Similarly, in the case of the bicycle (when x ∈ R5), let us
define

h(θ, x) := h(θ, zW , ρW )|zW1 =x1,zW2 =x2,ρW=x3
.

We then define

H(θ) :=
∂h(θ, x)

∂x
.

The cognitive model is composed of the following equations:

x̂(t + 1|t) = f (x̂(t |t)),

P(t + 1|t) = F P(t |t)F⊤
+ Q,

S = H(θ(t + 1))P(t + 1|t)H⊤(θ(t + 1))

+ R(y(t + 1), zGf (t + 1)),

K = P(t + 1|t)H⊤(θ(t + 1))S−1,

ŷ(t + 1) = y(t + 1) + b(y(t + 1), zGf (t + 1))

x̂(t + 1|t + 1) = x̂(t + 1|t)

+ γ (t + 1)K ŷ(t + 1)

− γ (t + 1)K h(θ(t + 1), x̂(t + 1|t)),

P(t + 1|t + 1) = P(t + 1|t) − γ (t + 1)K SK ⊤. (10)

In the above equations, the binary variable γ (t) ∈ {0, 1}

encodes the condition that at time t , the percept is within
the subject’s field of view (when γ = 1) or not (γ = 0), and
ŷ is the expected value of the perceived pose of the percept.
This according to (8) is equal to the actual pose plus a pose-
dependent bias.

As a final remark, note that a trajectory of the above model
depends both on the trajectory y(t) of the percept’s pose, and
on the initial conditions x̂(0|0) and P(0, 0). While the trajec-
tory of the percept’s pose is an experimental datum, the initial
conditions are, in principle, unknown. We model the initial
state of ignorance of the subject about the percept by setting

P(0|0) = lim
p→∞

pInx ×nx . (11)

In the case of the stationary object, this (together with the
trajectory of y(t)) fully determines the trajectory of x̂(t |t),
since (11) implies that x̂(1|1) = ŷ(1) and P(1, 1) = R. The
choice of x̂(0|0) is therefore irrelevant.

In the case of the bicycle, we further set
(x̂4(0|0), x̂5(0|0)) = (0, 0), while due to (11) the trajectory
of x̂(t |t) is independent of the initial value of x̂1, . . . , x̂3.
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Fig. 3. Overview of the percept locations and the participant’s point of view
in the PXP study.

III. EXPERIMENTAL DESIGN

The model described above depends on 8 parameters
when the percept is a stationary object, and 15 parameters
when the percept is a bicycle. We ran two experiments to
identify them. The first one, named perception experiment
(PXP), focused on identifying the parameters of the percep-
tive model, namely c1, c2, s1, s2, k1, . . . , k4. The second one,
called cognition experiment (CXP), aimed at identifying the
remaining parameters, namely Q, α, and d of the bicycle
mental model. A detailed report and data analysis of the two
experiments is found in [44]. In this section, we describe the
experimental setup and the data-cleaning process.

A. Data Acquisition

Both experiments were held in an immersive virtual envi-
ronment based on the Unity engine (version 2020.3.23) using
a Meta Quest 2 visor (resolution 1832 × 1920 per eye; refresh
rate 72Hz; horizontal field of view of approximately 90◦). The
virtual environment reproduced a highly simplified road inter-
section (see Fig. 4). The objects within the virtual environment
were scaled so that 1 VR unit corresponded to 1 meter, and the
subject’s point of view was placed approximately 2m above
ground. The subjects viewed the scene in first person and were
stationary during both experiments. They could interact with
the virtual environment using a Meta Touch Controller with
their dominant hand (hand dominance was self-reported).

The participants were 51 students of Politecnico di Milano
(28 male, 23 female) aged between 20 and 34 years (M = 25.6,
SD = 2.8). All participants had normal or corrected to normal
vision, and 90.2% were right-handed. Inclusion criteria were
to have a driving license and to be used to right-hand traffic.
Each participant provided written informed consent before
taking part in the study. All data was collected anonymously.
The study was approved by the Politecnico di Milano Ethical
Committee.

In PXP, subjects were asked to keep their gaze on a red
fixation point located 11m from them and 1m above ground,
in order to standardize their field of view. The percept, in this
case, a figure of a pedestrian, appeared near one of 15 possible
locations within the field of view. These locations were aligned
at distances of 5, 11, and 18 meters, at an angle (eccentricity)
of 0, ±15, ±30 degrees from the subject’s gaze (see Fig. 3).
The percept was visible for 0.5s at a spawning position equal

Fig. 4. Overview of the simplified road intersection and the four maneuvers
considered in the CXP study.

TABLE I
THE MOI NAMES (S/B STAND FOR SMALL/BIG, RESPECTIVELY,

LR STAND FOR LEFT/RIGHT, RESPECTIVELY) WITH THEIR CORRE-
SPONDING STEERING ANGLE

to one of the 15 above-mentioned locations, plus a random
perturbation uniformly distributed in the circle of radius 1m.
This served to minimize the learning effect. After this time
the percept disappeared and the subject had to wait a further
0.5s, keeping the gaze on the fixation point. To ensure that
participants’ gazes remained at the fixation point, they were
asked to aim a laser ray originating from the index finger of
their avatar onto the fixation point. After this time interval,
the fixation point turned green, a cylinder appeared at the end
of the laser ray (see bottom-left insert in Fig. 3), and subjects
were asked to position the cylinder at the location where they
had perceived the percept. Each subject was tested 54 times,
6 for each location with eccentricity 0, and 3 for the other
locations.

In CXP the subjects were required to look at the percept
(a bicycle moving at a constant speed of 4m/s) and follow it
with the virtual indicator, which was shaped like the cylinder
in PXP. The bicycle with its rider was 1.6m tall and had a
1.15m wheelbase, as we mentioned before, and appeared at a
randomized spawning position.

Let us denote, without loss of generality, t = 0 the time
when the percept appeared. The percept moved straight until
t = 3s towards the subject (the blue trajectory in Fig. 4), then
it initiated one of four maneuvers of interest (MOI) depicted
in red or green Fig. 4, consisting in a turn with constant
steering angle from Table I. The percept remained visible
until a time instant t = Tv , then it became invisible. Tv

ranged from 3.25s to 4.25s, in steps of 0.25s. After Tv , subjects
were asked to continue following what they predicted to be
the trajectory of the percept with the virtual pointer. Finally,
at t = Tt (Tt ∈ {5, 6}s), the location of the virtual pointer
(i.e., the subject’s prediction of the percept’s location) was
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recorded. The corresponding prediction time, i.e., the interval
between the last moment the bicycle was visible and the
time where the prediction is recorded, therefore ranged from
0.75s (for Tt = 5s and Tv = 4.25s) to 2.75s (for Tt = 6s
and Tv = 3.25s). Each subject was tested once in each of
the 40 combinations of the above conditions. The percept’s
spawning position for MOI BL and BR was randomly selected
(uniform distribution) within a circle of radius 1m around point
(24.9, −0.35)m; for MOI SL and SR it was randomly selected
(uniform distribution) within a circle of radius 1.7m around
point (27.4, −0.35)m, all expressed in the W reference frame.

Notice that, both in PXP and in CXP, the percept’s spawn-
ing position was equal to a nominal value plus a random
perturbation δ, while the result of each experiment was a
predicted position zW . Before processing, the predictions from
PXP and CXP were de-randomized by computing zW − δ,
and the resulting distributions (for each set of experimental
conditions) were cleaned from outliers using the MATLAB
function robustcov.

IV. RESULTS AND DISCUSSION

As we mentioned before, the model parameters were
grouped in two sets: a first set

ρ1 := {c1, c2, s1, s2, k1, . . . , k4}

was identified from data collected in PXP, while a second set

ρ2 := {q11, q22, q33, q44, q55, α, d}

was identified from data collected in CXP. Notice that param-
eters c1, c2, s1, and s2 affect the cost function through matrix
R in (10), parameters k1, . . . , k4 affect the bias b (see (5)),
while the parameters in set ρ2 do not appear in equations (10)
when the percept is the static object, i.e., in the experimental
setup of PXP.

Using subscript j to denote any one of the 15 nominal
spawning positions of PXP, let y j (t) be the corresponding pose
of the percept (constant for all t), and let µ j ∈ R2 and 6 j ∈

R2×2 be the mean and covariance matrix of the corresponding
experimental distribution of predictions zW . We estimated the
parameters set ρ1 as the optimizer of the following problem

min
ρ1

∑
j

C j (x̂ j (T |T )), Pj (T |T ))

s.t. x̂ j (t |t) and Pj (t |t) are solutions of (10), with
f specified in (1) and with:
γ (t) = 1, ∀ t ≤ 50
γ (t) = 0, ∀ t > 50
y(t) = y j (t), ∀ t ≥ 0,

zGf (t) on the fixation point, ∀ t ≥ 0,

where

C j (x̂ j (T |T )), Pj (T |T )),

:= ∥x̂ j (T |T ) − µ j∥2 + ∥Pj (T |T ) − 6 j∥F . (12)

In the above formula, ∥·∥2 is the Euclidean norm, and ∥·∥F
is the Frobenius norm, while the value of T is set to 100.

Given that we assumed a discretization time step τs = 0.01s,
this corresponds to 1s, i.e., the time elapsed from the moment
the percept was first visible to the subject, to the moment the
subject was required to indicate its perceived position. For the
same reason, the conditions on γ (t) encode the fact that the
percept was visible for the first 0.5s, then became invisible.

The remaining parameters set ρ2 was identified from data
collected in CXP, using for the parameters in ρ1 the values
determined through the previous experiment. Let subscript
j indicate any one of the 40 experimental conditions of
CXP (4 MOIs, 2 possible values of Tt , 5 possible values
of Tv). Like before, let µ j ∈ R2 and 6 j ∈ R2×2 be the
mean and covariance matrix of the corresponding experimental
distribution of predictions zW , y j (t) be the corresponding
pose of the percept (center of gravity and heading of the
bicycle), and T j = Tt/τs , i.e., the duration in time steps
of the experiment in experimental condition j . We estimated
parameters ρ2 as the minimizer of the following problem

min
ρ2

∑
j

C j (x̂ j (T j |T j )), Pj (T j |T j ))

s.t. x̂ j (t |t) and Pj (t |t) are solutions of (10), with
f specified in (2), and with
γ (t) = 1, ∀ t ≤ Tv,

γ (t) = 0, ∀ t > Tv,

y(t) = y j (t), ∀ t ≥ 0,

zGf (t) in the centre of gravity of the bicycle, ∀ t ≥ 0.

Unlike in (12), the cost function C j now depends only on
a subset of the elements of x̂ and P , namely those that
correspond to spatial coordinates in W . Let us call

m(x̂ j ) := (x̂ j,1, x̂ j,2),

S(Pj ) :=

(
p1,1 p1,2
p2,1 p2,2

)
.

We have

C j (x̂ j (T j |T j )), Pj (T j |T j ), w)

:= 0.01∥m(x̂ j (T j |T j )) − µ j∥2

+ 0.99∥S(Pj (T j |T j )) − 6 j∥F .

Note that the above cost functions depend on a difference
between the perception/cognition model mean and covariance
matrices, and the experimental mean and covariance matrices.
We are therefore fitting the parameters to optimally approx-
imate the experimental distributions, i.e., to reproduce the
inaccuracy with which subjects perceived and predicted the
positions of the percepts.

To assess the quality of the resulting fitted model, we com-
pared the model and experimental distributions obtained from
each experimental condition (i.e., the 15 spawning positions
in PXP, and the 40 combinations of MOI, Tt , and Tv in CXP)
through a one-sample Kolmogorov-Smirnov (KS) test.

A. Results of PXP

The experimental and model distributions of the perception
errors in PXP are represented in Fig. 5, with fitted parameters
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Fig. 5. Experimental (blue) and fitted-model (red) distributions from PXP.

TABLE II
THE VALUES OF THE FITTED PARAMETERS ρ1

reported in Table II. In the figure, percept locations are aligned
along 5 directions with an angle of 0, ±15, and ±30 degrees
from the subject’s gaze. The ellipses are the equidensity con-
tours at one standard deviation of the respective distributions,
while the dots are the mean values of the corresponding
distributions. The green dots represent the actual spawning
position of the percept, after the removal of the random
perturbation.

The overlap of the experimental and model distributions
suggests that the model reproduces rather faithfully the per-
ception error distributions in all 15 of the tested locations.
We further tested the 15 model distributions for statistical
equivalence with the experimental ones, using a one-sample
KS test with a significance level of 0.05. Given that the
distributions are bivariate, while the KS test applies to uni-
variate distributions, the test was repeated 10 times with
Bonferroni correction, for 10 projections of the distributions
along directions equally spaced in the round angle, i.e., with
a spacing of 18◦. A model distribution is then considered
statistically equivalent to the experimental one if all 10 projec-
tions of the model distributions are simultaneously statistically
equivalent to the corresponding projections of the experimental
distribution. According to this test, only 3 out of the 15 model
distributions (namely the one with eccentricity −15◦ and
distance 18m, and the ones with eccentricity 30◦ and distances
5m and 18m) are statistically equivalent to the experimental
ones. The experimental distributions are, however, visibly
non-symmetric with respect to the zG1 axis, thus violating
one of our modeling assumptions. Given the large sample
size (153 samples for each location with nonzero eccentricity,
306 for locations with 0 eccentricity), we may conclude that
this is a feature of the process. The presence of some degree
of left/right asymmetry in perception accuracy is indeed well
documented [45], [46] and is therefore not surprising. The gist
of our modeling approach, however, is to minimize the number
of parameters and root the mathematical representation on first

TABLE III
THE VALUES OF THE FITTED PARAMETERS IN ρ2

Fig. 6. Distribution of the KS test statistics D of the model distributions
from CXP (40 conditions, 10 projections per condition), relative to the tests’
critical values Dc .

principles as much as possible, in order to minimize the risk of
overfitting and preserve interpretability. It is therefore unclear,
at this stage, how the model could be improved to account for
these asymmetries without denaturing the approach. Despite
this limitation, as we will see in the next section, the signifi-
cant overlap between model and experimental distributions is
sufficient to support the functionality of the cognitive model.

B. Results of CXP

The fitted parameters are reported in Tab. III. The model
distributions were once again tested for statistical equivalence
with the experimental ones with a one-sample KS test on
10 equispaced projections, with a significance level of 0.05 and
Bonferroni correction, finding that 9 of the 40 distributions
are statistically equivalent. Statistical fit is therefore far from
perfect. We may more precisely quantify how far the model
is from reproducing the experimental distributions, by com-
paring the KS statistics D of each of the 400 KS tests
(40 conditions and 10 projections per condition) with the
corresponding KS critical value Dc [47], [48]. We remind
that a model distribution projection is statistically equivalent
to the corresponding experimental distribution projection if
its KS test statistic satisfies D ≤ Dc. We see in Fig. 6 that
240 out of the 400 model distribution projections are statisti-
cally equivalent to the corresponding experimental distribution
projections, and in 117 of the remaining tests the KS statistic
falls within 1.5 times the critical value. In other words, our
model reproduces the experimental data with statistics below
or near the critical value in almost 90% of the projections:
the model distributions are not always statistically equivalent
to, but are very close to the experimental ones under most
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Fig. 7. Mahalanobis distances between the mean value of trivial predictor
(solid) and cognitive model (dashed) distributions, and the distribution of
experimental predictions, for the four maneuvers described in Table I.

projections. This remarkable performance is further supported
if we compare the model with the trivial predictor, obtained
by assuming that the subject’s prediction coincides with the
actual position of the bicycle, plus a zero-mean Gaussian
noise. We compare the two predictors through the Mahalanobis
distance of their mean predictions from the experimental dis-
tributions in Fig. 7. Note that in this and the following figures
we display data for fixed values of Tt , and for increasing
prediction time. Given that Tv is the difference between Tt
and the prediction time, the same figures can be interpreted
as showing data for decreasing Tv: reading the figures left
to right, the experimental condition has subjects seeing a
shorter portion of the MOI, and predicting over a longer
time horizon. Under all experimental conditions, the mean
values of the cognitive model’s predictions are significantly
closer to the experimental distributions than those of the
trivial predictor. Our cognitive model, in other words, does
a much better job at approximating the (mean) prediction
errors made by the subjects of our experiment, despite not
reproducing all experimental distributions of such errors with
statistical significance. Furthermore, the accuracy with which
our cognitive model reproduces the experimental prediction
error is quite independent of Tv and of the prediction time
in Mahalanobis distance. Interestingly, the distance between
the mean values of the trivial prediction and the experimental
distribution exhibits a visible decreasing trend when Tt = 5s
for all MOIs. One might expect the opposite, i.e., a larger
discrepancy between the trivial model and experimental data
at longer prediction times and shorter Tv . This is, however,
an artifact of the increasing total variation (i.e., the trace of the
covariance matrix) of the experimental distributions (Fig. 8),
coupled with the fact that the Mahalanobis distance is an

Fig. 8. Total variation of the distributions of experimental predictions,
color-coded as in Fig. 7.

Fig. 9. Signed distance between the mean value of the cognitive model
distribution and the real path of the bicycle (dashed) and between the mean
value of the experimental distributions and the real path of the bicycle (solid).
Color-coding as in Fig. 7. The signed distance is positive if the mean value
of the distribution lies to the right of the bicycle path (in the direction of
motion), negative otherwise.

Euclidean distance weighted on the distribution’s covariance
matrix.

The experimental distributions also display an interesting
trend in underestimating the curvature radius for the tighter
turns. This is clearly visible in Fig. 9: the mean experimental
prediction for the tight left turn (solid blue line, MOI: SL)
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lies to the right of the real bicycle path, increasingly more
for longer prediction time and shorter Tv; similarly, the mean
experimental prediction for the tight right turn (solid red line,
MOI: SR) lies to the left of the real bicycle path, increasingly
more for longer prediction time and shorter Tv . The same
trend is not as clearly visible for the larger turns (MOI: BL
and BR). Our model (dashed lines in Fig. 9) reproduces these
trends faithfully over all prediction horizons, thus correctly
capturing, at least qualitatively, the tendency of the tested to
underestimate the curvature of tighter turns.

Interestingly, parameter d in Table III is extremely large.
Remembering that, in our first-principles modeling frame-
work, d represents the distance between the endpoints of the
imaginary segment utilized by the subject to perceive the
percept’s heading, this implies that the subject is perceiving
heading as purely directional information, and not through
the processing of the relative positions of the two endpoints.
From a computational perspective, it corresponds to setting to
(almost) 0 the last row and column of the matrix R(yG, zGf )
in (10), thus stating that the error on the perceived heading is
negligible with respect to that on position.

V. CONCLUSION

We have proposed a novel cognitive model capable of
reproducing the error with which human subjects estimate the
short-term trajectory of a moving bicycle, using information
about the location of the bicycle within the human’s field of
view and a model of human perception.

Our primary objective in exploring the feasibility of such
a model is to develop a computational means to statistically
characterize human misunderstanding of the short-term tra-
jectory of a bicycle (and, in the future, of other VRUs).
A vehicle equipped with an eye-tracking device could use such
a model to acquire information regarding the probability that
its driver is significantly misjudging the near-future behavior
of the bicycle. It could use this information, together with
information collected through its onboard sensors, to decide
whether an ADAS intervention is appropriate.

The model is inspired by the similarity between human
cognition of moving objects and the Kalman filter. The model
depends on 15 parameters, which were identified from exper-
imental data involving 51 subjects. We followed a postdictive
approach [30], therefore aiming to prove that the chosen
model can reproduce the experimental data. Our objective was,
in other words, to test whether the model, with suitably tuned
parameters, could reproduce the errors in the human prediction
of the position of the bicycle in all 40 experimental conditions
described in Sec. III.

The cognition error distributions generated by the model are,
in many cases, not statistically equivalent to the experimental
ones. However, we have shown in Sec. IV that the distribu-
tions generated by the model emulate the experimental ones
significantly well, and can even reproduce the tested subject’s
tendency to misjudge the bicycle turning radius systematically.
This is a particularly significant outcome since this trend is
an emergent property, not explicitly encoded in the model
structure. Therefore, it suggests a strong similarity between the
model functioning and that of the modeled cognitive process.

As a consequence, our result strongly supports the opportunity
of utilizing models such as the one proposed here, to approxi-
mate the likely cognition error of a human driver in predicting
the trajectory of VRUs. The simplistic assumptions of a bike
moving at a constant speed and piecewise constant curvature
were justified by our aim to predict misjudgments over a time
horizon of a few seconds. On such a short time interval, the
velocity and curvature changes of a real bicycle are not very
large. Additionally, the choice of keeping our subjects still
during the experiments (rather than, for instance, simulating a
driver sitting in a moving car) was taken to simplify the visual
scenario and minimize the potential impact of visual references
and occlusions on the subjects’ predictions. It was, in other
words, dictated by the need to obtain more clearly interpretable
results, at the cost of some realism. We recognize, however,
that the effect of these simplifications should be assessed,
by testing our model on more complex scenarios, as well as
by assessing the effects of ego-motion on the cognitive model.
An important future extension will therefore be to test this
model on a larger variety of percept trajectories, for instance
on naturalistic trajectories, with imperfect geometry, variable
speed profile, and viewed from different angles, and to test
its ability to generalize to trajectories of a different nature
than those used to fit the model. Note, however, that the use
of a relatively simple model, with a very small number of
parameters, makes this family of models much less prone to
overfitting than, for instance, a neural network.

Another interesting extension will be to train and test the
model with VRUs of a different nature, for example, pedestri-
ans. Note that the application of our model to a different type
of percept requires the redesign of the mental model, but not
of the whole cognitive model. While this is not a trivial task,
we believe that the framework that we presented in this work
provides a very valuable headstart towards such extensions.

In principle, the model could also be extended to scenarios
where multiple percepts are simultaneously present, by run-
ning multiple Kalman filters in parallel. There is however some
debate in the literature regarding the ability (or lack of) of the
human mind to process multiple data sources simultaneously,
as well as about the mechanisms underlying these limits [49],
[50]. In order to address a complex multi-percept scenario, the
processing bottleneck should likely be modeled explicitly, and
validated with experimental data.

It is also worth mentioning that the proposed method could
be extended to model other subject-percept configurations. For
example, the cognition by a human cyclist (as the subject)
of the motion of an automated vehicle (as the percept). This
would allow the autonomous vehicle to assess the cyclist’s
situation awareness and adapt its driving policy to the poten-
tially irrational behavior of the cyclist. While the considered
experimental data does not allow the validation of such cases,
the authors believe that the theoretical framework of this work
would be suitable to handle them, provided that the necessary
data is available.
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