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ABSTRACT
With the recent development of the electrical vehicle (EV) industry, the study of
manufacturing systems producing key components in this sector is becoming in-
creasingly important. Multi-loop closed manufacturing systems (MCMS), whose op-
eration and control are rarely studied in the literature, are widely used in the EV
industry. This work provides innovative guidelines for MCMS operation also valid
in a general context and not necessarily limited to the EV field. The main focus
is on a specific topic of MCMS operation, namely the near flatness phenomenon.
The near flatness indicates how system throughput is influenced by its population,
i.e. the number of items circulating in the MCMS, especially in high-throughput
conditions. The study of near flatness aims at enhancing MCMS flexibility in terms
of population control and handling while guaranteeing high system throughput. In
this work, a new indicator quantitatively describing the near flatness is provided.
Numerical studies are conducted to analyze the effect of machine efficiency in isola-
tion, mean times to repair, and buffer capacities on the near flatness. Experiments
are also carried out on a real case of MCMS in the EV field. Based on the experi-
mental results, practical specifications to improve MCMS design and management
are provided.

KEYWORDS
Multi-loop Closed Manufacturing Systems; Electrical Vehicle Industry; Near
Flatness; Throughput.

1. Introduction

1.1. Motivation

The rapid growth of the electric vehicle (EV) field has been a major trend in recent
years for the automotive industry: the need to reduce fuel costs and to decrease the en-
vironmental impact of the car mobility sector makes the EV an environmental-friendly
alternative to a conventional vehicle (Milas, Mourtzis, and Tatakis 2020). In addition,
the expansion and assimilation of Industry 4.0 Key Enabling Technologies by compa-
nies is definitely facilitating the overcoming of challenges related to the performance
of an EV (Athanasopoulou et al. 2022); examples of such challenges are increasing
battery performance, reducing battery charging time, and so on. Therefore, the EV
sector is expected to deal with a significant increase in production and sales of this
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Figure 1. Expected sales of EVs and traditional combustion-engine vehicles in the next 20 years (Parajuly,

Ternald, and Kuehr 2020).

Figure 2. Example of MCMS composed of an external and an internal loop.

kind of vehicle in the upcoming years (see Figure 1 from Parajuly, Ternald, and Kuehr
(2020)).
The motor of the electric drive system, composed of the rotor and the stator, plays
a key role in the EV industry. Over the last years, the predominant configuration for
the stator is the so-called hairpin stator. The latter is an alternative to the traditional
wound-coils-based technology (Fleischer, Haag, and Hofmann 2017; Kim 2017), but
with a lower size for equal power and a superior production rate (Ishigami, Tanaka,
and Homma 2014, 2015). Each hairpin stator is characterized by the presence of more
semicircular fixtures stacked on top of each other; all these elements are placed on the
stator’s upper part. In the manufacturing practice, each of this set of components is
called a layer. The operations to assemble each layer with the stator core (i.e. layer
insertion, crimping, and welding) must be repeated for a certain number of times.
Since the aforementioned operations are identical for each layer, the repetition can
be achieved with an internal closed loop, in which each pallet carrying one stator
must circulate for a fixed number of times. Operations that are not related to the
layer assembly are executed in an external loop connected with the internal one. The
architecture of such a system is shown in Figure 2, and similar to common automatic
mass production systems, buffers are allocated between operations to mitigate the
negative effect of uncertainty on production rate. The system belongs to the multi-
loop closed manufacturing systems (MCMS) class (Levantesi 2001).

The goal of this work is to develop a comprehensive study on MCMS characteri-
zation and operation. EV stator production is the reference application but not the
only one. Other industrial MCMS applications can be indeed found in other fields.
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For instance, the semiconductor production process is characterized by a repetition of
operations to integrate different circuits on the same silicon wafer to produce a single
semiconductor; this integration is performed multiple times with the same machines
(i.e. with an internal closed loop) and the overall production system becomes an MCMS
(Hatch and Mowery 1998). Another example regards the automotive sector, where all
the car doors must be cleaned, painted, coated, and inspected for quality issues; all
these processes can be carried out more times in the same workstations, leading to an
internal loop in the system and to a consequent MCMS architecture (Resano Lazaro
and Luis Perez 2009). One last example is represented by assembly/disassembly lines:
these are characterized by one internal loop opened by disassembly machines and closed
by assembly machines that is normally introduced to allow different sub-assemblies to
receive different treatments before being joined for common steps (Levantesi 2001);
being parts carried on pallets circulating over and over in the internal loop, also as-
sembly/disassembly lines are characterized by MCMS layout.

1.2. Scientific Background

Literature for MCMS is not wide and only few works are present. In (Resano Lazaro
and Luis Perez 2009; Ferreira et al. 2011, 2012) the authors developed an analytical
model to evaluate the performance of a four-loop closed system used in the automotive
sector for automobile assembly and preassembly lines. However, the overall methodol-
ogy and all the results were limited to the application to that specific MCMS only. A
different approach can be found considering MCMS for semiconductor assembly lines.
In this case, the effect of different parameters (pallet number, failure rates, processing
times, and buffer capacities) on system throughput was evaluated through simulation
on a two-loop closed manufacturing system (Li, Zheng, and Li 2007, 2009). Never-
theless, the latter was characterized by a peculiar layout: only three machines were
present, one in each loop plus a third shared machine connecting the two loops. For this
reason, all the extracted properties and results were limited to that specific two-loop
system under study and cannot be applied to other MCMS layouts. It is also possible
to find approximate analytical methods for MCMS performance evaluation (Levantesi
2001; Zhang 2006). However, these models have strong limitations, such as identical
processing time for all the machines and exponentially distributed failure times: their
results cannot be extended to general cases of MCMS. Finally, it is possible to find
a considerable amount of literature for production systems with one or more rework
loops that might recall the MCMS architecture (recent studies in (Li et al. 2009; Zhou
and Lin 2020; Zhu, Chang, and Arinez 2020)). Within the rework loops, the defective
parts are repaired and sent back to the production line for reprocessing so that the
production quality is improved (Li 2004). However, unlike MCMS, only a small per-
centage of the total produced items passes through one of the rework loops; hence, the
amount of parts in the rework loops is not as relevant as in MCMS to evaluate system
performance. Secondly, the number of items going into the rework loops cannot be
controlled since it depends on the production scrap rate, while in MCMS this number
must be controlled in order to optimize system throughput. For this reason, these sys-
tems are different from the class of MCMS analyzed in this work. Finally, the practice
of EV stator production, in which each job must pass through the internal loop for
a fixed number of times, does not fall into the scope of any of the above-mentioned
works, hence, no characterization and operation insight on the MCMS studied in this
work have ever been addressed in the literature.
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Figure 3. Two examples of high (a) and low (b) near flatness.

A very important phenomenon concerning closed loop systems is the near flatness
(NF), described firstly by (Gershwin and Werner 2007) and analyzed deeper by (Lof-
fredo et al. 2020). The NF is characterized by the relationship between loop population
and throughput. For single loops composed by Bernoulli machines, the throughput
is non-monotonic concave on population, which is proved with an exact analytical
performance evaluation approach for two-machine-two-buffer loops and demonstrated
with numerical experiments in (Biller et al. 2008). Being non-monotonic concave, the
first-order derivative of the throughput decreases from positive to negative, and the
throughput reaches the optimum and suboptimum when the derivative is equal to and
close to zero, where the NF can be observed. For single loops composed by machines
with phase-type distributed processing time and block-before-service assumptions, the
throughput is proved to be symmetric on population which ranges from zero to the
total buffer capacity (Dallery and Towsley 1991). The symmetry is also shown nu-
merically in (Gershwin and Werner 2007; Shi and Gershwin 2014), with approximated
analytical methods developed for multi-stage loops composed by unreliable machines
with geometrically distributed failure and repair time. Combining the non-monotonic
concave and symmetric properties, it can be expected that the range of NF appears
in the center of the throughput-population curve for single closed loops. For different
systems, the range of NF can be wide or narrow, which are defined as high (Figure
3-(a)) or low NF (Figure 3-(b)), respectively. In (Gershwin and Werner 2007) there is a
first and qualitative definition of NF, studying the phenomenon for single-loop closed
systems. In (Loffredo et al. 2020) the NF phenomenon was analyzed for MCMS. Both
of the works found that balanced systems, in terms of buffer distribution or processing
time, usually have low NF. In (Loffredo et al. 2020), the authors also found out that, for
unreliable machines, increasing machine efficiency leads to increasing NF. In this work
also a first quantitative definition of NF is provided, but this measure was dependent
on parameters selected by the experimenters and this may lead to non-general results.
Therefore, there are no works in the literature providing a quantitative indicator to
properly describe the system NF without any user-defined parameters. Moreover, all
the results of (Gershwin and Werner 2007) were limited to the study of single loops,
without taking into account MCMS and, lastly, in (Loffredo et al. 2020) the only pa-
rameters analyzed as leading factors to the MCMS-NF are the efficiency of machines
and balancing in capacities allocation of the buffers. However, the authors did not
provide any practical insight on how to apply these relationships in the management
and design of an MCMS.
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1.3. Problem

In this work, the focus is on MCMS characterized by an external and an internal loop,
as in Figure 2. In this type of production system, parts are carried on pallets. Each
part is processed once by the workstations in the external loop, while the operations
performed in the internal loop are repeated for a fixed number of times.

Without a proper control policy to manage the load and release of pallets for the
internal loop, the system may be subject to deadlock, i.e. a complete block of the move-
ment of pallets in the internal loop and a possible stop of the production. To solve this
problem, it is required to maintain the internal loop population lower than a specific
threshold value, guaranteeing the movement of items in the internal loop. However,
this threshold must be carefully selected because it affects the system throughput. A
high threshold will lead to an excessive population and high blocking in the internal
loop; on the opposite side, a low threshold will lead to low population size and bring
high starvation in the internal loop: both situations lead to a throughput decrease. In
the in-between conditions, there will be a range of optimal thresholds leading to op-
timal population values able to guarantee the highest (or nearly highest) throughput,
which is directly related to the system NF. Furthermore, it is also worthwhile to study
how the system NF is affected by various system parameters: understanding how to
handle the NF means understanding how to handle flexibility in terms of threshold
choice. Thus, the main goal of this work is to provide new prospects, intended as
practical guidelines, on MCMS operation starting from the NF phenomenon.

1.4. Contribution

The study of MCMS is becoming increasingly important, given the industrial relevance
of this system architecture. However, literature on MCMS is not deeply developed and
the study of the NF phenomenon is limited to non-extensive analysis reported in few
works. To fill this gap, this work focuses on the NF phenomenon for MCMS and it
provides the following contributions:

(i) A novel non-parametric NF indicator, called Near Flatness Indicator or NFI,
is proposed. NFI represents a quantitative measure that is able to describe the
system NF. This measure is independent of any user-defined parameters. Hence,
NFI leads to general and consistent results.

(ii) Properties of NFI are studied through numerical experiments using an analytical
method on a two-machine-two-buffer single loop and discrete event simulation on
MCMS for performance evaluation. Several leading factors to NF are analyzed:
efficiency in isolation of the unreliable machines (Li and Meerkov 2008), the ca-
pacity of the buffers, and machine mean times to repair (MTTR). The analysis
is firstly performed on test cases of single-loop closed systems and MCMS (more
details in sections 3.1 and 4.1). Then, the same analysis is executed on an in-
dustrial case of MCMS (more details in section 4.2), to confirm the results for a
real MCMS.

(iii) Practical guidelines for MCMS operation are provided based on the experiment
results. Despite this work being inspired by the EV field, results are general and
can be applied to other fields such as semiconductors, assembly and disassembly
lines, and the automotive sector.

It must be noted that the experimental campaign leading to the second and third
contributions provided by this work is partly carried out by running simulation ex-
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periments. Simulation is extensively being used as a tool aiming to better design and
manage operations of a manufacturing system, with the goal to increase productivity,
quality, energy efficiency, safety, and so on. Furthermore, with the advent of Industry
4.0, digitalization has played a key role in the creation of factories of the future, and
this also improved simulation effectiveness: the simulation-based technologies consti-
tute a focal point of digital manufacturing solutions (Mourtzis 2020).

In detail, the work is organized into six sections. In section 2, NFI, the new quanti-
tative indicator describing the NF phenomenon, is presented. In section 3 the analysis
for the single-loop system is presented, pointing out NFI properties that can be
used as a reference point for the MCMS study. In section 4, the MCMS experiments
are reported, studying possible leading factors to NF for MCMS. Different practical
guidelines for MCMS operation are presented in section 5. Conclusions and further
developments are discussed in section 6.

2. Near Flatness

2.1. Considerations about Near Flatness Causes

In this work, the type of MCMS system considered is always characterized by an inter-
nal and an external loop. This structure is general enough to represent many realistic
situations in the industry. Moreover, the slowest processes are related to the inter-
nal loop, since the associated operations must be repeated many times. Consequently,
the throughput is more affected by the internal other than the external loop. Hence,
the main focus of this work is the internal loop of the MCMS and, in particular, the
throughput-threshold connection leading to the system NF (as described in section
1.3).

To qualitatively show the NF phenomenon, a graphical representation of the
throughput trend according to the threshold value is needed. This is called
Throughput-over-Threshold curve, or T-o-T curve. An example of T-o-T curve, ex-
tracted for the MCMS test case (system layout and parameters in section 4.1), is
reported in Figure 4-(a), along with the detail of the average starvation and blocking
probabilities for the internal loop machines in Figure 4-(b). In the left section of the
T-o-T curve, the throughput increases significantly as the threshold increases, since
the population increases and the starvation of the internal loop machines is reduced.
Then, with a further threshold increase, there is a range of thresholds leading to op-
timal population values able to guarantee the highest (or nearly highest) throughput.
This range represents the system NF. In the right section of the curve, high thresholds
lead to increasing population values and, consequently, increasing machines blocking:
for this reason, the throughput decreases. However, when the buffer downstream of the
internal loop is not full, parts can always be released to the station downstream of the
internal loop. Hence, the blocking due to high internal population does not occur as
frequently as starvation due to the low population. Therefore, the T-o-T curve might
be not symmetric: the first part has an increasing trend while the second half might
show a less evident curvature. The asymmetry is different from what is observed in
single-loop closed systems (Dallery and Towsley 1991).

Being the T-o-T curve strictly related to the population influence on machines
starvation and blocking, also the NF is connected to this population effect. Systems
characterized by high starvation propagation will show low NF: to slow down the star-
vation propagation (and get to the highest throughput), higher thresholds leading to
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Figure 4. Example of T-o-T curve (a) and detail of the blocking and starvation probabilities of the internal
loop machines (b).

higher population values are required. Thus, in this case, the left part of the T-o-T
curve has sharp curvature and this leads to low NF. Moreover, also systems charac-
terized by high blocking propagation will show low NF: if the population size is high,
blocking occurs easily in the system. Consequently, for high thresholds leading to high
population values, the throughput strongly decreases due to machines blocking. Hence,
in this case, the right part of the T-o-T curve has sharp curvature and this leads to
low NF. On the other hand, systems where it is difficult for blocking and starvation
to propagate will show high NF: since starvation and/or blocking propagation is low,
adding or removing pallets does not lead to significant throughput changes. Thus, the
T-o-T curve will show a wide range of thresholds leading to the highest (or nearly
highest) throughput and NF will be high.

2.2. Near Flatness Indicator (NFI)

The only work defining a quantitative indicator to describe the NF in the literature
is (Loffredo et al. 2020). Their measure was dependent on parameters selected by the
experimenters and this may lead to non-general results. For example, their indicator
was based on a so-called indifference zone, i.e. a zone of the T-o-T curve where the
value of the throughput is considered “optimal” if it is greater or equal to 95% of the
maximum throughput. Through this zone, they evaluated the NF of a loop system.
However, the choice of considering a throughput optimal if it is even 5% lower than
the maximum value might not be suitable for extremely high-productivity sectors such
as semiconductors, where a 5% production drop cannot be accepted. Hence, this 95%
parameter depends on experimenters’ choices and might generate a lack of generality.
Moreover, the parameter from (Loffredo et al. 2020) also focused mainly on the right
section of the T-o-T curve, looking at blocking phenomena and not properly includ-
ing in the indicator-computation the left section and associated starvation. For all
these reasons, it is considered highly important in the MCMS research field to have
a quantitative indicator for the NF, not depending on any user-defined parameters,
and properly considering all the phenomena affecting the T-o-T curve. The new in-
dicator proposed in this work, hence, does not rely on any parameter defined by the
experimenters and can be extracted directly from the T-o-T curve. Moreover, this new
indicator also takes into account the whole T-o-T curve, considering both starvation
and blocking effects on the NF. This indicator is referred to as Near Flatness Indicator
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or NFI, and it is defined as follows:

NFI =
1

N

N∑
i=1

THi

THmax
(1)

where N denotes the maximum possible threshold, equal to the total internal loop
buffer capacities plus the number of machines in the loop, THi represents the through-
put when the threshold is equal to i, THmax represents the highest throughput that
can be achieved when the threshold is optimally chosen (the maximum throughput
in the T-o-T curve). According to Equation (1), NFI is between zero and one. With
an extremely low NF, throughput will be significantly reduced if the threshold is not
optimally chosen. On the contrary, the maximum value of NFI can be reached in an
ideal perfectly flat T-o-T curve, where the throughput does not change for the different
thresholds. In conclusion, given this definition of NFI, the higher the value of NFI,
the higher the NF of the MCMS.

It must be noted that this definition of NFI is required because it also allows identi-
fying quantitative, general, and straightforward relationships between NF phenomenon
and system parameters as reported in the analysis of sections 3 and 4.

3. Near Flatness Analysis for Single-loop Systems

In this section, single-loop closed systems are the focus, understanding how NF is
affected by: (i) the efficiency in isolation of the machines referred to as η, (ii) the
capacity of the buffers, and (iii) the MTTR of the machines. In particular, η is defined
as a function of machine “Mean Time To Repair” (MTTR) and “Mean Time To
Failure” (MTTF ) :

η =
MTTF

MTTR+MTTF
(2)

Experiments are performed on a two-machine-two-buffer single-loop test case (sec-
tion 3.1). Throughput in the various scenarios is evaluated with the analytical method
proposed in literature (Gershwin 1994). By using an analytical approach not affected
by sampling noises, single-loop results can be used as a guaranteed benchmark for all
the experiments on MCMS subsequently performed (section 4).

3.1. Single-loop Test Case

The first test case is a single-loop closed manufacturing system, composed of two
identical machines (M1 and M2) and two buffers with identical finite capacities (B1
and B2) shown in Figure 5. Processing times are deterministic, failure time and repair
time are exponentially distributed. System parameters can be found in Table 1.

Being the system a single loop, there is no threshold to select: the parameter to
be optimally selected to guarantee the highest throughput is the population itself.
Thus, similarly to the T-o-T curve, for single-loop systems it is possible to extract
a Throughput-over-Population curve (or T-o-P curve). From the latter, NFI can be
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computed with Equation (3) where: P denotes the maximum possible population, equal
to the total loop buffer capacities plus the number of loop machines, THi represents
the throughput when the population is equal to i and THmax represents the maximum
throughput in the T-o-P curve. It must be noticed that the definition of NFI for single-
loop systems and MCMS is the same. Hence, the only difference among equations (1)
and (3) is the parameter to be selected: the population or the threshold.

NFI =
1

P

P∑
i=1

THi

THmax
(3)

Figure 5. Layout of the first test case: the single loop.

Table 1. Single-loop test case machine processing times, time to failure (TTF ), time to repair (TTR), and
buffer capacities.

Op. Processing TTF TTR Buff. Capacity
Number Time [s] [s] [s] Number [Units]

1 60 Exp(3240) Exp(360) 1 5
2 60 Exp(3240) Exp(360) 2 5

3.2. NFI Analysis and Experimental Results

The experimental results presented below are extracted with the literature algorithm
(Gershwin 1994) implemented in Matlab R2020a (Mathworks) software and results
have been obtained utilizing a laptop with 4.90GHz i7 Intel Core and 16GB RAM.
One single experiment with this method had a duration of about 20 seconds. For each
studied configuration, the parameter to be measured is NFI: in order to compute it, it
is required to extract the overall T-o-P curve associated with the configuration itself.
A detailed framework of the experiments performed with the single loop test case is
visible in Figure 6. For each factor to analyze, i.e. η, capacity of the buffers or MTTR,
different levels at which varying it are selected; each of these levels corresponds to a
different system configuration where the associated NFI must be identified. Hence,
for each configuration, different experiments are carried out. In each experiment, a
different population value i is selected and the resulting THi is computed with the
literature algorithm (Gershwin 1994). This is repeated for each i value suitable for the
system configuration under study: at this point, the T-o-P curve and, consequently,
the NFI associated with that specific configuration is extracted with Equation (3).
This process must be repeated for each level of each factor, i.e. for each configuration
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to be studied. In total, 52 configurations are tested, corresponding to 3588 experiments
and an overall computational time of about 20 hours.

Figure 6. Detailed framework of the experiments performed with the single loop test case.

3.2.1. Efficiency

In this analysis, all the machines have the same efficiency, varied from 0.05 to 0.95,
and the same MTTR. When machine efficiency is varied, the MTTR is kept constant,
and MTTF is computed according to Equation (2). Machine processing times and
buffer capacities are not modified. In Figure 7-(a) the corresponding NFI values are
displayed: NFI increases continuously as the efficiency also increases. In Figure 7-(b)
three examples of resulting T-o-P curves are reported, showing how higher efficiency
leads to higher NF in the curve.

Figure 7. Machines efficiency variation effect on the NF for the single-loop test case: NFI (a) and examples
of T-o-P curves (b).

3.2.2. Capacity of the buffers

The second analysis is performed with varying buffer capacities from 1 to 100, while
all the other parameters are not modified. In Figure 8-(a) the corresponding NFI
values are displayed: NFI increases rapidly in the first part and slowly in the second
part, even though the capacity continues to enhance. It is important to notice that
varying the buffer capacities means also varying the maximum population that can
circulate in the loop, as visible in Figure 8-(b) with three examples of resulting T-o-P
curves. However, given the definition of NFI, this variation does not affect the NF
comparison among the different systems.
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Figure 8. Buffer capacities variation effect on the NF for the single-loop test case: NFI (a) and examples of

T-o-P curves (b).

3.2.3. Mean Time To Repair

In this analysis, all the machines have the same efficiency value, equal to 0.90. MTTR
is varied from 30 to 3120 seconds, while MTTF is computed according to Equation
(2): increasing MTTR leads to increasing MTTF, i.e. decreasing failure-frequency. In
order to generalize the results, it is possible to compare the selected MTTR values with
the machine processing time (PT), equal to 60 seconds. In this case, the MTTR/PT
ratio varies from about 0.5 to 50. Machine processing times and buffer capacities
remain unchanged. In Figure 9-(a) the corresponding values of NFI are displayed:
NFI initially decreases and reaches its minimum value, then it grows again for large
values of MTTR. This behavior is confirmed by the three examples of resulting T-o-P
curves shown in Figure 9-(b): curves with high and low MTTR show higher NF than
the curve with intermediate MTTR.

Figure 9. Machines MTTR variation effect on the NF for the single-loop test case: NFI (a) and examples

of T-o-P curves(b). The MTTR variation is always shown using the MTTR/PT (processing time) ratio.

3.2.4. Discussion

The experimental results for the single-loop test case lead to three main results that
can be used as a reference point for the subsequent MCMS analysis.

The first conclusion is that when machines’ efficiency increases, also NFI increases.
With low efficiency, indeed, machines have more failures during production time. When
a machine fails, if the population is low, starvation propagates easily to other machines
in the system. On the other hand, when a machine fails, if the population is high, the
blocking propagates easily to other machines in the system. Thus, with low values of
efficiency, the system is characterized by high starvation/blocking propagation: the
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T-o-P curve shows low NF and this leads to a low NFI. With high efficiency, instead,
machines are less prone to fail. For this reason, it is difficult for blocking and starvation
to propagate: the T-o-P curve shows high NF, and NFI is high too.

The second result is related to the capacity of the buffers: when this increases,
NFI initially increases rapidly and then slowly, even though the capacity continues
to enhance. When a machine fails, its downstream machine can continue processing
parts that are accumulated in the buffer downstream of the failed device. Thus, with
high buffer capacity, the downstream machine can process a high number of parts
accumulated in this buffer and its starvation probability is reduced. On the other hand,
while the failed machine is under repair, its upstream machine continues processing
and releasing parts to the in-between buffer until the latter is not full. Thus, with a
high buffer capacity, the upstream machine can release a high number of parts during
this time and its blocking probability is reduced. As conclusion, increasing the capacity
of the buffers means increasing the difficulty for blocking and starvation to propagate:
the T-o-P curve is characterized by higher NF, and NFI is higher too. When buffer
capacity reaches a certain value, it is actually almost equivalent to infinite capacity,
and continuing to increase buffer capacity will have almost no effect on the system
performances, including NF. For this reason, increasing further the capacity does not
lead to significant effects for the NF and NFI.

The last outcome is related to the MTTR: when machines MTTR increases, NFI
shows a tick pattern, i.e., first decreasing and then increasing. Very low values of
MTTR lead to short downtime of the machines. Even though the failure frequency in
this case is high, being MTTF also low, machines are failed for a “short time”: it is
difficult for blocking and starvation to propagate. Hence, the T-o-P curve shows high
NF and high NFI. On the opposite side, high values of MTTR lead to high values
of MTTF : low failure frequency. However, for high MTTR values every time a failure
occurs the loop is completely stopped. This occurs because the time to repair is really
long: the number of pallets has no influence on starvation and blocking propagation,
since it is impossible to reduce them, being the system completely blocked. Hence,
there is a high NF in the T-o-P curve and thus a high NFI. Finally, in the in-between
situations, each failure causes starvation and blocking propagation: the T-o-P curve
has increasing curvature and this leads to low NF and a low NFI.

4. Near Flatness Analysis for MCMS

Similarly to single-loop systems, in this section, the throughput-threshold relationship
is studied, analyzing how NF for MCMS is affected by: machine efficiency in isolation,
mean times to repair, and buffer capacities. Two systems are studied: a test case
of MCMS (described in section 4.1) and a real MCMS from the industrial sector
(described in section 4.2). Numerical experiments are obtained with discrete event
simulation, under the assumptions presented in section 4.3. Simulation experiments
are performed first on the test case to demonstrate the relations between NF and the
studied factors for general cases of MCMS. Then, the same analysis is executed on the
industrial case, to confirm the obtained results for the real system under investigation.
All the results are reported in section 4.4. Lastly, in Section 4.5, it is assessed how
relevant each of the three factors is in affecting system NF, and consequently, NFI;
this analysis is carried out only on the MCMS test case.
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4.1. MCMS Test Case

The MCMS test case is composed of an internal and an external loop (Figure 10).
The latter has two single machines, two buffers of finite capacity (B1 and B4), and
buffer B5 of infinite capacity. The operations in the internal loop are repeated 4 times.
This loop is made of three machines and three buffers of finite capacity (B2, B3,
and B6). All the machines have deterministic processing times as reported in Table
2. The processing times for Op.2, 3, and 4 are referred to one single repetition. Since
those operations are repeated 4 times and represent the slowest processes of the overall
system. All machines are unreliable. Time to failure and time to repair distributions are
also reported in Table 2. Finally, details about test case buffer capacities are reported
in Table 3.

Table 2. MCMS test case machine processing times, time to failure (TTF ), and time to repair (TTR)

distributions. ”Triang” stands for Triangular distribution.

Op. Processing TTF TTR
Number Time [s] [s] [s]

1 46 Triang(20,30,45) Triang(54000,67500,81000)
2 84 Weibull(1.0437; 41339.0) Weibull(1.9206; 375.5)
3 90 Weibull(1.1127; 45849.0) Weibull(1.4411; 566.2)
4 88 Weibull(1.4371; 12849.0) Weibull(1.4371; 12849.0)
5 110 Triang(120,180,300) Triang(2700,5400,27000)

Table 3. MCMS test case buffer capacities.

Buff. Number Capacity [Units] Buff. Number Capacity [Units]
B1 2 B4 5
B2 6 B5 ∞
B3 6 B6 6

Figure 10. Layout of the second test case: the MCMS.

4.2. Real Case

The real case analyzed is an MCMS with an internal and an external loop (Figure
11). This system is used to produce hairpin stators in the EV field. In the manufac-
turing system, stators are carried on pallets, and pallets are carried by a conveyor
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connecting all the workstations. The production process consists of 18 automated op-
erations and 1 manual operation (Op.17). All the automated machines are unreliable
and have deterministic processing times, while Op.17, since it is manually executed,
has a stochastic behavior. Details about processing times are reported in Table 4.
For which concerns the automated machines, all the processing times are provided by
the company owning the industrial system under study. Op.4 is performed by three
identical machines (Op.4.1, 4.2, and 4.3). Processing times reported for Op.10, 11,
and 12 are referred to one layer. Since the produced hairpin stator has 4 layers, those
operations are repeated 4 times and they represent the slowest processes of the overall
system. Op.17 is a manual operation and has a stochastic processing time fitted from
real data provided by the company (data-size equal to 20 and p-value for Kolmogorov-
Smirnov test (Massey and Frank 1951) equal to 0.59). Each machine can work on one
piece at a certain time. All the buffers have finite capacity, as reported in Table 5: also
these data are provided by the company. Further details about system parameters are
reported in Appendix A.

In Op.1, stator cores are placed on pallets (loading station) and the production
process begins. Operations from Op.2 to Op.9 regard the insertion of insulation paper
in the stator slots, the hairpin insertion (performed in parallel by three machines
during Op.4), and the hairpin enlarging, twisting, cutting, and welding, followed by a
series of checks after the welding is performed. The following three processes (Op.10,
Op.11, and Op.12) are repeated four times, because of the presence of four layers (as
explained in section 1.1). In the internal loop, each layer is inserted, crimped, and
finally welded respectively in Op.10, Op.11, and Op.12. Afterwards, operations from
Op.13 to Op.16 regard the blowing operation, removing the remaining dust on the
stator, and the resining operation, where stators are covered with insulating gel and
resin. Then, a final visual test is performed (Op.17) by an operator. Parts rejected from
the test are sent to a repairing station (Op.18). Completed stators with no defects,
instead, are unloaded from the pallets by a robot (Op.19). Finally, empty pallets are
sent again to Op.1, ready to reiterate this path.

Table 4. Real case machine processing times.

Op. Number Processing Time [s] Op. Number Processing Time [s]
1 150 11 90
2 38 12 88
3 136 13 110

4.1, 4.2, 4.3 144 14 92
5 150 15 156
6 144 16 86
7 144 17 Unif(50,90)
8 122 18 60
9 46 19 50
10 84

4.3. Simulation Models Assumptions and Experimental Framework

The simulation models are consistent with the systems described in sections 4.1
and 4.2. Depending on the considered experiment, buffer capacities and failure data
(MTTR, MTTF and efficiency) can vary. In particular, when machines “Time To
Failure” (TTF ) and/or “Time To Repair” (TTR) vary, both parameters are imposed
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Table 5. Real case buffer capacities.

Buff. Number Capacity [Units] Buff. Number Capacity [Units]
B1 25 B12 2
B2 4 B13 13
B3 7 B14 10
B4 2 B15 15
B5 2 B16 5
B6 2 B17 5
B7 10 B18 20
B8 26 B19 15
B9 5 B20 4
B10 11 B21 9
B11 2

Figure 11. Real case layout.
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following a Weibull distribution with shape factor equal to 1.5 and variable scale fac-
tor. The shape factor is selected higher than 1 so that the failure rate increases with
time as in an aging process: machines that are more likely to fail as time goes on
(Pham and Lai 2007). The selected MTTR and MTTF correspond to the expected
values of the distributions of TTR and TTF. First come first serve and blocking after
service rules are applied. All the experiments are performed with a simulation length
of 365 days (one year of production time). This length is obtained considering 8 hours
per shift, and three shifts per day. The same warm-up period is imposed for each
experiment, which is equal to 30 days of production period: this represents an overes-
timation, for computational-accuracy reasons, of the transient period identified with
the Welch method (Welch (1983)).

For all the analyzed MCMS configurations, the respective T-o-T curves are ex-
tracted. A detailed framework of the experiments performed with both the test and
real cases of MCMS is reported in Figure 12. For each factor to analyze, different levels
at which varying it are selected; each of these levels corresponds to a different system
configuration where the associated NFI must be identified. Hence, for each configu-
ration different experiments are carried out. In each experiment, a different threshold
i is chosen and the corresponding THi is computed. This is repeated for each i-value
suitable for the system under study. In this way, the T-o-T curve and the NFI related
to the system configuration under investigation are computed. It must be noticed that,
for the MCMS-related experiments, NFI is a random variable. Indeed, it derives from
experimental results obtained through computer simulation on a stochastic system.
Thus, every single experiment is replicated for a fixed number of times, equal to 10,
and NFI is extracted with a 95% confidence level on the mean value. A total of 40
configurations are tested for the test case, corresponding to 14730 experiments; while
for the real case, 32 configurations (i.e. 15920 experiments) are analyzed.

Arena 16.0 (Rockwell Automation Technologies) software is used to develop the
simulation models for the two MCMS systems. The simulation experiments are carried
out with Arena software using a laptop with 4.90GHz i7 Intel Core and 16GB RAM.
One single simulation experiment for the MCMS test case had a duration of less than
1 minute, while for the real case this period was higher: 2 to 3 minutes. The overall
computational time for the test case was about 240 hours, i.e. 10 days, while for the
real case was around 530 hours, i.e. 22 days.

Figure 12. Detailed framework of the experiments performed with the MCMS, both the test and the real

cases.
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4.4. NFI Analysis and Experimental Results

4.4.1. Efficiency

At first, the MCMS test case is studied. All the internal loop machines have the same
efficiency and the same MTTR. Machine processing times and buffer capacities remain
unchanged. The efficiency of all the internal loop machines is varied between 0.75 and
0.99. In Figure 13-(a) the NFI values are shown. The results are consistent with
the single-loop case studied with analytical methods, and this holds also for the T-o-T
curves, as visible in Figure 13-(b) with three examples: higher efficiency leads to higher
NF in the curve.

Moreover, similar analyses are repeated for the real case. To vary the efficiency
in isolation of the internal loop devices, their real failure data are removed and sub-
stituted. Thus, the three internal loop machines have an identical imposed efficiency
that varies from 0.75 to 0.99. Machine processing times and buffer capacities remain
unchanged. Results of this analysis are shown in Figure 13-(c), with three examples of
resulting T-o-T curves visible in Figure 13-(d), and they are consistent with the test
cases.

Figure 13. Machines efficiency variation effect on the NF for MCMS: NFI for the test case (a) along with

examples of T-o-T curves (b); NFI for the real case (c) along with examples of T-o-T curves (d).

4.4.2. Capacity of the buffers

The first analysis is performed on the MCMS test case, all the system parameters are
not changed except for the capacity of the internal loop buffers, which is identical for
each buffer and varied from 2 to 50. The corresponding NFI values are reported in
Figure 14-(a) and they confirm the behavior obtained analyzing the single-loop with
analytical methods: when the capacity is enhanced, NFI initially increases rapidly
and then slowly, even though the capacity continues to increase. Figure 14-(b) shows
3 examples of resulting T-o-T curves, still consistent with the single-loop test case.

For the real system, the parameters remain unchanged from the real ones, except for
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the capacity of the three internal loop buffers: it is varied from 13 to 31. Experimental
results are consistent with the test cases (Figures 14-(c) and 14-(d)).

Figure 14. Buffer capacities variation effect on the NF for MCMS: NFI for the test case (a) along with
examples of T-o-T curves (b); NFI for the real case (c) along with examples of T-o-T curves (d).

4.4.3. Mean Time To Repair

In this analysis, for the MCMS test case, all the internal loop machines have iden-
tical efficiency equal to 0.90. Machine processing times and buffer capacities remain
unchanged, while MTTR is varied from 50 to 3500 seconds. Considering the slowest
internal loop machine processing time, equal to 90 seconds for Op.3, the MTTR/PT
ratio varies from about 0.5 to about 38.5. Figures 15-(a) and 15-(b) confirm that for
MCMS the results are consistent with the single-loop case, showing the same tick
pattern.

For the real case, the real failure data of the internal loop machines are removed and
substituted. All the machines have the same efficiency, equal to 0.90. Furthermore, the
three internal loop machines have an identical imposed varying MTTR: from a mini-
mum of 100 seconds to a maximum of 2000 seconds. Considering the slowest internal
loop machine processing time, equal to 90 seconds for Op.11, the MTTR/PT ratio
varies from about 0.5 to about 22.5. Machine processing times and buffer capacities
do not vary. Results of this analysis are shown in Figures 15-(c) and 15-(d) and they
are consistent with the test cases.

4.5. Factors Relevance for NF

An Analysis of Variance (ANOVA) based on a full factorial design with three factors
at three levels (Montgomery 2017), is carried out to assess the relevance of the three
studied factors on NFI and, consequently, the system NF. The analysis is performed
on the MCMS test case; the three factors are machine efficiency in isolation, mean
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Figure 15. Machines MTTR variation effect on the NF for MCMS: NFI for the test case (a) along with

examples of T-o-T curves (b); NFI for the real case (c) along with examples of T-o-T curves (d). The MTTR

variation is always shown using the MTTR/PT (processing time) ratio.

times to repair, and buffer capacities while the corresponding levels are reported in
Table 6. It must be noted that accordingly to the results of Section 4.4.3, MTTR is
taken into account through the MTTR/PT ratio. Furthermore, the three MTTR/PT
values belong to three different zones of the tick pattern of Figure 15-(a). A total of 27
new system configurations are tested and for each of them, a NFI value is identified.

Table 6. Factors and levels for the full factorial design.

Factor Efficiency Capacity of MTTR/PT
the Buffers

Low Level 0.80 5 0.5
Medium Level 0.90 15 8.5
High Level 0.99 25 33.5

Table 7 reports the resulting p-values and F-values for the ANOVA test. The low
p-values for the single factors confirm that all of them are significant and therefore
they affect system NF and NFI. At the same time, the high p-values for all the
second-grade interactions indicate that these are not significant for the system NF.
For which concerns the single factors, the F-value of MTTR/PT is slightly higher and
this indicates that this factor appears to be slightly more relevant than the others.
Especially with really high or really low MTTR, indeed, system NF is high and it
is really difficult to change this MTTR-effect on starvation/blocking propagation by
varying system efficiency or buffer capacities. This leads to a slightly higher relevance
of this factor. Moreover, the F-value of buffer capacities is marginally higher than
the efficiency one. Indeed, especially with really high buffer capacities, there is an
increasing difficulty for blocking and starvation to propagate, i.e. system has high NF:
in these conditions, it is really complicated to change this effect by varying system
efficiency and this leads to a slightly higher relevance of this factor in respect to
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the efficiency of machines. However, all the F-values for the three single factors have
the same order of magnitude: this indicates that there is not a predominant factor
regarding their relative relevance and that it is not possible to extract a clearly defined
order of factor priority when assessing the NF of a system. For this reason, all three
factors must be taken into account when evaluating the NF of an MCMS.

Table 7. ANOVA test results.

Factor Sum of Mean F-value p-value
Squares Squares

Efficiency 0.011 0.006 52.46 0.00
Capacity 0.013 0.007 62.80 0.00

MTTR/PT 0.014 0.007 66.09 0.00
Efficiency*Capacity 0.001 0.000 2.19 0.16

Efficiency*MTTR/PT 0.001 0.000 1.75 0.23
Capacity*MTTR/PT 0.001 0.000 1.54 0.28

5. Discussion

The T-o-T curves in all the MCMS experiments show that the throughput first in-
creases and then decreases as the threshold increases, which is consistent with single-
loop closed systems (Li and Meerkov 2008; Gershwin and Werner 2007). Besides
throughput, manufacturing system operations also aim at leanness, waste reduction,
and quick response. Specifically for loop systems, on one hand, decreasing the popula-
tion can reduce the WIP. On the other hand, due to near flatness, on the plateau of the
T-o-T curves, throughput almost keeps constant, and the system time is proportional
to the population, according to Little’s Law (Little and Graves 2008). Thus, keeping
a low level of population can reduce the production lead time and achieve a quick
response. Hence, roughly speaking, in an MCMS the internal population threshold
should be chosen on the left section of the T-o-T curve for sake of leanness; in partic-
ular, according to this perspective, the optimal threshold choice is represented by the
leftmost value on the plateau of the T-o-T curve: highest (or nearly-highest) through-
put achieved along with reduced WIP and system time. The study of NF provides a
hint to pursue leanness and guarantee the highest throughput in the meantime.

The relations between the studied factors and NFI from empirical studies in section
4.4 are summarized in Table 8. These relations are consistent with the experimental
results for the single-loop case reported in section 3.2.4 along with the discussion of
the causes leading to these correspondences. The following management insights are
based on Table 8.

NFI increases linearly with efficiency and, in the efficiency-related experiments,
MTTF increases while MTTR is fixed. The change of MTTF usually occurs with
machine degradation or preventive maintenance, hence, the control parameter, i.e.,
internal loop threshold, should be re-optimized accordingly. It is possible to show an

Table 8. Summary of experiment results.

Analyzed factor Varied factor Fixed factors Factor-NFI relation
Efficiency MTTF PT, MTTR, Buffer Linearly increasing
Buffer Buffer MTTR, MTTF, PT Concavely increasing
MTTR MTTR, MTTF Efficiency, PT, Buffer Tick-phenomenon

20



example of this situation, analyzing the MCMS test case in three situations: with orig-
inal system parameters, varying only the internal loop machines MTTF, i.e. increasing
it due to preventive maintenance, and, again, varying only the internal loop machines
MTTF but in this case, decreasing it due to degradation. In Figure 16 the three T-
o-T curves representing the aforementioned cases are reported. Specifically, machine
degradation leads to the decrease of MTTF and NF; as a consequence, the throughput
becomes more sensitive to the population threshold, and the threshold may need to be
increased. In the case of preventive maintenance, MTTF and NFI are both increased,
thus there is the possibility to decrease the threshold. According to what was stated
before, in all three cases, the optimal threshold choice is represented by the leftmost
value on the plateau of the T-o-T curve.

Figure 16. Degradation and preventive maintenance effect on the T-o-T curve: examples of optimal threshold
choice in the various cases.

NFI increases with buffer space. Instead of operational factors, buffer space is usu-
ally decided in the system design phase and is difficult to change frequently. Allocating
large buffer space in the design phase, and consequently increasing NFI, will facilitate
the operation of loop systems. Another benefit of large buffer space in loops is that
given a fixed loop population, the larger the buffer space, the higher the throughput,
as in Figures 14-(b) and 14-(d). Furthermore, in loop systems, increasing buffer space
without changing the loop population will not increase work-in-process. To conclude,
on contrary to common sense that a smaller buffer is more favorable in saving space
and reducing WIP in serial lines, increasing buffer space within the space limit in loop
systems can be beneficial to system operation and throughput.

The relation between MTTR and NFI shows a tick pattern, i.e., first decreasing
and then increasing. Thus, for systems with micro failures, which are frequent but
require short repair time, usually called micro stoppages in the industrial context, and
major failures, which are rare but require long repair time, the threshold can be lower.
However, the criteria for categorizing a failure as micro stoppage, major failure, or
medium failure is not addressed. It is recommended to analyze the effect of MTTR on
NFI of each individual system.

It must be noticed that in all the analyses the parameters of the external loop are not
varied. This choice is motivated by the non-relevant effect of the external loop on the
overall system throughput since the internal loop is the slowest section of the MCMS.
Otherwise, if the slowest machines were in the external loop, the system throughput
would depend mainly on the slowest machine positioned outside the internal loop and
the analysis of the latter would not be useful to understand how to improve system
performance. Thus, additional analysis with different parameters of the external loop
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is not interesting to characterize the NF of an MCMS. Moreover, the utilized random
distributions, such as weibull, lognormal, triangular, and so on, are statistically plau-
sible to model the stochastic time distributions, i.e. MTTR, MTTF and processing
times, characterizing a manufacturing system (Trietsch and Baker 2012). In conclu-
sion, the presented results can be considered valid and suitable for general cases of
MCMS without the need for further experiments.

All the results have been extracted considering an MCMS operating in the EV field
and, therefore, they are directly applicable to any similar MCMS used in this expand-
ing field. However, internal loops and consequent MCMS layouts are also present in
other significantly wide industrial sectors, i.e. semiconductors, automotive, and assem-
bly/disassembly lines. This means that the extracted insights can also be transferred
to these sectors. The threshold choice for the internal loop is a key passage for the
design, control, and management of MCMS in any of the aforementioned fields. There-
fore, being able to assess what affects the NF of the respective T-o-T curves has a great
impact from a practitioner’s point of view in a large number of production systems
used in these industrial sectors.

6. Conclusions and Further Developments

In this work, the investigation of a phenomenon called near flatness (or NF) related
to the T-o-T curve in MCMS is performed. In particular, it is analyzed how the NF is
affected by different system parameters. First, a general quantitative indicator called
NFI able to describe the NF of the T-o-T curve is introduced. In addition, a deep
analysis to evaluate the NF dependency on system parameters is performed. Machines
efficiency in isolation, the capacity of the buffers, and machines MTTR are discovered
to be leading factors to NF.

Based on the numerical results, insights are addressed for MCMS design, control,
and management. In the case of machine degradation and preventive maintenance, the
threshold may need to be increased and decreased, respectively. Large buffer spaces,
within the space limit, are recommended to improve system throughput and facilitate
system operation. The relation of MTTR and NFI shows a tick pattern, and the
analysis of each individual system is recommended to recognize the bottom of the
tick, where NFI is small and the threshold should be set with a higher value.

This work studies the NF regarding the internal loop population threshold in MCMS
commonly seen in the EV industry and also in other industrial applications such as
the semiconductor field, assembly and disassembly lines, and the automotive sector.
In this architecture, there are two parameters related to the loop population, which
are the internal loop population threshold studied in this work and the population
circulating in the entire system. To improve the operation of such systems, the effect,
relation, and interaction of the two population-related parameters raise future research
interest.

As for the design of MCMS, the experiment has unveiled that allocating more buffers
can increase the NF and hence flexibility in system operation. However, the distribu-
tion of buffer spaces in the loop is another important factor in system performance.
The distribution of buffer spaces has combinatorial complexity, thus, the experiment
to study its effect is not trivial. Instead, it is more feasible to solve the buffer allo-
cation as an optimization problem. Since the interaction of buffer allocation and the
population is not negligible, jointly allocating buffer and pallet/threshold is proved to
be relevant in manufacturing system design, but seldom addressed in the literature.
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Experiments of this work have qualitatively shown that the MTTF and MTTR
have complicated effects of NF and optimal internal loop population threshold value.
Furthermore, the MTTR and MTTF quite depend on the state of machines and main-
tenance activity and could vary frequently. How to decide the internal loop population
threshold dynamically is another interesting research topic.
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Appendix A. Industrial System Parameters

Details about industrial system machines time to failure and time to repair distri-
butions are reported in Table A1 and Table A2, respectively. Data are taken from
the industrial system over a processing period of three months. Data are fitted with
EasyFit (Mathwave) software and p-values are reported according to the Kolmogorov-
Smirnov test. In addition, all the machines are affected by microstoppages: failures
with a duration lower than ten minutes. The TTF and TTR distributions are esti-
mated through direct interviews with the line responsible of the company. Triangular
distributions are utilized based on the interview, considering the worst case – most
frequent case – best case experienced by the operators (Table A3).
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Table A1. Industrial system machines time to failure (TTF ) distributions. P-values are computed according
to the Kolmogorov-Smirnov test.

Op. Number TTF [s] P-Value Nr. Data
1 Lognormal(10.389; 1.1137) 0.786 19
3 Weibull(3.0934; 15000) 0.998 30

4.1, 4.2, 4.3 Normal(21825; 9977.8) 0.409 34
6 Gamma(0.68939; 71621) 0.475 18
8 Weibul(9.3335; 1.0169) 0.135 37
10 Weibull(1.0437; 41339.0) 0.386 13
11 Weibull(1.1127; 45849.0) 0.566 16
12 Weibull(1.4371; 12849.0) 0.786 18
15 Lognormal(8.6138, 0.71277) 0.159 35
18 Weibull(1.9237; 43047) 0.720 8

Table A2. Industrial system machines time to repair (TTR) distributions. P-values are computed according

to the Kolmogorov-Smirnov test.

Op. Number TTR [s] P-Value Nr. Data
1 Lognormal(7.2942; 0.5958) 0.47 19
3 Weibull(2.1811; 590.31) 0.667 30

4.1, 4.2, 4.3 Erlang(6; 168.73) 0.484 34
6 Lognormal(6.8368; 0.7548) 0.605 18
8 Gamma(1.3401; 711.86) 0.145 37
10 Weibull(1.9206; 375.5) 0.932 13
11 Weibull(1.4411; 566.2) 0.884 16
12 Weibull(1.1237; 734.86) 0.717 18
15 Lognormal(6.6131; 0.741) 0.137 35
18 Lognormal(7.7656; 1.2947) 0.897 8

Table A3. Industrial system machines micro stoppages.

Op. Number TTR [s] TTF [s]
3 Triang(480,600,720) Triang(12000,13500,16000)

4.1, 4.2, 4.3 Triang(30,60,120) Triang(2700,5400,27000)
5 Triang(180,240,300) Triang(1800,12600,27000)
6 Triang(120,180,240) Triang(7500,9000,10500)
8 Triang(100,120,150) Triang(3000,3600,4200)
13 Triang(120,180,300) Triang(2700,5400,27000)

Others (All) Triang(20,30,45) Triang(54000,67500,81000)
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