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Abstract—Single-photon avalanche diodes (SPADs) have
emerged as crucial devices across a multitude of appli-
cations, ranging from fluorescence lifetime imaging (FLIM)
to quantum technologies and light detection and ranging
(LiDAR) systems. The increasing demand for fastening the
acquisition rate of these applications has spurred significant
interest in minimizing the SPAD dead time (DT) to a few
nanoseconds. However, attempts to minimize its duration
often exacerbate the after-pulsing (AP) phenomenon, posing
a significant challenge in optimizing system performance.
In this article, we propose a novel strategy to address this
trade-off. We introduce a method that exploits passive or
active quenching at the cathode terminal of SPADs, com-
bined with an active quenching circuit (AQC) at the anode
node. This combined approach aims at mitigating AP effects
while simultaneously minimizing DT. We developed a com-
prehensive model and validation methodology to rigorously
evaluate the effectiveness of this strategy. Finally, we demon-
strate that how it is possible to achieve a strong reduction in
AP compared with standard approaches.

Index Terms— Active quenching circuit (AQC), after-pulsing (AP), Cadence Spectre, circuit model, dead time (DT),
single-photon avalanche diode (SPAD).

I. INTRODUCTION

THE remarkable features of single-photon avalanche
diodes (SPADs) are today profitably exploited in a multi-

tude of single-photon applications. For example, their usage is
widely adopted in high-resolution fluorescence lifetime imag-
ing (FLIM) and fluorescence spectroscopy (FS) [1], [2], [3],
[4], [5], single-photon-based quantum applications [6], [7], [8],
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[9], [10], and time-of-flight (ToF) measurements in light detec-
tion and ranging (LiDAR) systems [11], [12], [13], [14], [15].

For single-photon detection, the SPAD is reverse biased
above its breakdown voltage, operating in what is called the
“Geiger mode,” by a certain quantity defined as overvoltage.
In such conditions, a macroscopic avalanche current occurs
if a photon is absorbed in the active region of the junction.
To stop the macroscopic avalanche current, the SPAD must be
brought (quenching) and kept (hold-off ) below its breakdown
voltage and, afterward, reset to its initial bias condition (reset).
The overall time needed to perform a photon-detection cycle
is defined as dead time (DT), and it is the sum of quenching,
hold-off, and reset times. A dedicated front-end circuit is
used to control and execute different phases of a photon-
detection cycle. Such a circuit can be generally referred to as
a quenching circuit (QC), and it can be made using a passive,
active, or mixed active–passive topology [16]. Nowadays, most
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QCs use a mixed passive–active topology [active QC (AQC)],
because it combines the immediate passive-quenching after
avalanche ignition as well as a reliable and adjustable hold-off
time of active-quenching. An AQC can be placed either at the
anode or cathode terminal of a SPAD. Throughout this work,
we will refer to these configurations as single-terminal (1T)
topologies, which will be used as a point of comparison for
our proposed architecture.

In recent years, the demanding requirements made by the
most advanced applications led to a great interest in DT
minimization, shortening it down to the range of a few
nanoseconds [17], [18], [19], [20]. It is fundamental to under-
line how the DT cannot be shrunk indefinitely due to the
limit imposed by the after-pulsing (AP) phenomenon. During
an avalanche event, a fraction of the charge carriers flowing
through the device can be trapped in energy states in the
bandgap. If the SPAD is biased above breakdown before
the traps have fully emptied, a detrapped carrier can initiate
another avalanche, called an after-pulse [21]. This avalanche
will be strictly correlated with the previously observed photon
that triggered the AQC in the first place. On the contrary,
in the hold-off phase, the released trapped carriers in the
SPAD space-charge region will not generate secondary pulses
because the biasing voltage is below the breakdown potential.
Therefore, a long hold-off time is necessary to lower the AP,
but it leads to a longer DT and thus to a reduced count rate
of the overall structure.

Another possibility to lower the AP without resorting to
a long hold-off time consists of limiting the total amount
of current flowing through the device during the avalanche.
So far, the great majority of efforts made to reduce the charge
flowing after photon detection have focused on improving
the AQC design to speed up the quenching phase. How-
ever, such an approach faces the limit posed by the SPAD
parasitic elements at the quenching node and the chosen
overvoltage [21]. Overcoming this limitation can be extremely
challenging especially if devices with near-infrared capabilities
and large overvoltage are considered [22], [23].

A possible solution to break the AP and DT trade-off has
been presented in [24] with promising results. In principle,
the solution consists of quenching both SPAD terminals to
significantly reduce the charge flowing during the avalanche.
However, that pioneering study focused only on a fully passive
and differential model having all equal parasitic contributions.
This is an unlikely situation if we consider the intrinsic
dissimilarity between anode and cathode parasitisms, and the
total absence of active elements in the model that are instead
present in all AQCs.

In this article, we present and justify with an in-depth
analysis all advantages and drawbacks related to the usage of
an anode AQC, combined with a quenching resistance (RK Q )
at the cathode terminal (Fig. 1). We describe a comprehensive
model and a mathematical approach to obtain the time-domain
closed-form expressions of both anode and cathode nodes for
a complete photon detection cycle. The presented model is
then validated by means of Cadence Spectre1 simulator and

1Registered Trademark.

Fig. 1. 2T architecture with an AQC at the anode node combined with
a quenching resistance (RKQ ) at the cathode node.

experimental characterization, demonstrating how it is suitable
for comparing 1T and double-terminal (2T) architectures.
Finally, we highlight the primary limitation of adopting the
2T architecture and demonstrate the effectiveness of a potential
solution to address it.

This article is organized as follows. Section II presents and
demonstrates the model. In Section III, the model is validated
in different scenarios. Section IV explains the working prin-
ciple of the aforementioned solution and conclusion are then
drawn in Section V.

II. PHOTON-DETECTION CYCLE MODELING

A complete model is crucial to comprehend why resistance
diminishes AP, how to dimension it effectively, the trade-
offs involved, and the circumstances under which this solution
proves advantageous. Our model accurately reproduces voltage
trends at nodes, facilitating a straightforward evaluation of how
key parameters like charge flowing into the SPAD and quench
time depend on the electrical variables at play. To extract
these results, first, a complete photon-detection cycle must
be analyzed. This can be described by focusing on the 2T
AQC architecture depicted in Fig. 1. Similar considerations
can also be done for 1T architectures. In the figure, it is
possible to identify passive elements deriving from parasitisms
(Ck and Ca), passive quench (PQ) resistances (RK Q and Ra),
transistors for active quenching and reset, and AQC logic
managing different phases. The two passive elements shown
in the figure are a strong simplification to take into account
all parasitic contributions. These will be better addressed at
the end of this section.

As previously mentioned, to work in “Geiger mode,” the
SPAD is biased above breakdown voltage (Vbd) by a cer-
tain quantity defined as over-voltage (Vov). At first, during
the PQ phase, the current generated after photon detection
flows through the anode and cathode impedance while both
transistors are disabled. This results in a rising voltage at
the anode node and a falling voltage at the cathode node.
In 2T architectures, the passive quenching phase reduces the
SPAD voltage difference acting at both terminals. Next, the
anode rising voltage triggers the active quench (AQ) phase,
and the corresponding quenching pMOS is activated forcing
an abrupt transition of the SPAD below the breakdown of a
certain quantity. This sub-breakdown voltage can be evaluated
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Fig. 2. 2T AQC equivalent circuit explanation. All major parasitisms are considered: onboard parasitisms (Cab and Ckb), input logic equivalent
impedance (Cin and Rin), quench and reset MOS introduced capacitances, and all parasitic effects toward the substrate for the SPAD. Every switch
is closed only during the associated phase.

as the Vho voltage. Due to capacitive coupling along the ter-
minals, the cathode voltage rises following the anode voltage.
The active quenching suppresses the photon-generated current
flowing inside the device, fully quenching it. The AQC logic
keeps the SPAD below breakdown for the total amount of the
hold-off time (HO phase). Finally, the quenching pMOS is
turned-off and the Reset nMOS is activated, forcing the anode
back to the initial-bias ground potential (RS phase). In this
phase, the cathode terminal is initially pulled down due to
capacitive coupling and then passively restored by the RK Q

resistance to its bias potential.
As a first step in modeling a complete photon-detection

cycle, all parasitic contributions must be considered. In Fig. 2,
the model used is depicted, elucidating the cause of parasitic
contributions for each element. To represent the circuital
behavior of the SPAD, we employed a well-established elec-
trical model found in the literature [25], [26]. For the sake
of completeness, all parasitic effects toward the substrate
are taken into account. Onboard parasitisms are consid-
ered through Ckb and Cab. The AQC input logic equivalent
impedance is represented by the elements Cin and Rin. Models
for the quenching pMOS and the reset nMOS are pro-
vided. The notable difference between these two elements
lies in the possibility of considering them to operate either
solely in the linear region (pMOS) or in both the saturation
and linear regions (nMOS) when activated. This distinction
will be clarified later in the discussion in Section II-D.
Finally, all switches are closed only during the associated
phase.

To simplify the time-domain discussion based on the open-
ing and closing phases of switches, our model strategically
uses step-like functions, allowing for the study of the circuit
in the Laplace domain. The time-domain expressions for the
signals of interest, i.e., anode and cathode voltage waveforms,
are then obtained by applying the Laplace antitransform opera-
tor. The key element to ensure the effectiveness of the model is
to recreate the boundary conditions for two subsequent phases.
In this way, the amplitude of the input step-like generators is
modified according to the phase.

To this aim, in any phase, the transfer function features two
poles and one zero for both cathode and anode, represented

as follows:

TF(s) = K ·
cs + 1

as2 + bs + 1
= P ·

(sτz + 1)

(sτl + 1)(sτh + 1)
(1)

where a, b, and c are the coefficients of the singulari-
ties, P and K are the proportionality coefficients, where
P = (K/a), τl and τh are the time constants of the
high-frequency and low-frequency poles, respectively, once the
expression has been solved, and τz is the zero time constant.
The antitransform expression for a step-like input stimulus is
given by

v(t) = L−1
{

V0

s
· TF(s)

}
= V0 · P ·

(
1 − Ae−

t
τh − Be−

t
τl

)
(2)

where (V0/s) is the amplitude of the step-like input signal,
and A and B are the two exponential coefficients. These coeffi-
cients are directly dependent on the values of the singularities,
and it can be easily demonstrated that they can be expressed
as follows:

A =
τl − τz

τl − τh
B =

τz − τh

τl − τh
(3)

and it is always true how A + B = 1. Once the strategy to
evaluate a complete photon-detection cycle has been clarified,
the phases that compose it can be studied individually.

A. PQ Phase
The equivalent circuit responsible for this phase is illustrated

in Fig. 3(a). Starting from all the electrical elements presented
in Fig. 2, several parasitisms persist throughout every phase
and can be simplified as follows:

Rk = RK Q ∥ Rks ≃ RK Q (4)
Ck = Cks + Ckb (5)
Ca = Cas + Cab + Cin + CnMOS + C pMOS . (6)

Here, Rk represents the total cathode resistance, and Ck and Ca

denote the overall parasitic capacitances at the cathode and
anode nodes, respectively. In our study, RK Q will never reach
a value comparable with the cathode-substrate resistance (Rks)
of the SPAD, simplifying the expression in (4). Indeed, the
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Fig. 3. Complete AQC cycle description in the proposed switching-
topology Laplace domain model. (a) In PQ, the photon-detection is
represented by the depicted voltage source. (b) AQ phase enabling the
quench transistor working in the linear region. (c) Hold-off phase after
the SPAD has been fully quenched. (d) Reset phase enabling reset
transistor working both in saturation and linear regions.

maximum value considered for RK Q will be around 10 k�,
while the cathode-substrate resistance Rks is estimated to start
from at least 100 k�. The value of Ra varies depending on the

phase under consideration and it must be studied separately.
During passive quenching, it is

Ra = Rin ∥ Ras . (7)

The coefficients of the common denominator in the transfer
function can be computed with the time-constant method [27]
as follows:

a =
Rk Ra Rsp

Rk + Rsp + Ra
· (CaCk + CaCsp + CkCsp) (8)

b = Ca Ra ∥ (Rsp + Rk) + Ck Rk ∥ (Rsp + Ra)

+ Csp Rsp ∥ (Ra + Rk) (9)

while the proportionality coefficients and the zero time con-
stant τz change according to the selected output. The complete
voltage expressions of the anode and cathode in the Laplace
domain as a function of the input step-like voltage source
VP Q (s) can be written as follows:

Vk(s)|P Q =
Vov + Vbd

s
− VP Q (s) ·

Rk

Rk + Rsp + Ra

·
1 + sCa Ra

as2 + bs + 1
(10)

Va(s)|P Q = VP Q (s) ·
Ra

Rk + Rsp + Ra
·

1 + sCk Rk

as2 + bs + 1
. (11)

It is worth noticing how any term expressed as (V/s) will set
the bias starting point, while (V/s) · e−s·δ term is going to be
the input step generator, delayed by a time δ.

Before the photon arrival, the voltage source VP Q starts
from Vov + Vbd, resulting into no current through Rsp, and
the anode and cathode voltages equal to Vk = Vov + Vbd and
Va = 0 V, respectively. When a photon is detected, there is
an instantaneous voltage drop of VP Q to Vbd that generates the
current flowing into the SPAD. Hence, the Laplace-domain
expression of the step voltage generator is as follows:

VP Q (s) =
Vov + Vbd

s
−

Vov

s
· e−s·tph (12)

where tph is the generic time instant of a photon striking the
SPAD. Following the same procedure explained in (2) and (3),
it is possible to derive the time-domain behavior of the anode
and cathode nodes in this phase.

The passive phase lasts until the active one is triggered when
a certain threshold Vth is crossed by the anode node voltage.
After a logical delay Dq , the active quenching starts, ending
the passive one at the time instant tAQ . In 2T architectures,
there is a higher delay in triggering the next phase compared
with regular 1T architectures. This is caused by a reduction in
amplitude at the anode node in 2T approaches due to capacitive
partition. This delay can reach the maximum value of

1T |P Q ≃
Vth

Vov
· Rsp ·

CaCsp

Ck
(13)

above a certain value of the Rk resistor considered. This result
will be clarified later in the discussion in Section III.

During PQ, the majority of the current flows through the
photodetector. The SPAD current waveform is controlled by a
decreasing exponential expression as follows:

isp(t)
∣∣

P Q
≃

Vov

Rsp
· e

−
t−tph

τh |P Q · h
(
t − tph

)
(14)
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where h(t − tph) represents the Heaviside step function,
and τh |P Q denotes the fast time constant (τh) as described
in (1). This expression is applicable to both 1T and 2T
architectures, and the effect of the slow pole is negligible if
the threshold voltage Vth is sufficiently small, and the input
logic delay Dq is short enough. In this article and selecting a
value of Ra ≫ Rsp and Rk to minimize the passive quenching
duration, τh |P Q can be expressed according to the case as
follows:

τh |P Q ≃

{
Rsp · (Csp + Ca), 1T arch
Rsp · (Csp + Ca ∥ Ck), 2T arch.

(15)

Once the parasitisms are set, the current time-constant τh |P Q

ranges from the maximum value for 1T approaches down to
the minimum possible value obtainable in 2T architectures
with a value of Rk greater than 5 · Rsp resistor. As a conse-
quence, the charge (therefore the AP) present during passive
quenching in a 2T approach is always lower than the one
flowing in a 1T architecture. This model also confirms the AP
reduction reported in [24].

B. AQ Phase
When the AQC is triggered, the active quenching phase

starts. All resistances at the anode node are entirely masked
by the linear-region equivalent resistance Rq of the quenching
pMOS. Moreover, in several AQCs present in the litera-
ture [17], [18], the input logic resistance Rin is increased
during quench to accelerate the passive phase, becoming even
more negligible when compared to Rq . The behavior of the
pMOS can be represented as operating solely in the linear
region as the drain–source voltage starts from a point close to
pinch-off due to the rise in the anode voltage during passive
quenching.

In Fig. 3(b), the active quenching model is represented. The
model is almost equal to the one represented in Fig. 3(a), thus
the transfer-function denominator coefficients are exactly the
same as the ones reported in (8) and (9). The sole difference
is accounted by considering

Ra ≃ Rq . (16)

If we explicit the zero time-constant, the Laplace domain
expressions of anode and cathode nodes in this phase are

Vk(s)|AQ =
vk |P Q

(
tAQ

)
s

+ VAQ (s) · Pk |AQ

·
1 + sCsp Rsp

as2 + bs + 1
(17)

Va(s)|AQ =
va|P Q

(
tAQ

)
s

+ VAQ (s) · Pa|AQ

·
1 + s(Csp + Ck)(Rsp ∥ Rk)

as2 + bs + 1
(18)

where VAQ (s) is the input voltage source depicted in Fig. 3(b),
vx |P Q (tAQ ) is the starting point value sampled as the last time
instant of the previous phase (tAQ ), and Px |AQ is the propor-
tionality coefficient. The input signal VAQ (s) can be computed
as a quenching step signal, with the following expression:

VAQ (s) =
Vov + Vho − va|P Q

(
tAQ

)
s

· e−s·tAQ (19)

in this case, the amplitude of the input signal has been
modified to take into account also the previous PQ contribution
up to this phase. This translates into diminishing the amplitude
of Vov + Vho by a va|P Q (tAQ ) quantity. Adopting such an
approach preserves the boundary conditions despite the change
of topology while passing from one phase to the next one.

A fundamental consideration must be made from now on.
While using a single step-like input generator, it can be
easily demonstrated how the transfer function will lead to an
erroneous steady-state value of the anode and cathode nodes.
This is due to the fact that the constant voltage sources are
not taken into account as contributions in this phase. However,
these are restoring the capacitances, charged in the previous
phase, back to their initial bias point. To solve this conundrum,
it is possible to exploit a generalization of the final-value
theorem [28], thus calculating both proportionality coefficients
to match the expected steady-state value in this phase. Being
the expected steady-state values the following:

Vk |
∞

AQ
=

Vov ·
(
Rq + Rsp

)
+ Vho · (Rk)

Rq + Rsp + Rk
+ Vbd (20)

Va|
∞

AQ
=

Vov ·
(
Rq

)
+ Vho ·

(
Rsp + Rk

)
Rq + Rsp + Rk

(21)

the proportionality coefficients can be derived

Pk |AQ =
Vk |

∞

AQ
− vk |P Q

(
tAQ

)
Vov + Vho − va|P Q

(
tAQ

) (22)

Pa|AQ =
Va|

∞

AQ
− va|P Q

(
tAQ

)
Vov + Vho − va|P Q

(
tAQ

) . (23)

The signals can now be antitransformed to obtain the time-
domain expressions. The current flowing through the SPAD
inner resistance Rsp is obtained from the anode and cathode
expressions. This is needed because the condition which starts
the hold-off phase at the time instant tHO is triggered by the
SPAD current falling below a certain current threshold Ith.
This value changes according to the considered photode-
tector; in our example, we can set it to the most typical
value of 100 µA.

During the active quenching phase, the cathode voltage
moves in the same direction as the anode quenched terminal.
Compared with a 1T architecture, this could be seen as a
disadvantage because it delays the time instant when the
photocurrent goes under threshold. However, if a large enough
value of Rk is considered (≥5 · Rsp), it is possible to obtain
a closed-form first-order approximation of the time instant
at which the next phase starts. Both anode and cathode are
dominated by the high-frequency pole contribution and their
time-domain expressions become

vk |AQ (t) ≃ vk |P Q

(
tAQ

)
+

Ak |AQ Pk |AQ

τh |AQ

· t (24)

va|AQ (t) ≃ va|P Q

(
tAQ

)
+

Aa|AQ Pa|AQ

τh |AQ

· t (25)

where Ax |AQ is the high-frequency proportionality coefficient
reported in (3). This leads to the following equation for the
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time instant when the current goes under the threshold:

1T |AQ =
Rsp Ith − 1V |P Q − Vbd

Ak |AQ Pk |AQ − Aa|AQ Pa|AQ

· τh |AQ (26)

where 1V |P Q is the voltage difference between the anode
and cathode starting point during active quenching phase.
If this value is compared with the 1T architecture approach,
it leads to a time increment only for a small interval of
Rk values (≃Rsp). Also, this consideration will be better
appreciated in Section III-A.

C. Hold-Off Phase
During the hold-off phase, the switch inside the SPAD

model shown in Fig. 2 is opened. Anode and cathode terminals
are connected only through Csp capacitance, while they are
reaching the bias point fixed by the two input voltage source
generators depicted in Fig. 3(c). Due to the change of topology
in the circuit, both numerator and denominator coefficients of
all transfer functions have to be re-evaluated. In this phase,
denominator coefficients can be expressed as follows:

a = Ra Rk · (CaCk + CaCsp + CkCsp) (27)

b = Ra ·
(
Ca + Csp

)
+ Rk ·

(
Ck + Csp

)
(28)

where Ra is preserving the same value reported in (16). The
expressions of anode and cathode nodes in this phase are a
one-output–two-input type as the following one:[

Vk(s)|HO

Va(s)|HO

]
=

[
1 + s Ra(Ca + Csp) sCsp Rk

sCsp Ra 1 + s Rk(Ck + Csp)

]
×

[
VHO1(s)
VHO2(s)

]
·

1
D(s)

+

[
va|AQ

(
tHO

)
va|AQ

(
tHO

)] (29)

where VHOX (s) is the input voltage source signals, vx |AQ (tHO)

is the bias starting point computed from the previous phase,
and D(s) is the expression of a two-pole denominator
reported in (1).

The amplitude of the input signals is modified again to
consider the starting bias point from the previous phase. The
expression of the input signal generators are

VHO1(s) =
Vbd + Vov − vk |AQ

(
tHO

)
s

· e−s·tHO (30)

VHO2(s) =
Vov + Vho − va|AQ

(
tHO

)
s

· e−s·tHO (31)

while the cathode voltage is reaching its bias point back to
the original condition, the anode is continuing moving toward
the Vov + Vho potential. No changes to the proportionality
coefficients are needed here because the steady-state value
computed in the Laplace domain coincides with the expected
value for both anode and cathode. This is due to the fact that
all voltage sources are considered.

As mentioned in the introduction, one of the greatest
advantages of active AQCs is to control the duration of the
hold-off phase. For this reason, the time instant when this
phase ends (tRS ) is externally controlled to have an overall DHO

duration. For this reason, there is no relevant time analysis to
be done in this phase. However, it is worth noting how the
model is robust and perfectly works even in the scenario when
a DHO duration too short is selected, thus either the anode or
cathode node do not reach the steady-state value.

D. Reset Phase
This last phase begins with the activation of the Reset nMOS

and the deactivation of the quenching pMOS to restore ground
potential at the anode node. The MOS is operating both in
linear and saturation regions due to a wide voltage range across
its terminals. This enhances the modeling accuracy to better
represent the Reset phase, and a similar consideration may
be done also in the active quenching phase, if a large Vho
subbreakdown voltage is considered. In Fig. 3(d), all relevant
input stimuli generators are depicted.

At first, the constant current generator is the only one active.
It is possible to ignore all other generators being completely
irrelevant compared to this dominant contribution. The transfer
function from the input current generator to anode and cathode
terminals differs with respect to the one reported in (1).
However, the expressions for the SPAD terminals signals in
the first part of the reset phase can be derived as follows:

Vk(s)|RS =
vk |HO

(
tRS

)
s

− IRS(s) ·
Csp

Ca + Csp

·
1

1 + s
(
Ck + Csp ∥ Ca

)
Rk

(32)

Va(s)|RS =
va|HO

(
tRS

)
s

−
IRS(s)

s
·

1
Ca + Csp

·
1 + sCk Rk

1 + s
(
Ck + Csp ∥ Ca

)
Rk

(33)

where IRS(s) is the input current generator and vx |HO(tRS) is
the terminal bias starting point. The single pole of the transfer
function is τ |RS = (Ck + Csp ∥ Ca)Rk . The Laplace-domain
expression of the step current generator is

IRS(s) =
InSAT

s
· e−s·tRS (34)

where InSAT is the saturation current of the Reset transistor,
and tRS is the time instant triggered by the end of the previous
phase. When the nMOS works in saturation, this first part
of the Reset phase can be seen as just a current generator
discharging a capacitance. The time-domain expression of
anode and cathode terminal can be derived by applying the
L−1

{·} operator to the expression in (32) and (33). These
become

vk |RS(t) = vk |HO

(
tRS

)
+ InSAT ·

Csp

Ca + Csp

· Rk · e
−

t−tHO
τ |RS (35)

va|RS(t) = va|HO

(
tRS

)
− InSAT ·

1
Ca + Csp

·

[
t − Rk ·

(
Csp ∥ Ca

)
·

(
1 − e

−
t−tHO
τ |RS

)]
. (36)

The anode voltage waveform is given by the difference of
two independent contributions: the linear discharge of the
anode equivalent capacitance by the saturation current and a
minimal charging effect given by the Rk resistance on this
node. According to the selected value of Rk (i.e., RK Q ), these
two effects change their weight in the previous expression.
The greatest drawback in adopting a 2T architecture is due to
the discharge of the cathode terminal occurring during the first
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Fig. 4. Model validation though Cadence Spectre1 simulation on a
sweep of Rk resistor values. Cathode and anode voltages are shown for
the whole duration of a photon-detection cycle. Photodetector current is
shown only during quench.

part of the Reset. This effect is minimized reducing the size
of Rk , which is in contrast with the desire of having a large
value of Rk for AP reduction.

The second part of the Reset phase is governed by the
same expression reported in (29). The sole difference relies
on updating the Ra value to

Ra ≃ Rr (37)

where Rr is the equivalent of resistance of the reset transistor,
and adjusting the input signal generators as follows:

VRS1(s) =
Vbd + Vov − vk |RS

(
tRS

)
s

· e−s·tPO (38)

VRS2(s) = −
va|PO

s
· e−s·tPO (39)

where vk |RS

(
tRS

)
is the voltage sampled at the end of the

saturation part in Reset phase, va|PO is the pinch-off voltage
of the reset transistor, and tPO is the time instant when the
transistor enters in the linear region. The charge of the cathode

Fig. 5. Relevant parameters versus a sweep for Rk values. (a) Total
charge integrated during avalanche is severely reduced if the Rk value
increases, but a long recovery time after reset is needed. (b) Whole
duration for PQ is worsened by the increasing of the Rk resistor, while
the AQ duration benefits from it.

terminal back to its bias point is governed by a slow time
constant equal to

τl |RS = Ca Ra + Ck Rk + Csp · (Ra + Rk). (40)

Two approaches widely adopted exist to terminate this
phase. The Reset MOS can be deactivated when the anode
node goes under a certain threshold or after a controlled time.
Our model is validated both in simulation and measurement
characterization using an AQC that uses the latter approach.
After a DRS duration starting from tRS , the reset MOS is
deactivated.

It may happen that a photon strikes into the SPAD during
the reset phase, causing a new avalanche which will trigger a
new photon-detection cycle. However, in this case, a photo-
generated current flows into the SPAD while the Rk resistor is
attached to the cathode terminal, resulting in a lower potential
at the cathode node. Our model is suitable to represent also
this scenario exploiting the same routine described so far.
Referring to Fig. 3(a), the sole difference for a during-reset
photon detection will be to consider a smaller overvoltage at
the beginning of the next passive quenching phase, due to the
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Fig. 6. Setup used for model validation and characterization. The die
micrograph of both anode AQC and SPAD are depicted.

cathode voltage value starting from

Vk = (Vov + Vbd) − Vov ·
Rk

Rk + Rsp
. (41)

III. MODEL VALIDATION

After elucidating the analysis of an entire photon-detection
cycle, a 2T topology is implemented to validate the model
calculations. The schematic of a 2T approach follows the
structure in Fig. 1. This one is constituted by an anode AQC
combined with a quenching resistor (RK Q ) at the cathode
terminal. An AQC similar to the one presented in [17] is
exploited. The AQC was designed in an HV 150-nm tech-
nology. The SPAD used for model validation shares the same
characteristics to the one reported in [29]. The photodetector
has a diameter of 100 µm, a breakdown voltage Vbd = 34.8 V,
and an Rsp inner resistance of 1 k�. The SPAD was fabricated
in a custom technology process. The capacitance contribution
deriving from all circuital elements is estimated to be

Ck ≃ 1 pF Csp ≃ 2 pF Ca ≃ 8 pF. (42)

The smaller parasitisms present at the cathode node are
the principal reason for AP reduction. Besides the SPAD
differential capacitance Csp, all other parasitic contributions
derives from several factors as reported in (5) and (6). The
cathode-substrate and anode-substrate parasitic values were
obtained from device characterization, the AQC parasitism
were estimated from postlayout simulation with Cadence
Spectre,1 and the onboard parasitism with Saturn PCB
Toolkit.1 The greatest parasitic contribution at the anode node
is due to the anode-substrate capacitance.

A. Schematic Simulation
Fig. 4 shows the comparison between the simulated and

modeled time-domain waveforms for anode and cathode termi-
nals, and the inner SPAD current waveform during avalanche.
The simulated waveforms were obtained via Cadence Spectre1

simulation on schematic. The simulation were done consider-
ing a Vov = 10 V and a Vho = 1 V. For sake of simplicity,
Vbd used during simulation has been rounded to Vbd = 30 V,
being completely irrelevant for model validation. A logarith-
mic sweep has been done on the value of the RK Q resistor.

Regardless the value of the RK Q resistor used, the pro-
posed model perfectly follows the transistor-level simulation.
The model is thus suitable for comparing the 1T and 2T

Fig. 7. ADQ circuit schematic and working principle. The whole circuit is
designed with a 5-V ECL, at the same potential as the cathode terminal.
Vth1 and Vth2 thresholds are used for upshifting and fixing the pulsewidth
of the controlling signal of Q3.

architectures to evaluate the differences. In 2T architectures,
on one hand cathode node initially contributes to the PQ of
the SPAD, strongly limiting the current flowing through it.
On the other hand, the anode node starts the AQ phase delayed
according to the presence of a larger value of RK Q resistor.
A hold-off of 6 ns was selected in this simulation per every
value of RK Q . During the Reset phase, the capacitive coupling
causes a significant undershoot of the cathode terminal, with
an amplitude that increases as the value of RK Q increments as
predicted in (35).

In Fig. 5(a), the effect of 2T approach can be evalu-
ated compared with 1T architectures. With a 1T architecture
(i.e., RK Q = 0 �), the overall charge flowing during the whole
quenching phase achieves its maximum value. This value
diminishes until reaching a plateau around a RK Q ≃ 5 · Rsp
value. In these conditions, the DT increases according to the
value of RK Q . By defining the DT of the structure as the time
need to restore the 99% of the starting bias voltage across the
SPAD terminals, this one suffers as the RK Q value is increased.

The equations presented in (13) and (26) can now be
explained, focusing on Fig. 5(b). The AQ phase triggered at
the anode node starts delayed if a large value of RK Q is
considered. The maximum delay along 1T and 2T architectures
that can be reached with fixed parasitisms is shown in the
figure. However, the overall duration of active quenching
benefits from a large value of RK Q , due to a lower amplitude
of the photocurrent in the SPAD at the beginning of this phase.
In the end, these two effects counterbalance, but with the
fundamental difference of the possibility to further reduce the
hold-off time, due to a severe AP reduction.

In Fig. 5(b), the active quenching duration behavior is only
due to the set of parameters considered and the parsistims
at the anode and cathode nodes. In principle, a higher value
of the SPAD current amplitude at the beginning of active
quenching is present in the case of 1T topology with respect
to the amplitude in the 2T one. The active quenching duration
reaches its minimum with a large value of the Rk resistor.
The peak in the time duration observed in the graph occurs
for a mid-range value for the Rk resistor. In this case, we lose
the advantage of a differential passive quenching for lowering
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Fig. 8. Oscilloscope measures of anode and cathode waveforms in 2T and 2T-with-ADQ circuit architectures. The RKQ resistance is equal to 4.7 kΩ
in every case. Vov = 3 V and Vho = 1 V. (a) 2T architecture with anode AQC. (b) 2T-with-ADQ architecture anode AQC.

the SPAD current amplitude at the beginning of the active
quenching phase, combined with a slight increment of the time
constant considered for active quenching the SPAD. A visible
justification of this effect is appreciable in the photocurrent
waveform reported in Fig. 4.

B. Measurements and Characterization
The model is validated also through a full characterization

on 2T and 1T architectures with the measurement setup
reported in Fig. 6. The board hosts the aforementioned anode
AQC and SPAD bond-wired to each other on a thin pad
onboard. The cathode terminal can be shorted to power supply
or attached to an RK Q resistor according to the architecture
taken under exam. The selected value for the cathode differ-
ential quenching resistor is RK Q = 4.7 k� (≃5 · Rsp), in order
to minimize the current flowing during passive quenching as
reported from the total charge behavior in Fig. 5(a).

The two architectures are compared under the same low
illumination conditions, with an average dark count rate
of 6.13 kHz. As reported in [24], the presence of a resistance
at the cathode terminal does not affect in any way the dark
count rate. The AQC output is a counting signal that is
triggered every time a photon-detection occurs. The pulsewidth
of this signal can be selected to be as long as the DHO or
the DRS time interval. This signal is then processed by a
counter/correlator unit which extracts the AP correlation factor
on a long-duration experiment. An Active Differential Quench
(ADQ) circuit has also been designed, and its inner structure
is depicted in Fig. 7. Its working principle will be discussed
in the next section.

In Fig. 8(a), it is possible to appreciate the waveforms of
ac-coupled cathode terminal, and anode terminal when a 2T
architecture is considered. Vov considered is equal to 3 V, while
the sub-breakdown voltage Vho is equal to 1 V. These values
were chosen to limit the quantum efficiency of the detector
during the characterization, thus obtaining a clearer view of the
waveform measurements. Obviously, any result can be easily
scaled up to higher Vov values.

It is evident how the predicted behavior of the simulation
and model is visible here. Naturally, the huge capacitive

weight (4.95 pF) of the probe must be taken into account
while observing these waveforms. Thus, at both terminals,
steeper transitions can be expected, due to a capacitive light-
ening of both terminals when the probe is removed.

IV. ACTIVE DIFFERENTIAL QUENCH

The long recovery time during reset represents the greatest
drawback in adopting a 2T architecture. The goal is having a
large value of RK Q during the quench, but a small value for
the whole duration of the Reset phase. A possible solution to
solve the trade-off is closing a switch in parallel to RK Q at
the time instant when the hold-off phase begins, and reopen
it when the reset ends.

In this work, we present an architecture to implement this
solution. This is called the ADQ circuit, whose schematic is
depicted in Fig. 7. An emitter-coupled logic (ECL) shares
the positive power supply terminal with the cathode bias,
and it works on a 5-V voltage domain. A counting signal,
synchronous with the tAQ time instant and coming from the
anode AQC, is up-shifted to the cathode voltage domain thanks
to an HV n-p-n bipolar transistor (Q1). The R1 resistor sets
1-mA current value used for up-shifting the counting signal.
This pulse is then regenerated by means of a high-speed
comparator with Vth1 as close as possible to the bias point to
guarantee fast pulse recognition. The output of the comparator
is monostabilized with an ECL D-flip-flop. The pulsewidth
of the Q signal coming from the flip-flop is fed to an RC
network which is close-to-linearly charging the CM capacitor.
The voltage threshold Vth2 permits to select the pulsewidth of
this signal to make it last until the end of the Reset phase.
The ECL signal Q is connected to two following Q2−3 RF
p-n-p bipolar transistors that short the RK Q resistor imposing
an overall Rk value of ≃5 � when closed. The parasitic
capacitance introduced by the ADQ circuit plays a key role in
minimizing the AP, for this reason, low-capacitance RF p-n-p
transistors are used, directly attached to the photodetector.

The effectiveness of the circuit can be observed
from Fig. 8(b). The circuit is tested in the same exact
conditions reported in the previous section and observable
in Fig. 8(a). It is evident that how the benefits of quenching
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Fig. 9. AP probability evaluation. (a) AP probability versus quenching
voltage in 1T and 2T-with-ADQ architectures. (b) AP probability versus
hold-off duration in 1T and 2T-with-ADQ architectures.

are preserved, while the long recovery time after reset does not
represent an issue anymore. As predicted, the onboard circuit
solution broke the trade-off between AP reduction and long
DT after reset. The monostabile pulsewidth has to be adjusted
to guarantee that the p-n-p transistor reopens at the same time
instant when the Reset phase is over.

In Fig. 9(a), a sweep of the AP probability versus the
quenching voltage (Vov + Vho) is reported. The sweep has
been made keeping fixed to 1 V Vho, while increasing the
overvoltage. As well known in the literature, the AP prob-
ability increases as the overvoltage increases. However, the
2T architecture with ADQ strongly limits the AP, reaching a
maximum of 0.55% AP probability with a quenching voltage
as high as 8 V. Compared with a standard 1T architecture, the
AP reduction factor is constant and equal to 3 on the whole
sweep.

In Fig. 9(b), a similar sweep of the AP is represented, this
time against the hold-off phase duration. The sweep was made
from 1 to 10 ns of hold-off duration, with an overvoltage equal
to 5 V and a Vho equal to 1 V. The AP probability reduces
as the hold-off time increases. The AP reduction factor is

constant and equal to 3 also in this case. An AP probability
as low as 0.28% can be reached in a 2T AQC with ADQ
topology, when a 0.92% AP probability was presented in the
1T architecture under the same testing conditions.

Finally, a fair comparison along all architectures shall take
into account also the power consumption per every topology.
For the sake of simplicity, this one is treated separately in
the Appendix, exploiting the presented model reliability for
calculation.

V. CONCLUSION

In this article, a comprehensive and accurate analytical
model for 2T quenching architectures for SPADs is pro-
posed, and its effectiveness is demonstrated for circuit design
purposes. This model relies on a novel switching-topology
Laplace domain analysis approach, to easily derive time-
domain signal expressions of SPAD anode, cathode and
avalanche current. The model has shown great accuracy with
respect to both simulation and experimental measurements,
demonstrating its effectiveness to compare 2T and 1T archi-
tectures. A clear view on AP reduction is then justified,
widely expanding the promising results observed in [24].
The benefits and drawbacks of 2T architectures have been
deeply addressed to offer a powerful tool for designing AQCs
that aim to exploit this approach. Finally, a working solution
to solve the AP versus DT trade-off in 2T topologies was
presented, demonstrating a reduction factor up to three times
of AP probability with resepct to common 1T architectures.
Considering the adoption of HV BCD technologies, the work
described here can be used as fundamental base to implement
full-integrated SPAD front-end structures, exploiting 2T archi-
tectures with co-integrated active differential QCs.

APPENDIX
POWER CONSUMPTION CONFRONTATION

Power dissipation can be derived from the model, and
it can be considered in the design choice between 1T and
2T architectures. Referring to the model represented in Fig. 2,
the following analysis is derived. The power dissipation of
both architectures per photon cycle can be computed as the
power drained from the Vbd + Vov and Vov + Vho supplies.
The average power consumption per photon cycle for the first
one is

Ppol =
Vov + Vbd

1Tph
·

∫ tEND

tph

v′

k(t)
Rk

dt (43)

where v′

k(t) is equal to (Vov + Vbd) − vk(t), i.e., the voltage
drop across the Rk resistor, and 1Tph is the duration of a whole
photon cycle. The phases when the power consumption is not
nil are the quenching and the reset phase, meaning that the
following can be written:

Ppol =
Vov + Vbd

1Tph
·

∫ tAQ

tph

v′

k(t)|P Q+AQ

Rk
dt (44)

+
Vov + Vbd

1Tph
·

∫ tRS

tHO

v′

k(t)|RS

Rk
dt (45)

obtaining the expressions for effective power consump-
tion only during the phases of interest. Obviously, for the



MALANGA et al.: 2T QUENCHING TOPOLOGY FOR THREEFOLD AP REDUCTION 28907

1T topology, the previous expressions do not lead to an infinite
value for the Rk −→ 0 term at the denominator. In this case,
the following expressions stand:

Ppol ≃
Vov + Vbd

1Tph
·

∫ tP Q

tph

Vov

Rsp
· e

−
t−tph

τh |P Q (46)

+
Vov + Vbd

1Tph
·

∫ tAQ

tP Q

isp(t)
∣∣

AQ
dt (47)

+
Vov + Vbd

1Tph
·

∫ tRS

tHO

InSAT ·
Csp

Ca + Csp
· e

−
t−tHO
τ |RS dt (48)

where the considerations made in (14) and (35) were exploited
to derive these equations. The term isp(t)|AQ represents the
time-domain expression of the SPAD current, derived from
the time-domain equations of anode and cathode nodes in
this phase. To obtain the actual dynamic power consumption
from the average power consumption per photon cycle, the
following must be written:

Ppol = Ppol · 1Tph · fph (49)

where fph is the average number of detected photons per
second.

The power dissipation drained from the Vov + Vho supply
can be derived with a simpler analysis. Current coming from
this supply charges a capacitive load only during the active
quenching phase and once per every photon detection cycle.
The power consumption can be expressed as follows:

Paqc ≃ (Vov + Vho)
2
· fph ·

[
Ca + Csp ∥

(
Ck ·

Rk

Rk + Rsp

)]
(50)

where the initial rising of the anode node at the beginning of
the active quenching phase is neglected.

These expressions allow a direct comparison between the
power consumption for the 1T and 2T cases, as a function
of the design parameters and parasitic elements. Considering
the set of parasitic elements in (42), the power consumption
for a 2T architecture is 13% smaller with respect to the
1T topology. Finally, when a 2T-with-ADQ is exploited the
power consumption of the ADQ circuit must be added to
the calculations.
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