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#### Abstract

Providing strong security margins against cryptanalytic attackers equipped with quantum computers is a major research direction fostered by the US National Institute of Standards and Technology (NIST) Post-quantum Cryptography Standardization process. Among the viable candidates, code-based asymmetric cryptosystems are one of the prominent approaches. In this work, we propose the first fully detailed quantum circuit to compute the solution to the Information Set Decoding problem, the main cryptanalytic tool against such cryptosystems. We evaluate the cryptanalytic effort with our circuit design on actual parameters from cryptosystems admitted to the final stage of the NIST standardization process and compare it with the previous conservative asymptotic estimates. We show that the actual computational effort of our solution is smaller than the one estimated via asymptotics by a factor of $2^{4}$. We also perform a comparison of our results with the quantum-computational effort of breaking the AES cipher, following the guidelines of the US NIST in evaluating the security of the ciphers. To do this, we translate our design on gates of the Clifford+T gate set only, one of the most promising candidate for fault-tolerant quantum computation, and report that the parameter choices for Classic McEliece and BIKE, two candidates admitted to the final round of the NIST standardization process provide an adequate security margin with respect to our ISD solution technique.
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## I. Introduction

One of the most significant impact area of quantum computing is the ability to solve computationally hard problems underlying modern cryptography, such as factoring and discrete logarithms in cyclic groups [1]. As a consequence, a considerable amount of interest has been raised in the design and security evaluation of cryptographic primitives resistant to attacks supported by a quantum computer, also known as post-quantum cryptosystems. This interest is witnessed by the US National Institute of Standards and Technology (NIST) standardization process for post-quantum cryptosystems [2], and the EU ETSI working group on quantum-safe cryptography [3]. A consolidated practice to gauge the security of cryptosystems is to quantify the amount of computation required to break them through a given cryptanalytic technique, and tune the cryptosystem parameters so that such a computation is practically unfeasible [4]-[8]. This in turn requires the design and evaluation of efficient implementations of the said cryptanalytic techniques, a research direction which has attracted significant interest [9]-[12]. In particular, quantitative evaluations of the computational effort required to break factoring-
based cryptosystems [13], [14] and discrete logarithm based cryptosystems based on prime cyclic groups [15], elliptic curve over prime fields [16], [17] and elliptic curves over binary fields [18], have proven that a quantum computer equipped with a few thousands reliable qubits will be able to break the aforementioned public-key cryptosystems (configured with most of the key-lengths currently in use) in little time.

Our purpose in this work is to provide the first detailed implementation of the so-called Information Set Decoding (ISD) technique, which is employed to cryptanalyze all the current code-based cryptosystems selected by NIST as the finalists in its standardization process. The current state of the art in the analysis of quantum ISDs sees a number of works which either provide asymptotic bounds on the complexity of ISDs (without explicit quantum circuits) [19]-[21] or perform a finite-regime analysis estimating the quantum speedup as a square root of the effort of the classic counterpart [22]. We note that the proposals in [20], [21] are relative to algorithms which require an exponential amount of qubits in the size of the input problem. In this work we focus on polynomial-space quantum ISD solvers. The quantum circuit proposed in our work allows us to provide a first concrete data point on the expected amount of qubits and quantum circuit size and depth that are required to break a code-based cryptosystem built on the binary syndrome decoding problem [23]. This falls in line also with the analyses on quantum circuits to solve their hard problems on other NIST competition finalists, i.e., the lattice sieving approach to solve the shortest vector problem [24] and the supersingular isogeny Diffie-Hellman problem [25]. Our results show that the parametrizations of code based cryptosystems provide more than adequate security margins when compared to the quantum effort of breaking AES, albeit we improve on the asymptotic estimates by $\approx 2^{4} \times$.

The paper is organized as follows: Section II provides a description code based cryptosystems and the ISD problem, a summary of Grover's algorithmic framework and background on sorting networks, which are employed as a building block in our quantum ISD approach. Section III details our quantum ISD circuit and evaluates its complexity in terms of gate count and circuit depth. Section IV reports quantitative results on the computational effort required to solve the ISD problem for Classic McEliece and BIKE, the finalist and one of the alternate cryptosystems selected by NIST in its final evaluation round, and Section V reports our conclusions.

## II. Background

In this section, we recall the basic concepts of codebased asymmetric cryptosystems, the Information Set Decoding (ISD) technique, provide a summary on the Grover algorithmic framework, and recall the notions on the classical comparator networks used in our quantum circuit design.

## A. Code based cryptosystems

A binary linear error correcting code $\mathcal{C}$ is a linear subspace of $n$-element (column) vectors with components over the finite field $\mathbb{Z}_{2}$. The purpose of a code is to encode a $k$-bit long information word $\boldsymbol{m} \in \mathbb{F}_{2}^{k}$ into a codeword $\boldsymbol{c} \in \mathcal{C} \subset \mathbb{F}_{2}^{n}$ by adding to it $r=n-k$ redundant bits. Codes are designed so that codewords $\boldsymbol{c} \in \mathcal{C}$ differ by at least $d$ elements, a quantity known as code distance. This property allows correcting up to $\left\lfloor\frac{d}{2}\right\rfloor$ errors exploiting the fact that such a number of changes on a codeword cannot yield a result closer to a different codeword.

A binary linear code $\mathcal{C}$ is fully described bya parity-check matrix $\boldsymbol{H} \in \mathbb{F}_{2}^{r \times n}$ in such a way that $\mathcal{C}=\left\{\boldsymbol{c} \in \mathbb{F}_{2}^{n}: \boldsymbol{H} \boldsymbol{c}=\mathbf{0}\right\}$. Solving the codeword decoding problem corresponds to decoding a corrupted codeword $\boldsymbol{y}=\boldsymbol{c}+\boldsymbol{e}$, where $\boldsymbol{c} \in \mathcal{C}$ and $\boldsymbol{e}$ is an $n \times 1$ binary vector, also denoted as $\boldsymbol{e}_{n \times 1}$, with Hamming weight Weight (e) $\boldsymbol{e}=t, 0<t<\left\lfloor\frac{d}{2}\right\rfloor$, through recovering either $c$ or $e$. To this end, many decoding algorithms exploit the syndrome of the corrupted codeword $\boldsymbol{y}$ through the paritycheck matrix $\boldsymbol{H}$, i.e., the $r \times 1$ vector $s$, also denoted as $s_{r \times 1}$, computed as $\boldsymbol{s}=\boldsymbol{H} \boldsymbol{y}=\boldsymbol{H}(\boldsymbol{c}+\boldsymbol{e})=\boldsymbol{H e}$, to recover the unknown error vector $\boldsymbol{e}$. The syndrome decoding problem is defined as the one of determining the binary error pattern $e$, knowing a parity check matrix $\boldsymbol{H}$ and the syndrome $\boldsymbol{s}$ of $\boldsymbol{e}$ through $\boldsymbol{H}$.

Both the codeword decoding problem and the syndrome decoding problem, when the parity-check matrix $\boldsymbol{H}$ is randomly chosen among the ones in $\mathbb{F}_{2}^{r \times n}$ with $\operatorname{rank}(r)$, were proven to be NP-hard by McEliece in [23]. This fact allows one to build asymmetric cryptosystems in which the trapdoor function relies on an obfuscated version of the parity-check matrix $\boldsymbol{H}^{\prime}$ of a non-random and efficiently decodable code, obtained through multiplying $\boldsymbol{H}^{\prime}$ by a random non-singular matrix $\boldsymbol{S}_{r \times r}$, which is kept secret, yielding $\boldsymbol{H}=\boldsymbol{S} \boldsymbol{H}^{\prime}$ as a public piece of information. The obfuscated parity-check matrix $\boldsymbol{H}$ allows anyone willing to send a message, encoded as an error vector $\boldsymbol{e}$ of weight $t$, to compute its syndrome $\boldsymbol{s}=\boldsymbol{H} \boldsymbol{e}$ and send it on a public channel. An adversary willing to recover the message $e$ will then need to solve the syndrome decoding problem for an apparently random parity-check matrix $\boldsymbol{H}$, whilst the legitimate receiver, knowing $\boldsymbol{S}$, can compute $\boldsymbol{s}^{\prime}=\boldsymbol{S}^{-1} \boldsymbol{s}$ and efficiently solve the syndrome decoding problem for a nonrandom $\boldsymbol{H}$ obtaining the original message/error $\boldsymbol{e}$.

## B. Information Set Decoding

Information Set Decoding (ISD) techniques [22] are the most efficient methods to solve the syndrome decoding problem for a generic random parity-check matrix $\boldsymbol{H}$. The main idea of ISD techniques, as proposed by Prange in [26], is to consider the syndrome as obtained by the sum of $t$ columns of $\boldsymbol{H}$ indexed by the positions of the $t$ bits equal to one that are present in the (unknown) error vector $e$. To locate these


Fig. 1. Schematic view of the ISD strategy proposed by Prange, after that a column permuted and row echelon reduced parity-check matrix is obtained.
positions in $e$, Prange suggests guessing a $k$-sized set of values $\mathcal{I} \subset\{1, \ldots, n\}$, called information set, hoping that it matches the indexes of $k$ zero bits in $e$. The remaining $r=n-k$ index values form the so-called redundancy set, denoted by $\mathcal{I}^{*}$.

Starting from the information set, a permutation matrix $\boldsymbol{P}_{n \times n}$ is derived in such a way that the $k$ leftmost columns of $\widehat{\boldsymbol{H}}=\boldsymbol{H} \boldsymbol{P}$, match the columns of $\boldsymbol{H}$ indexed by $\mathcal{I}$. $\widehat{\boldsymbol{H}}$ it is then brought in a reduced row echelon form $\left[\boldsymbol{V}_{r \times k} \mid \boldsymbol{I}_{r}\right]$ applying a Gaussian elimination algorithm. This procedure is equivalent to finding out the linear transformation $\boldsymbol{U}$ such that $\boldsymbol{U} \widehat{\boldsymbol{H}}=\left[\boldsymbol{V}_{r \times k} \mid \boldsymbol{I}_{r}\right]$. After this normalization, the $r \times k$ binary matrix $\boldsymbol{V}_{r \times k}$ will be a random-looking matrix, while $\boldsymbol{I}_{r}$ will be an identity matrix of size $r \times r$. In case the reduced row echelon form cannot be obtained, i.e., $\boldsymbol{U} \widehat{\boldsymbol{H}}$ exhibits a singular $r \times r$ submatrix on its right side instead of an identity matrix, another information set $\mathcal{I}$ is randomly guessed, a new permutation matrix $\boldsymbol{P}$ is computed, and a new attempt to obtain the reduced row echelon form $\widehat{\boldsymbol{H}}$ is made.

Prange observes in [26] that the syndrome $s=\boldsymbol{H e}$ can be seen as the computation of a syndrome associated to $\widehat{\boldsymbol{H}}$ if the original (unknown) error vector $\boldsymbol{e}$ is assumed to be permuted via the inverse of $\boldsymbol{P}$. Indeed, we have that $\boldsymbol{s}=\boldsymbol{H e} \boldsymbol{e}=(\boldsymbol{H} \boldsymbol{P}) \boldsymbol{P}^{-1} \boldsymbol{e}=\widehat{\boldsymbol{H}}\left(\boldsymbol{P}^{-1} \boldsymbol{e}\right)=\widehat{\boldsymbol{H}} \hat{\boldsymbol{e}}$, with $\hat{\boldsymbol{e}}$, $\hat{\boldsymbol{e}}=\boldsymbol{P}^{-1} \boldsymbol{e}$. Considering the row echelon reduced version of $\widehat{\boldsymbol{H}}$, denoted as $\boldsymbol{L}=\boldsymbol{U} \widehat{\boldsymbol{H}}$, we have that $(\boldsymbol{U} \widehat{\boldsymbol{H}}) \hat{\boldsymbol{e}}=$ $\left[\boldsymbol{V}_{r \times k} \mid \boldsymbol{I}_{r}\right] \hat{\boldsymbol{e}}=\overline{\boldsymbol{s}}=\boldsymbol{U} \boldsymbol{s}$, as shown in Figure 1. Since the permutation is expected to pack all columns of $\boldsymbol{H}$ indexed by the bit-positions of the error vector corresponding to an asserted bit in the $r$ rightmost columns, also the vector $\hat{e}$ will include $t$ asserted bits in its $r$ trailing elements. Denoting as $e_{\mathcal{I}}$ the binary (sub-)vector composed by a copy of the terms of $\boldsymbol{e}$ whose positions are in $\mathcal{I}, \hat{e}=\left[\boldsymbol{e}_{\mathcal{I}} \mid \boldsymbol{e}_{\mathcal{I}^{*}}\right]=\left[\mathbf{0}_{k \times 1} \mid \boldsymbol{e}_{\mathcal{I}^{*}}\right]$. As a consequence, $\bar{s}$ can be thought of as the syndrome of the permuted error $\hat{e}$ through the permuted and row echelon reduced parity-check matrix $\boldsymbol{L}=\boldsymbol{U} \widehat{\boldsymbol{H}}=\left[\boldsymbol{V}_{r \times k} \mid \boldsymbol{I}_{r}\right]$, i.e.: $\overline{\boldsymbol{s}}=\left[\boldsymbol{V}_{r \times k} \mid \boldsymbol{I}_{r}\right]\left[\mathbf{0}_{k \times 1} \mid \boldsymbol{e}_{\mathcal{I}^{*}}\right]=\boldsymbol{e}_{\mathcal{I}^{*}}$. Therefore, if the permutation $\boldsymbol{P}$ packs $k$ positions of the original (and unknown) error vector $e$ corresponding to zero bits on its top part, then multiplying the syndrome by $\boldsymbol{U}$ yields the non-zero part of the permuted error vector itself. To test if the permutation $\boldsymbol{P}$ did actually pack $k$-zero positions of the error in the first $k$ rows, Prange's algorithm tests if the Hamming weight of $\bar{s}$ matches the one of the error vector, $t$. If that is the case, the error vector

```
Algorithm 1: Gaussian Elimination
    Input : \(\widehat{\boldsymbol{H}}\) : parity check matrix \(\in \mathbb{F}_{2}^{r \times n}\)
    Output : L: row echelon reduced parity-check matrix \(\boldsymbol{L}=\boldsymbol{U} \widehat{\boldsymbol{H}}\)
                    \(\boldsymbol{U}\) : non-singular matrix \(\in \mathbb{F}_{2}^{r \times r}\)
    \(k \leftarrow n-r, \boldsymbol{L} \leftarrow \widehat{\boldsymbol{H}}, \boldsymbol{U} \leftarrow \boldsymbol{I}_{r}\)
    for \(i \leftarrow 0\) to \(r-1\) do
        \(z \leftarrow i\)
        while \(z<r\) and \(\boldsymbol{L}_{z, i+k}=0\) do
                \(z \leftarrow z+1\)
        if \(\boldsymbol{L}_{z, i+k}=0\) then
            return \(\langle\perp, \perp\rangle\)
        if \(i \neq z\) then
            \(\operatorname{swAPRow}\left(\boldsymbol{L}_{i,:}, \boldsymbol{L}_{z,:}\right) ; \operatorname{swAPRow}\left(\boldsymbol{U}_{i,:}, \boldsymbol{U}_{z,:}\right)\)
        for \(z \leftarrow 0\) to \(r-1\) do
            if \(z \neq i\) and \(\boldsymbol{L}_{(z, i+k)}=1\) then
                    \(\boldsymbol{L}_{z,:} \leftarrow \boldsymbol{L}_{z,:} \oplus \boldsymbol{L}_{i,:} ; \boldsymbol{U}_{z,:} \leftarrow \boldsymbol{U}_{i,:} \oplus \boldsymbol{U}_{z}\),
    return \(\langle\boldsymbol{L}, \boldsymbol{U}\rangle\)
```

is recovered computing $\boldsymbol{P} \hat{\boldsymbol{e}}=\boldsymbol{P}\left[\mathbf{0}_{k \times 1} \mid \bar{s}\right]=\boldsymbol{P}\left[\mathbf{0}_{k \times 1} \mid \boldsymbol{e}_{\mathcal{I}^{*}}\right]$ and tested recomputing the syndrome as $s=\boldsymbol{H e}$. If the test fails, the algorithm restarts by picking another information set $\mathcal{I}$ (and the corresponding random permutation $\boldsymbol{P}$ ).

To determine the complexity of Prange's algorithm, we observe that it is a randomized algorithm that always yields a correct output, i.e., the value of $\boldsymbol{e}$ or it informs about a failure, in an expected finite runtime. The expected runtime of the algorithm $C_{\text {Prange-ISD }}(n, r, t)$ is obtained given the probability that a run of the algorithm itself succeeds $\operatorname{Pr}_{\text {succ }}$, multiplying its inverse by the cost of an algorithm iteration $C_{\text {Prange-iter }}(n, r)$, under the assumption that $\operatorname{Pr}_{\text {succ }}$ is constant among all the iterations. In Prange's algorithm, $\operatorname{Pr}_{\text {succ }}$ is determined dividing the number of permuted error vector configurations having all the $t$ asserted elements in the last $r$ positions by the total number of possible error vector configurations, i.e., $\operatorname{Pr}_{\text {succ }}=\binom{r}{t} /\binom{n}{t}$. It is worth noting that there is a comparatively small factor contributing to the failure of a single iteration of the algorithm, namely the probability that the computation of the reduced row echelon form of $\widehat{\boldsymbol{H}}$ fails. Since the probability that a random $r \times r$ binary matrix is non-singular is $\prod_{i=1}^{r}\left(1-\frac{1}{2^{i}}\right)$ [22], such a factor converges to $\approx 0.2887$ for increasing values of $r$, contributing by factor of $\approx 4$ to the number of repetitions to be done by Prange's ISD. The cost of performing a single repetition of the computation of Prange's algorithm is dominated by the computation of the row-echelon form reduction of $\widehat{\boldsymbol{H}}$, for which the detailed classical algorithm is reported as Algorithm 1. The algorithm operates on a matrix $\boldsymbol{L}$, initialized as a copy of $\widehat{\boldsymbol{H}}$, which will contain the reduced row echelon form of $\widehat{\boldsymbol{H}}$ at the end of the execution, and, in parallel, on a matrix $\boldsymbol{U}$ initialized as an $r \times r$ identity matrix, which will contain the linear transformation to be applied to map $\widehat{\boldsymbol{H}}$ into $\boldsymbol{L}$ (line 1). The procedure iterates on the $r$ rows of $\boldsymbol{L}$, and for each of them, denoted as $\boldsymbol{L}_{i, \text { : }}$, $0 \leq i<r$, locates the first row $\boldsymbol{L}_{z,:}, i \leq z<r$, such that $\boldsymbol{L}_{z, i+k}$ is not null (lines 3-5). If no such row exists, $\mathcal{I}^{*}$ selected a singular (right) $r \times r$ submatrix of $\boldsymbol{H}$, and the procedure aborts. When such a row $\boldsymbol{L}_{z,:}$ is found, the algorithm swaps it with $\boldsymbol{L}_{i, \text { : }}$, ensuring that $\boldsymbol{L}_{i, i+k}=1$, and keeps track of the swap also on the rows of $\boldsymbol{U}$ (line 8-9). Finally, the row $\boldsymbol{L}_{i,:}$ is added to all the other rows $\boldsymbol{L}_{z,:}, i \neq z$, whenever $\boldsymbol{L}_{z, i+k}=1$, tracking the addition also on the rows of $\boldsymbol{U}$


Fig. 2. (a) Standard implementation of Grover's oracle circuit. (b) Our realization of the Grover's oracle circuit. (c) Multicontrolled X gate in the circuit realization of $U_{f}$, with $p \leq n+m$ controlled qubits and target qubit the ancilla used to store the result of $f(x)$ (d) Optimization of the $U_{F}$ circuit that replaces the circuit in (c) with a multicontrolled Z gate, denoted as $\mathrm{C}^{p-1}(\mathrm{Z})$.
(lines 10-12). The computational complexity of Algorithm 1 is $\mathrm{C}_{\mathrm{GE}}=\mathcal{O}\left(\frac{3 n r^{2}}{4}+\frac{n r}{4}-\frac{n}{2}+\frac{3 r^{2}}{4}-\frac{r}{2}\right)$ bit operations. The remaining portion of Prange algorithm requires $\mathcal{O}\left(r^{2}\right)$ and $7 r+\log _{2}(r)$ bit operations to compute $\boldsymbol{U} \boldsymbol{s}$ and the weight check on $\bar{s}$, respectively.

## C. Grover's algorithm

The algorithmic framework proposed by Grover [27] finds the value of a vector of binary variables $x^{*} \in \mathbb{F}_{2}^{n}$ on which a given function $f: \mathbb{F}_{2^{n}} \mapsto \mathbb{F}_{2}$ evaluates to 1 (assuming that in $f(\cdot)$ only a single such value $x^{*}$ exists), employing $\mathcal{O}\left(\sqrt{2^{n}}\right)$ function computations. This provides a significant speedup over the classical alternative which needs $\mathcal{O}\left(2^{n}\right)$ function computations to derive the same result via exhaustive search.

The framework proposed by Grover relies on four steps, of which the second and the third are iterated $\mathcal{O}\left(\sqrt{2^{n}}\right)$ times: i) preparation of an input quantum state, ii) computation of the so-called oracle function, ,ii) computation of the diffusion function, and $i v$ ) measurement of the solution. The purpose of the framework is to obtain a quantum state where the qubits representing the basis state of $x^{*}$, the sought value, will be measured with non-negligible probability.
State preparation. Grover's algorithm starts by building a quantum state obtained from the equal-amplitude superposition of all the basis states of $n$ qubits, each labeled with a distinct binary string in $\{0,1\}^{n}$. Such a superposition is obtained through the joint application of $n$ Hadamard gates acting simultaneously on the $n$ qubits of the input quantum register $|00 \ldots 0\rangle$, i.e.: $\mathrm{H}^{\otimes n}|00 \ldots 0\rangle=\mathrm{H}^{\otimes n}|0\rangle^{\otimes n}=\frac{1}{\sqrt{2^{n}}} \sum_{x \in\{0,1\}^{n}}|x\rangle$. It is common to use an additional ancillary qubit, initialized to $|0\rangle$; the initial state will be therefore $\left|\chi_{0}\right\rangle=\mathrm{H}^{\otimes n}|0\rangle^{\otimes n}|0\rangle$.

In order to reduce the search space of the algorithm, we considered, in our adaption of Grover's algorithm, a proper subset of $\{0,1\}^{n}$ as our input domain. We also added $m \geq 1$ additional ancilla qubits, used to store temporary results. Specifically, denoting with $\mathbb{D} \subset\{0,1\}^{n}$ the said domain, with cardinality
$|\mathbb{D}|=d$, our input state $\left|\psi_{0}\right\rangle$ will be $\left|\psi_{0}\right\rangle=\mathrm{P}|0\rangle^{\otimes n}|0\rangle^{\otimes m}|0\rangle$, where the $2^{n}$-dimensional operator P is such that

$$
\mathrm{P}|0\rangle^{\otimes n}=\frac{1}{\sqrt{d}} \sum_{x \in \mathbb{D}}|x\rangle=\frac{1}{\sqrt{d}} \sum_{x \in \mathbb{D} \backslash\left\{x^{*}\right\}}|x\rangle+\alpha^{*}\left|x^{*}\right\rangle
$$

and $\alpha^{*}=\frac{1}{\sqrt{d}}$ is the amplitude associated to state $x^{*}$.
Oracle function computation. This step aims at singlingout the basis state corresponding to the sought value $x^{*}$ by changing the sign of its amplitude alone. To this end, the unitary operator $O_{F}$ is applied to the input state, producing:

$$
\left|\chi_{1}\right\rangle=O_{F}\left|\chi_{0}\right\rangle=\left(\frac{1}{\sqrt{2^{n}}} \sum_{x \in\{0,1\}^{n} \backslash\left\{x^{*}\right\}}|x\rangle-\alpha^{*}\left|x^{*}\right\rangle\right) \otimes|0\rangle
$$

and $\alpha^{*}=\frac{1}{\sqrt{2^{n}}}$ is the amplitude associated to state $x^{*}$. Figure 2a shows the standard implementation of Grover's oracle. It makes use of the $O_{f}$ subcircuit, whose purpose is to implement the Boolean function $f(\cdot)$ and to store the binary result on the ancillary qubit. The goal of $Z=\left[\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right]$, instead, is to flip the sign of the input state only when the ancillary qubit is in state $|1\rangle$, i.e., when $|f(x)\rangle=|1\rangle$, which happens only when $x=x^{*}$. Finally, $O_{f}^{\dagger}$ restores all the input qubits to their starting state, apart from the phase of $\left|x^{*}\right\rangle$.

Figure 2 b shows our implementation of the Grover's oracle circuit, which corresponds to applying the unitary operator $U_{F}=U_{f}^{\dagger} \circ\left(\mathrm{I}^{\otimes(n+m)} \otimes \mathrm{Z}\right) \circ U_{f}$ to our input state $\left|\psi_{0}\right\rangle$, obtaining

$$
\left|\psi_{1}\right\rangle=U_{F}\left|\psi_{0}\right\rangle=\left(\frac{1}{\sqrt{d}} \sum_{x \in \mathbb{D} \backslash\left\{x^{*}\right\}}|x\rangle-\alpha^{*}\left|x^{*}\right\rangle\right) \otimes|0\rangle^{\otimes m+1}
$$

and $\alpha^{*}=\frac{1}{\sqrt{d}}$ is the amplitude associated to state $x^{*}$.
It is possible to perform a local optimization observing that the computation of $U_{f}$ can always be written as a quantum circuit which never involves the bottom qubit until the last quantum gate, constituted by a multicontrolled $X=\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$ gate (see Figure 2c for a graphical depiction of the last gate). Let us denote with $p$ the number of control qubits of the said gate controlled $\mathrm{X}, p \leq n+m$. Since the last qubit is subsequently fed into a Z gate, that changes the phase only if said qubit is in state $|1\rangle$, it is possible to build a multicontrolled Z gate taking one of the aforementioned $p$ qubits as the target qubit and the remaining $p-1$ qubits as control qubits (see Figure 2d). In the next sections, we will denote the Z gate with one target qubit and $p-1$ control qubits as $\mathrm{C}^{p-1}(\mathrm{Z})$, considering it part of our Grover oracle.
Diffusion function computation. This step builds on the output of the Grover's oracle stage to obtain a superposition where the amplitude $\alpha^{*}$ of the state corresponding to $x^{*}$ increases its modulus and its phase alone is flipped again. To do so, Grover observed that the output state of the oracle circuit $\left|\chi_{1}\right\rangle$ can be equivalently expressed as:

$$
\left|\chi_{1}\right\rangle=\left(\left|\chi_{0}\right\rangle-2 \alpha^{*}\left|x^{*}\right\rangle\right) \otimes|0\rangle
$$

and that the application of the diffusion operator $\mathrm{D}=$ $2\left|\chi_{0}\right\rangle\left\langle\chi_{0}\right|-\mathrm{I}^{\otimes n}=\mathrm{H}^{\dagger^{\otimes n}}\left(2\left|0^{n}\right\rangle\left\langle 0^{n}\right|-\mathrm{I}^{\otimes n}\right) \mathrm{H}^{\otimes n}$ to the first $n$
qubits of $\left|\chi_{1}\right\rangle$ yields

$$
\left|\chi_{2}\right\rangle=(\mathrm{D} \otimes \mathrm{I})\left|\chi_{1}\right\rangle=\left(\frac{2^{n}-4}{2^{n}}\left|\chi_{0}\right\rangle+\frac{2}{\sqrt{2^{n}}}\left|x^{*}\right\rangle\right) \otimes|0\rangle
$$

The state $\left|\chi_{2}\right\rangle$ is thus a non-uniform superposition of all basis states in $\{0,1\}^{n}$ and the quantum state associated to $x^{*}$ exhibits an amplitude increased with respect to one resulting from uniform superposition. Our implementation of $D$ traces the Grover's approach except for the use of our input state preparation step (which is represented by the $2^{n}$-dimensional operator P ), i.e., $\mathrm{D}_{\text {our }}=\mathrm{P}^{\dagger}\left(2\left|0^{n}\right\rangle\left\langle 0^{n}\right|-\mathrm{I}^{\otimes n}\right) \mathrm{P}$, yielding:

$$
\left|\psi_{2}\right\rangle=\left(\mathrm{D}_{\text {our }} \otimes \mathrm{I}^{\otimes m+1}\right)\left|\psi_{1}\right\rangle=\left(\frac{d-4}{d}\left|\psi_{0}\right\rangle+\frac{2}{\sqrt{d}}\left|x^{*}\right\rangle\right) \otimes|0\rangle^{\otimes m+1}
$$

Operator $\left(2\left|0^{n}\right\rangle\left\langle 0^{n}\right|-\mathrm{I}^{\otimes n}\right)$ can be implemented by a $\mathrm{C}^{n-1}(\mathrm{Z})$ acting on the $n$ qubits involved in our input state preparation subcircuit, with an $X$ gate before each of its input qubits and another one after each of its output qubits.
Measurement of the solution and number of repetition of the oracle and diffusion steps. Grover proved that the repeated application of the oracle and diffusion operators ( $\mathrm{D} \circ O_{F}$ ) keep increasing the amplitude of the sought basis state $\left|x^{*}\right\rangle\left(f\left(x^{*}\right)=1\right)$, while reducing the others. It can be shown that the optimal number of repetitions to have a probability close to $100 \%$ to measure a classic bit equal to one, acting on $|f(x)\rangle$, and consequently to measure the sought solution $x^{*}$, acting on $|x\rangle$, is $\approx \mathcal{O}\left(\frac{\pi}{4} \sqrt{2^{n}}\right)$ or, in our case, $\approx \mathcal{O}\left(\frac{\pi}{4} \sqrt{d}\right)$. Finally, [28] discusses two important variations to Grover's algorithm: how executing half of the aforesaid number of repetitions provides a success probability close to $50 \%$ and how having $m$ distinct solutions reduces the number of iterations to $\approx \mathcal{O}\left(\frac{\pi}{4} \sqrt{\frac{2^{n}}{m}}\right)$ or, in our case, $\approx \mathcal{O}\left(\frac{\pi}{4} \sqrt{\frac{d}{m}}\right)$.

## D. Sorting networks

The classical comparator network model of computation inspired the implementation of a crucial ingredient of our design for an ISD quantum circuit. In such a computational model a sorting algorithm can be performed in sublinear time by executing multiple comparison operations simultaneously. The implementation of sorting algorithms are denoted as sorting networks and are described drawing $m$ "wires", each of which associated to one of the values to be sorted, and several comparator elements affixed on pairs of wires (see Figure 3a), which are in turn are organized in layers (see Figure 3b) in such a way that no cycles exist on the created graph.

As shown in Figure 3a, a classical comparator element receives two distinct values on its input wires, compares them and then outputs the minimum between them on the top output wire and the maximum on the bottom one. Under the assumption that each comparator performs its action in $O(1)$ (i.e., constant) time, the running time of a sorting network is the time it takes for all the output wires to receive their values once the input wires receive theirs. As a consequence, the largest number of comparators that any input element can pass through as it travels from an input wire to an output wire (a.k.a. depth of the network), defines the execution time of the whole network. An additional figure of merit is given by


Fig. 3. (a) Comparator element. (b) A 4-bit input sorting network.
the number of non-overlapping comparisons done at the same time as this proves to influence also the depth of the network other than its total number of comparators.

Knuth [29, Chap. 5.3.4] offers a detailed review of several sorting networks design strategies. Since we want to reuse the sorting network in a quantum circuit, our focus has been to minimize the overall depth of the network. For values of $m$ in the thousands, as it is the case in our scenario, only a single asymptotically optimal depth design (i.e., $\mathcal{O}(\log (m))$ depth) is known [30]. However, Knuth [29, Chap. 5.3.4] shows that this network design is not of practical interest, since the constants hidden by the asymptotic notation are significant, and the total number of comparators is increased significantly with respect to $\mathcal{O}\left(\log (m)^{2}\right)$ depth designs. In the following we employ the sorting network topology detailed in [31, Chap. 27.5], where a non-asymptotic analysis of the network complexity shows that the total number of comparators in this type of sorting network is $(m-1) \log _{2}(m)\left(\log _{2}(m)-1\right)$, while the overall depth is instead $\frac{1}{2} \log _{2}(m)\left(\log _{2}(m)+1\right)$. An example of such a network applied to $m=4$ binary values is shown in Figure 3b.

## III. A Complete ISD Quantum Circuit

To employ the algorithmic framework proposed by Grover for Prange's algorithm, we rephrase the solution of the syndrome decoding problem into finding an $r$-sized set $\mathcal{I}^{*}$ that satisfies Prange's conditions, namely: (i) the columns of the parity check matrix $\boldsymbol{H}$ indexed by $\mathcal{I}^{*}$ form an invertible matrix; and (ii) the Hamming weight of $\bar{s}=\boldsymbol{U} s$ equals $t$.

This problem is equivalent to identify the input $x^{*}$ to a Boolean function $f: \mathbb{D} \rightarrow\{0,1\}^{p}, p \geq 1$, constructed in a way that it outputs $1^{p}$ if and only if both the previous conditions are satisfied. Let $\mathbb{D} \subset\{0,1\}^{n}$ be the set of all the weight- $r$, length- $n$ Boolean vectors. An element $x \in \mathbb{D}$, $x=\left(x_{0}, \ldots, x_{n-1}\right)$ is a Boolean vector of Hamming weight $r$ in which the indexes of asserted bits are elements of $\mathcal{I}^{*}$.

## A. Preparing a superposition of all permutations

The input state of our algorithm is a superposition of states encoding all length $n$, weight- $r$ Boolean strings. This quantum state, encoded in an $n$-qubits register denoted sel, is known as the Dicke state $\left|D_{r}^{n}\right\rangle$ and it is defined as $\left|D_{r}^{n}\right\rangle=\frac{1}{\sqrt{\binom{n}{r}}} \sum_{\text {WEIGHT }(x)=r}|x\rangle, \quad x \in\{0,1\}^{n}$.

To the best of our knowledge, the most efficient algorithm in terms of both depth and number of gates to prepare $\left|D_{r}^{n}\right\rangle$ for a generic value of $r$ is the one detailed in [32], requiring $r \mathrm{X}, 5 n r-5 r^{2}-2 n$ CNOTs and $4 n r-4 r^{2}-2 n+1 \mathrm{R}_{\mathrm{y}}$ gates.


Fig. 4. The operations corresponding to the first three comparators in the sorting network of Figure 3b. Each classical comparator is translated into a CCNOT gate followed by a CSWAP gate, swapping the sel qubits. To move the columns of $\boldsymbol{H}_{r \times n}$ indexed by sel at the end of the matrix, we also have CSWAPs between the corresponding qubits of $h$ register, here represented column-wise for clarity. Notice that each CSWAP involving the $h$ register is composed by $r$ distinct CSWAPs. The numbers at the bottom represent the stage (i.e., the depth) at which each gate can be executed.

Using the same assumptions for the depth evaluation of [33], we can straightforwardly derive the total depth of the circuit as the sum of the CNOTs and $\mathrm{R}_{\mathrm{y}}$ gates, divided by $\left\lfloor\frac{r+1}{3}\right\rfloor-1$. The result for the depth is therefore $\leq \frac{27 n r-12 n-27 r^{2}+3}{r-2}$.

## B. Implementing our Grover oracle operator

The quantum circuit to compute Grover's oracle operator $U_{F}$ for the Boolean function $f$ can be described by 5 distinct steps which compute $U_{f}$ (the first four) and required phase flip (the last one). The first four steps are repeated in reverse order to compute $U_{f}^{\dagger}$ after the phase flip is computed.

1) represent the matrix $\boldsymbol{H}$ and vector $s$ on two quantum registers, denoted as $h$ and syn; 2) prepare a superposition of all the columns indexed by all possible values of $\mathcal{I}^{*}$ on the right side of $\boldsymbol{H}$, obtaining a representation of all the possible $\widehat{\boldsymbol{H}}$ encoded in h; 3) apply the Gaussian elimination procedure to $h$, obtaining on this register the representation of $L$; in parallel, apply the same operations to syn to obtain on this register the representation of $\bar{s} ; 4)$ compute the Hamming weight of syn and check it against the integer value $t$; 5) flip the amplitude of the basis state if at step 2) the Gaussian elimination yielded for it an identity matrix on the qubits containing the $r \times r$ right submatrix of $L$ and the weight comparison of step 4) was successful.
Step 1) Encoding $\boldsymbol{H}$ and $\boldsymbol{s}$. The first step of our oracle encodes $\boldsymbol{H}$ and $s$ in the quantum circuit in two distinct quantum registers, h and syn, of $r n$ and $r$ qubits respectively. The registers are initialized to $\left|0^{r n}\right\rangle$ and $\left|0^{r}\right\rangle$ and we selectively apply X gates to the qubits representing asserted elements of $\boldsymbol{H}$ or $\boldsymbol{s}$. Since $\boldsymbol{H}$ is a random parity-check matrix, we expect half of its elements to be equal to 1 , thus resulting in $\frac{r n}{2} \mathrm{X}$ gates being used on average. Since also $s$ has a random value, we expect to need $\frac{r}{2} \mathrm{X}$ on average to initialize s . All the gates can be applied in parallel, resulting in a depth of 1.
Step 2) Compute all the $\widehat{\boldsymbol{H}}$ in superposition. We recall that the sel register contains $\left|D_{r}^{n}\right\rangle$ at the beginning of the execution of Grover's algorithm, and a non-uniform superposition of the weight- $r$ length- $n$ basis states in the subsequent iterations of the algorithm itself. Consider one of the basis states contained in sel, and the corresponding values of the qubits in $h$ in the same basis state. Our goal is then to bring
all the $r$ columns of $h$ having the qubits in the basis state of sel in the corresponding position set to 1 in the portion of $h$ corresponding to the rightmost $r \times r$ submatrix. Rearranging the columns of $\boldsymbol{H}$ according to the permutation encoded in sel is equivalent to sorting them lexicographically according to the value taken by the qubits in sel matching the positions of the columns in $\boldsymbol{H}$. We therefore sort both the columns of $\boldsymbol{H}$ and the qubits of sel using a quantum circuit inspired by the comparator network detailed in Section II-D, performing the comparisons required only among the qubits of sel. As such, we design a quantum circuit which swaps two sets of $r$ qubits from h according to the values taken by two qubits of sel, together with swapping the qubits of sel themselves. This circuit is the analog of the comparator in a sorting network, we thus refer to it as quantum comparator. Figure 4 depicts the first three quantum comparators, placed according to the topology of the sample sorting network reported in Figure 3b. Each quantum comparator, consisting of $4+r$ consecutive gates, is depicted in a compact form as 3 gates for the sake of space. The first quantum comparator acts on the first two qubits of sel, sel $l_{0}$ and $\mathrm{sel}_{1}$. The comparison $\mathrm{sel}_{0}>\operatorname{sel}_{1}$ is computed with a CCNOT employing as controllers the value $\mathrm{sel}_{0}$ and the negated value of $\mathrm{sel}_{1}$ (depicted as a white circle instead of a filled one). We realize the negated control value through employing an X gate on sel $l_{1}$ before and after the CCNOT. The CCNOT changes an ancilla qubit, $\mathrm{anc}_{0}$, originally initialized to $|0\rangle$, to $|1\rangle$ in all the basis states where $s e l_{0}>\operatorname{sel}_{1}$. The ancilla qubit is then employed as a controller for a single CSWAP gate performing the swap on $\mathrm{sel}_{0}$ and $\mathrm{sel}_{1}$, and for a set of $r$ CSWAP gates acting on the two sets of $r$ qubits representing the columns which have to be swapped, i.e., $h_{:, 0}, h_{:, 1}$.

The gate count of a single quantum comparator is thus 2 X gates, 1 CCNOT and $r+1$ CSWAPs. The overall cost of the computation of the superposition of all the values of $\widehat{\boldsymbol{H}}$ in h is obtained multiplying the cost of a single quantum comparator, by the number of comparators in the network, namely $(n-1) \log _{2}(n)\left(\log _{2}(n)-1\right)$ (see Section II-D). Scheduling whole quantum comparators in the same topology of a classical comparator network from Section II-D yields a total depth of $\frac{1}{2} \log _{2}(n)\left(\log _{2}(n)+1\right)$ multiplied by the depth of a single comparator, namely $4+r$. To reduce the overall circuit depth, we observe that, at each layer of the sorting network, CCNOTs and CSWAPs belonging to different quantum comparators can be executed in parallel. Furthermore, the CSWAPs involving h can start in parallel with the execution of the next layer of the sorting network, which only requires that the CCNOT involving the sel register has already been executed. The total depth is therefore equal to twice the depth of the classical sorting network - since the first CCNOT and CSWAP are executed sequentially - plus an $r$ factor due to the CSWAP gates involving the qubits in h . This scheduling leads to a total depth of $\log _{2}(n)\left(\log _{2}(n)+1\right)+r$.
Step 3) Gaussian elimination computation and $\bar{s}$ computation. $h$ now contains in superposition all the column permutations which correspond to packing an $r$ column set indexed by $\mathcal{I}^{*}$ on the right side of $\boldsymbol{H}$. Thus, we now

```
Algorithm 2: Quantum Circuit Friendly Gauss. Elim.
    Input : \(\widehat{\boldsymbol{H}}\) : parity-check matrix \(\in \mathbb{F}_{2}^{r \times n}, s\) : syndrome
    Output : L: parity check matrix \(\boldsymbol{L}=\boldsymbol{U} \widehat{\boldsymbol{H}}=\left[\boldsymbol{V} \mid \boldsymbol{I}_{r}\right]\)
                            \(\bar{s}\) : transformed syndrome, \(\bar{s}=\boldsymbol{U} \boldsymbol{s}\)
    \(k \leftarrow n-r, \boldsymbol{L} \leftarrow \widehat{\boldsymbol{H}}\)
    for \(i \leftarrow 0\) to \(r-1\) do
        for \(z \leftarrow i+1\) to \(r-1\) do
            if \(\boldsymbol{L}_{i, i+k}=0\) and \(\boldsymbol{L}_{z, i+k}=1\) then
                \(\boldsymbol{L}_{i,:} \leftarrow \operatorname{SWAP}\left(\boldsymbol{L}_{i,:}, \boldsymbol{L}_{z,:}\right) \boldsymbol{s}_{i} \leftarrow \operatorname{SWAP}\left(\boldsymbol{s}_{i}, \boldsymbol{s}_{z}\right)\)
                    \(/ \star\) the swaps can be replaced by
                        \(\boldsymbol{L}_{i,:} \leftarrow \boldsymbol{L}_{i,:} \oplus \boldsymbol{L}_{z,:} \boldsymbol{s}_{i} \leftarrow \boldsymbol{s}_{i} \oplus \boldsymbol{s}_{z}\)
        for \(z \leftarrow 0\) to \(r-:-\underset{1}{L_{i}}\) do
            if \(z \neq i\) and \(\boldsymbol{L}_{z, i+k}=1\) then
                \(\boldsymbol{L}_{z,:} \leftarrow \boldsymbol{L}_{z,:} \oplus \boldsymbol{L}_{i,:} \boldsymbol{s}_{z} \leftarrow \boldsymbol{s}_{z} \oplus \boldsymbol{s}_{i}\)
    return \(L, \bar{s}\)
```

compute the reduced row echelon form of this superposition, via Gaussian elimination, and check which of all the possible $r \times r$ rightmost submatrices are invertible. To this end, we translate the Gaussian elimination algorithm (Algorithm 1) in an appropriate quantum circuit. The hindrances to the translation in the Gaussian elimination are: 1) a data-dependent early-abort (lines 6-7) 2) the presence of non-countable loops (lines 4-5) 3) conditional operations which act on data also present in the condition calculation.

We start by rewriting Algorithm 1 into a semantically equivalent one, Algorithm 2, taking care of removing the first and second hindrances. We report an example of a complete circuit for a $4 \times 3$ element $\hat{\boldsymbol{H}}$ in Figure 5. Algorithm 2 also includes the computation of the transformed value of $s$, namely $\bar{s}=\boldsymbol{U} s$. Indeed, this computation can be easily interleaved with the Gaussian elimination performing swaps and additions between single elements of $s$. The first hindrance, i.e., the early abort of Algorithm 1 due to a potentially singular submatrix selected by $\mathcal{I}^{*}$, is managed through an a posteriori check on the presence of an identity submatrix in $L$ when the check on the condition of the oracle function on the basis state is performed. We therefore removed altogether the runtime check in Algorithm 2. The second hindrance, i.e., the presence of a non-countable loop to find the pivot (lines $4-5$, Alg. 1) is overcome with a countable loop strategy ensuring that the $i$-th row in the execution of the outermost loop contains a pivot. This strategy consists in computing a countable loop sweeping over the lines starting from the $i+1$-th to the $r-1$-th and swapping the row being swept with the $i$-th only if the $i$ th row does not contain a pivot. This approach, reported in Algorithm 2, lines $3-5$ only employs a countable loop.

Managing the need to compute operations depending on the computation of a condition which involves also one of their operands (lines $4-5$ and lines $7-8$ of Algorithm 2) requires to encode the conditional operations as quantum circuits. We solve this third hindrance by storing the outcome of each condition computation on a dedicated ancilla qubit. These ancilla qubits are then employed as control qubits in appropriate control gates to perform the computation contained in the conditional statements. We thus introduce two quantum ancillae registers, pswap and radd, where the result of the computation of the condition driving row swaps (line 4), and the result of the computation of the condition determining row additions (line 7) are stored, respectively. To accommodate

Fig. 5. Quantum circuit employed for the reduced row echelon form of a $3 \times 4$ matrix, considering as pivot elements the ones belonging to the rightmost $3 \times 3$ submatrix. The gates in red, although present in the straightforward implementation of the algorithm, can be eliminated. Note that the last row does not have a pseudo swap subpart since it cannot be swapped with any other row.

all the values, the size of pswap is determined considering number of times the body of the loop at lines 3-5 is executed in a complete Gaussian elimination. Such a number is derived to be $\frac{1}{2} r(r-1)$ considering that the outer loop at lines $2-8$ is computed $r$ times. Through an analogous line of reasoning, the size of radd is determined to be $r(r-1)$.

The computation of the swap control condition (line 4) and the actual swaps have the same effect of employing a CCNOT gate controlled by the two qubits in $h$ storing $\boldsymbol{L}_{i, i+k}$ and $\boldsymbol{L}_{z, i+k}$, taking care to negate the first one, and acting on an ancilla in pswap. This CCNOT will toggle the ancilla qubit to $|1\rangle$ only if the $i$-th row does not contain a valid pivot and the $z$-th does. It is thus possible to employ the ancilla qubit to drive a sequence of CSWAP gates performing the swap between the rows in h and the appropriate bit in syn (line 5). In case CNOT gates are cheaper to synthesize than CCNOT gates, and CCNOT gates are cheaper than CSWAP, as it is the case with the commonly used and universal Clifford+T gate set, it is possible to optimize the computation of the swap control and the application of the swap itself as follows. Observe that substituting a row swap with the addition of the newly found pivot row (the $z$-th in Algorithm 2, line 5) to the one lacking it (the $i$-th one) will still yield a correct Gaussian elimination algorithm. Note that such an addition is necessary only when the $i$-th row lacks a pivot, leading to a simpler condition to be checked with respect to the one at line 4 , allowing the test to be performed with a CNOT gate controlled by the negated qubit representing $\boldsymbol{L}_{i, i+k}$ in h instead of a CCNOT. The resulting optimized design of the compare-and-add functionality is reported in Figure 5, where it is also highlighted the fact that it is possible to uncompute only once the negation on $\boldsymbol{L}_{i, i+k}$ omitting some X gates.

The computation of the row addition control condition (line 7) can be done simply considering the $\boldsymbol{L}_{z, i+k}=1$ portion, and abiding to the $z \neq i$ clause by not implementing the corresponding portion of the quantum circuit. The strategy to implement the comparison and addition is analog to the optimized one described above for the alternate strategy to row swapping. The row addition stage can be optimized
observing that adding together the qubits representing values of $L$ belonging to columns between $k$ and $i+k$ is not required, as they will all contain zeroes by virtue of the Gaussian elimination actions performed. As a consequence, the corresponding additions, performed via CCNOT gates, can be omitted as depicted in Fig. 5 (removable gates in red).
After performing the aforementioned optimizations, counting the number of gates required to perform the actual pseudo swaps and row additions on elements of $h$ we obtain $\frac{1}{6} r(r-1)(3 n-r+2)$ CCNOT for the pseudo swaps and $\frac{1}{2} r(r-1)(2 n-r+1)$ CCNOT for the row additions, for a total of $\frac{1}{6} r(r-1)(9 n-4 r+5)$ CCNOTs. Considering our optimized proposal, i.e., the one employing CNOTs and CCNOTs instead of CCNOTs and swaps, the condition calculation portion of the circuit will need $\frac{3}{2} r(r-1)$ CNOTs, and $2(r-1)$ X gates. Concerning the gates required to apply the same operations on the contents of the syn quantum register to compute the corresponding $\bar{s}$ superposition, we have a single CCNOT for each pseudo swap or row addition subcircuit. The total number of additional CCNOT is therefore $\frac{3}{2} r(r-1)$. The total depth of the circuit is given by the number of CCNOT gates involving rows, as the computation of the X gates required for the negated controls can be executed during the preceding row addition phase, and the CCNOT gates used for the computation of $\bar{s}$ can be interleaved with the ones involving rows.

Step 4) Hamming weight compute and check To compute the Hamming weight of the syn register, that at this stage will contain the representation of $\bar{s}$, we use two additional set of registers, cin and cout. Figure 6a reports the full Hamming weight circuit for a size 4 syn register.

We build our circuit as a binary adder tree where the results of two child adders are employed as addends in their father. We compute the values of the Hamming weights of our $r$ qubit register syn employing a $\log _{2}(r)$ deep adder tree, where the first layer is constituted by 1 qubit operand adders employing a qubit from cout to store their carry-out. Following layers compute the sum on the output of the previous layers, and

(a) Hamming weigh computation circuit acting on sum

(b) Our optimized 1-qubit operand adder

Fig. 6. (a) shows the Hamming weight compute and check subcircuits for the sum register of the running example. The result of the computation, stored on cout $_{2}$, cout $_{1}$ and sum $_{3}$, is compared against the Boolean complement of the natural binary representation of the constant $t-p$. (b) shows our proposal for an adder taking as input two 1 -qubit register. The sum of $a+b$ is stored in $c$ and $b$, with $c$ being the most significant bit.
they use adders involving addends whose qubit size increases by 1 with respect to the previous layer.

To realize multi-qubit adders we employed the design proposed by Cuccaro [34], a reversible variant of the ripple carry adder. The Cuccaro adder stores the sum of its inputs $a$ and $b$ in the qubits where $b$ is stored, with one additional qubit for the carry-in and another one for the carry-out. The design by Cuccaro restores the initial state of the carry-in qubit, allowing its reuse. We employed this feature to use a number of carry-in qubits equal to the one of the first layer adders, and reusing the same carry-in qubits in all subsequent layers (which need a smaller number of them). To determine the gate count for this sub-circuit, we note that a Cuccaro adder operating on $r$ qubit inputs requires $2 r-1$ CCNOT gates, $5 r+1$ CNOT gates and $2 r$ X gates, and has a circuit depth of $2 r+6$ gates. For $r=1$, we improved the proposal by Cuccaro, realizing an adder (Figure 6b) requiring 1 CCNOT, 1 CNOT and 2 X gates with depth 4 . The number of layers of the adder tree circuit is $\log _{2}(r)$. In the $i$-th layer, $r /\left(2^{i}\right)$ adders are employed, leading to a total count of $\sum_{i=1}^{\log _{2}(r)} \frac{r}{2^{i}}=r-1$ adders. Therefore, we need exactly $\frac{r}{2}$ carry-in and $r-1$ carry-out ancillary qubits. Each adder of the $i$-th layer of the adder tree takes as input two distinct $i$-qubit strings. The overall number of gates required is given by $\sum_{i=1}^{\log _{2}(r)} \frac{r}{2^{i}} \operatorname{ADDER}$ _Cost $(i)$, where ADDER_Cost $(i)$ denotes the gate cost of an adder taking as inputs two $i$-qubit strings. Expanding the summation yields the gate-count in Table I. Since all the adder at the same level have identical depths and can be run in parallel, the overall depth is simply given by the sum of the depth of a single adder per each level. At level $i$, the result is stored on exactly $i+1$ qubits, as Cuccaro's design reuses the qubits of one of the operands to store part of the result. Hence, in the final stage, the final sum will be stored on a $\log _{2}(r)+1$ qubits register, denoted as hwreg.

At this point, we should check that hwreg contains the binary representation of $t$. To this end, we xor into the qubits of hwreg the boolean complement of the natural binary representation of $t$. This is done to ensure that, if a given state is such that Weight (syn) $=t$, then all the qubits contained in the hwreg register will become $|1\rangle$. In this way, they can be used as control qubits in the multi-controlled gate of the next stage. This operation is performed via a set of

X gates, as the number being added (at most $\log _{2}(r)+1$ if $t=0$ ) is smaller than $r$, and can thus be represented on the same number of qubits. We need therefore to use $\log _{2}(r)+1-\log _{2}(t)=\log _{2}(r / t)-1 \mathrm{X}$ gates to perform the xor. Thus, if the output of previous stage contains a state with the binary encoding of $t$, the basis state is transformed into a $\log _{2}(r)+1$ all-ones state contained in the hwreg register.
Step 5) Oracle phase flip As explained in Section II-C, we can apply a $\mathrm{C}^{p-1}(\mathrm{Z})$ to invert the phase of $\left|x^{*}\right\rangle$ in the oracle stage. We determine whether the basis state is $\left|x^{*}\right\rangle$ checking a collection of $p$ qubits, belonging to both $h$, as we need to check if its right $r \times r$ submatrix is an identity, and to hwreg, for the Hamming weight value check. Given the Gaussian elimination procedure, it is sufficient to test whether the right submatrix of $h$ has an all-one diagonal to test if it did succeed, in turn allowing us to test if the corresponding $r$ qubits are asserted. Thus, the $\mathrm{C}^{p-1}(\mathrm{Z})$ gate acts on $p=r+\log _{2}(r)+1$ qubits.

## C. Implementing our Grover diffusion operator

We recall from Section II-C that we implement Grover's diffusion operator $\mathrm{D}_{\text {our }}=2\left|\psi_{0}\right\rangle\left\langle\psi_{0}\right|-\mathrm{I}^{\otimes n}=\mathrm{P}^{\dagger}\left(2\left|0^{n}\right\rangle\left\langle 0^{n}\right|-\right.$ $\left.\mathrm{I}^{\otimes n}\right) \mathrm{P}$ realizing the $\left(2\left|0^{n}\right\rangle\left\langle 0^{n}\right|-\mathrm{I}^{\otimes n}\right)$ function with a multicontrolled Z gate, $\mathrm{C}^{n-1}(\mathrm{Z})$, acting on the $n$ qubits provided by our input state preparation subcircuit, with an X gate in front of each of its input qubits and another X gate following each of its output qubits. In our algorithm, those qubits are the $n$ qubits of the sel register. Since we have to apply an X gates before and after the multi-controlled phase flip gate, in this stage we need $2 n \mathrm{X}$ gates and a single $\mathrm{C}^{n-1}(\mathrm{Z})$ gate. We complete the implementation of $\mathrm{D}_{\text {our }}$ recalling that P corresponds in our case to the circuit for the preparation of the Dicke state on the sel register, which is computed twice: at the beginning of $D_{\text {our }}$ (in reverse) and at the end.

## IV. Functional and Security Assessment

We validated the functionality of the proposed quantum circuit testing each one of its components on the Atos Quantum Learning Machine [35] simulator. All the components were validated as functional, and are freely available at https: //github.com/paper-codes/2021-IQW.

## A. Evaluating the cryptanalytic effort on NIST post-quantum code based cryptosystems standardization candidates

We employ the gate counts obtained for our quantum ISD implementation to quantify the amount of computation required to solve ISD instances for cryptographic grade code parameters. In particular, we consider one parameter sets for each of the NIST security levels for both the Classic McEliece [36] cryptosystem, the finalist in the NIST Post quantum standardization effort among code based cryptosystems, and BIKE [37], one of the alternate candidates. The NIST security levels are defined as the computational effort to break one of the three AES variants, and therefore correspond to a computational effort of about $2^{128}$ (level 1), $2^{192}$ (level 3) or $2^{256}$ (level 5) AES encryptions.

In order to provide a quantification of the computational effort in terms of elementary gates, we require a translation

TABLE I
Number of required quantum gates as a function of the Prange ISD parameters for the different subcircuits. Except for the multi-controlled Z gates, all the figures of the Oracle phases should be multiplied by 2 to take into account the uncomputation STAGE. EACH MULTI-CONTROLLED Z, DENOTED AS $C^{m}(Z)$, INVOLVES $m+1$ QUBITS, $m$ OF WHICH ACTS AS CONTROLLERS AND ONE AS TARGET.

|  | State Preparation | Oracle |  |  |  |  | Diffusion |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cost metric | Dicke state | Data preparation | Pack columns | Gaussian elimination | Hamming weight compute and check | Amplitude flip |  |
| X CNOT CCNOT CSWAP $\mathrm{R}_{\mathrm{y}}$ $\mathrm{C}^{\log _{2}(r)+r}(\mathrm{Z})$ $\mathrm{C}^{n-1}(\mathrm{Z})$ | $\begin{gathered} r \\ 5 n r-5 r^{2}-2 n \\ 0 \\ 0 \\ 4 n r-4 r^{2}-2 n+1 \\ 0 \\ 0 \end{gathered}$ | $\frac{r+r n}{2}$ 0 0 0 0 0 0 | $\begin{gathered} 2(n-1) \log _{2}(n)\left(\log _{2}(n)-1\right) \\ 0 \\ (n-1) \log _{2}(n)\left(\log _{2}(n)-1\right) \\ (n-1) \log _{2}(n)\left(\log _{2}(n)-1\right)(r+1) \\ 0 \\ 0 \\ 0 \end{gathered}$ | $\begin{gathered} 2(r-1) \\ \frac{3}{2} r(r-1) \\ \frac{1}{6} r(r-1)(9 n-4 r+5) \\ 0 \\ 0 \\ 0 \\ 0 \end{gathered}$ | $\begin{gathered} 4 r-\log _{2}(r / t)-3 \\ \frac{9}{2} r-5 \log _{2}(r)-11 \\ 3 r-2 \log _{2}(r)-3 \\ 0 \\ 0 \\ 0 \\ 0 \end{gathered}$ | $\begin{aligned} & \hline 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 1 \\ & 0 \end{aligned}$ | $\begin{gathered} n+2 r \\ 10 n r-10 r^{2}-4 n \\ 0 \\ 0 \\ 8 n r-8 r^{2}-4 n+2 \\ 0 \\ 1 \end{gathered}$ |
| Depth | $\leq \frac{27 n r-12 n-27 r^{2}+3}{r-2}$ | 1 | $\log _{2}(n)\left(\log _{2}(n)+1\right)+r$ | $\leq \frac{1}{6} r(r-1)(9 n-4 r+5)$ | $\log _{2}^{2} r+7 \log _{2}(r)-4$ | 1 | $\leq \frac{27 n r-12 n-27 r^{2}+3}{r-2}$ |
| Qubits | $n$ | $r+r n$ | $(n-1) \log _{2}(n)\left(\log _{2}(n)-1\right)$ | $\frac{3}{2} r(r-1)$ | $r+\frac{r}{2}-1$ | 0 | 0 |

TABLE II
NUMBER OF GATES AND QUbITS REQUIRED BY OUR ISD CIRCUIT DESIGN COMPARED TO THE ASYMPTOTICAL ESTIMATES OF [19] FOR TWO CODE-BASED CRYPTOSYSTEMS: MCELIECE AND BIKE. WE REPORT THE OVERALL DEPTH OF THE CIRCUIT FOR OUR PROPOSAL

| Algorithm | AES <br> Equiv. | Code parameters |  |  | Grover <br> Iterations | Grover gates |  |  |  |  |  | Total gates | Asymp. gates | Total qubits | Asymp. qubits | Total depth |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $n$ | $k$ | $t$ |  | X | CNOT | CCNOT | CSWAP | RY | CZ |  |  |  |  |  |
| BIKE | 128 | 24,466 | 12,233 | 134 | $2^{68}$ | $2^{97}$ | $2^{99}$ | $2^{111}$ | $2^{105}$ | $2^{98}$ | $2^{69}$ | $2^{111}$ | $2^{112}$ | $2^{29}$ | $2^{30}$ | $2^{111}$ |
|  | 192 | 49,318 | 24,659 | 199 | $2^{100}$ | $2^{132}$ | $2^{133}$ | $2^{146}$ | $2^{139}$ | $2^{133}$ | $2^{101}$ | $2^{146}$ | $2^{148}$ | $2^{31}$ | $2^{32}$ | $2^{146}$ |
|  | 256 | 81,946 | 40, 973 | 264 | $2^{133}$ | $2^{166}$ | $2^{167}$ | $2^{181}$ | $2^{174}$ | $2^{166}$ | $2^{134}$ | $2^{181}$ | $2^{183}$ | $2^{32}$ | $2^{33}$ | $2^{181}$ |
| McEliece | 128 | 3,488 | 2,720 | 64 | $2^{72}$ | $2^{94}$ | $2^{96}$ | $2^{104}$ | $2^{101}$ | $2^{96}$ | $2^{73}$ | $2^{104}$ | $2^{108}$ | $2^{22}$ | $2^{24}$ | $2^{104}$ |
|  | 192 | 4,608 | 3, 360 | 96 | $2^{93}$ | $2^{116}$ | $2^{119}$ | $2^{127}$ | $2^{124}$ | $2^{118}$ | $2^{94}$ | $2^{127}$ | $2^{130}$ | $2^{23}$ | $2^{25}$ | $2^{127}$ |
|  | 256 | 8,192 | 6,528 | 128 | $2^{151}$ | $2^{175}$ | $2^{178}$ | $2^{186}$ | $2^{183}$ | $2^{177}$ | $2^{152}$ | $2^{186}$ | $2^{190}$ | $2^{24}$ | $2^{26}$ | $2^{186}$ |

of the $m$-controlled Z into a sequence of elementary gates. We chose the approach proposed in [38], which requires $m$ additional qubits and $2 m$ CCNOT, plus 1 CZ . While an alternate approach which does not require extra qubits was in [39], it requires $2^{m}-2$ CNOT gates and $2^{m}-1$ gates $\in S U(2)$. Given that the value of $m$ is in the hundreds for cryptographically relevant parameters, employing the approach of [39] would imply a significant cost increase.

A second parameter to set is the success probability of each execution of Grover's algorithm, as this in turn determines the number of its iterations. We choose to reach the probability closest to 1 to observe one of the $\left|x^{*}\right\rangle$ upon measurement. Indeed, having a probability close to $50 \%$ only halves the number of iterations, a factor that, given the total computational effort, does not have a huge impact on the overall figures.
Table II reports the number of gates, split by kind, and the number of qubits needed to build the ISD circuit according to our design, comparing them with the asymptotic results for the same algorithm presented in [19]. In [19], the author analyzes the feasibility of computing Prange's ISD on a quantum computer, reporting that it is expected to employ $n^{\mathcal{O}(1)}$ qubits, i.e, polynomial in $n$. Since this asymptotic bound does not allow to have a direct comparison, we assumed a sensible bound of $\mathcal{O}\left(n^{2}\right)$, as the method described in [19] represents the generator matrix of the code, and will also require, when concretized in a quantum circuit, ancillary qubits. The estimate for the number of gates in [19] is $\mathcal{O}\left(n^{3}\right)$ for a single Grover iteration. The number of iterations of Grover's algorithm is the same in both our realization and Bernstein's asymptotic
estimates. Indeed, our function has $\binom{n-t}{k}$ inputs satisfying the constraints of the ISD, out of $\binom{n}{r}$ possible column permutations selecting an $r \times r$. This in turn leads to a number of iterations equal to $\frac{\pi}{4} \sqrt{\binom{n}{r} / 0.2887\binom{n-t}{k}}$, considering the probability that the selected submatrix is non-singular.

We note that the asymptotic analysis in [19] does not consider the gate cost of the input preparation and diffusion stages in the gate counts. However, the preparation of the Dicke state, which is required to minimize the number of basis states fed to Grover's algorithm, and it is used also in the diffusion stage, is significantly more complex than the depth-1 stage of Hadamard gates required in the traditional version of Grover's algorithm. Also, the multi-controlled Z gate involved in the diffusion stage and its linear-depth decomposition in basic gates, requires a non-negligible amount of additional resources. The results in Table II allow us to state that the asymptotic estimates in [19] capture quite well the cost of computing concretely Prange's ISD on cryptographic grade parameters. However, we note that, despite the fact that [19] aims at providing a conservative estimate of the cost, not counting some required gates, our proposed realization is still smaller than the asymptotic estimates by a factor of $\approx 2^{4}$.

## B. Comparing computational efforts with breaking AES

Since the bar chosen by NIST to evaluate the cryptographic strength of post-quantum code based cryptosystems is the computational effort required to break AES finding its key via Grover-based key search, we now evaluate our solution, comparing it with the current state-of-the-art solutions.

TABLE III
SUMMARY OF THE COST OF TRANSLATING THE GATE SET EMPLOYED IN DESCRIBING OUR QUANTUM ISD IN CLIFFORD+T GATES

| Gate to <br> translate |  <br> H | no. of gates for translation <br> CNOT | Equivalent <br> T-depth |  |
| :---: | :---: | :---: | :---: | :---: |
| X | 2 | 0 | 4 | 4 |
| CCNOT | 2 | 7 | 7 | 3 |
| CSWAP | 2 | 8 | 7 | 4 |
| CZ | 2 | 1 | 0 | 0 |

To this end, we need to express our solution in terms of the widely used Clifford+T gate set, defined by $\{\mathrm{H}, \mathrm{CNOT}, \mathrm{T} \equiv$ $\sqrt[4]{Z}\}$. The choice of this set of gates is justified by the fact that it can be efficiently implemented in a fault-tolerant manner [38], [40], and was thus adopted in the current state-of-the-art quantum AES implementation [9]. Among the gates in the Clifford+T set, T gates require extensively more resources to be implemented in a fault-tolerant fashion [41]. Common metrics for quantum circuit costs are the number of employed T gates and the so called T -depth, i.e., number of sequential stages in the circuit involving $T$ gates. An additional measure used proposed in [25] is the product of the number of qubits times the depth of the circuit. This measure is intended to capture the computational effort if identity operators have to be applied when no gate acts on a qubit in a given instant.
We thus translate all the gates required in our solution as per Table I into combinations of Clifford+T gates. Table III reports the costs and T-depth of each one of such translations, for elementary gates. The only gate among the one employed by us for which there is no straightforward translation into a Clifford+T gate combination is the $\mathrm{R}_{\mathrm{y}}$ gate, as it acts on a continuum. To this end, we consider the fact that an $\mathrm{R}_{\mathrm{y}}$ gate can be expressed as a combination of 2 H gates, 4 T gates and a $\mathrm{R}_{\mathrm{z}}$ gate [42], namely $\mathrm{R}_{\mathrm{y}}(\theta)=\operatorname{TTHR}_{\mathrm{z}}(\theta) \mathrm{HT}^{\dagger} \mathrm{T}^{\dagger}$.

Different algorithms were proposed to synthesize $R_{z}$ gate up to an arbitrary precision $\epsilon$, trying to optimize the number of T , based on the consideration that T gate requires extensively more resources than any of the Clifford gates. In [42], the authors proposed an exact synthesis algorithm and showed how, on average, $3.067 \log _{2}(1 / \epsilon)-4.322 \mathrm{~T}$ are required to achieve a given quality of approximation. An $\epsilon=10^{-15}$, a value sufficient for most applications [42], gives us a T-count of $\approx 149$ that, added to the previously shown decomposition, gives us a $T$-count of $\approx 153$ for a single $\mathrm{R}_{\mathrm{y}}$.

Table IV reports a comparison of the results between our approach, after translating all gates in the Clifford+T set, and a Grover based AES key search employing the state-of-the-art design in [9]. Since [9] only proposes a design for a quantum circuit implementing AES, we computed the cost of an entire Grover based AES key search circuit following the state-of-the-art design in [10]. To do so, we considered that the number of AES circuits required for the Grover oracle finding its key is 2, 2 and 3 for AES-128, $-192,-256$ respectively, and each one of them needs to be uncomputed, effectively doubling its gate count. Finally, the Grover oracle also needs a multicontrolled X gate, with the number of controls depending on the number of outputs of each AES box. For this reason, we need a $\mathrm{C}^{128 \times 2}(\mathrm{X})$ gate, a $\mathrm{C}^{192 \times 2}(\mathrm{X})$ gate and a $\mathrm{C}^{256 \times 3}(\mathrm{X})$

TABLE IV
Computational effort required to break aes via Grover-based KEY SEARCH USING THE AES IMPLEMENTATION IN [9] COMPARED TO THE COMPUTATIONAL EFFORT TO SOLVE THE ISD PROBLEM ON CLASSIC McEliece and BIKE with our ISD implementation.

| Sec. Level | Primitive | Qubits | T-Count | T-Depth | Depth-Qubits |
| :---: | :---: | :---: | :---: | :---: | :---: |
| AES-128 | AES [9] | $2^{10}$ | $2^{82}$ | $2^{77}$ | $2^{88}$ |
|  | BIKE | $2^{28}$ | $2^{182}$ | $2^{110}$ | $2^{138}$ |
|  | McEliece | $2^{21}$ | $2^{180}$ | $2^{103}$ | $2^{124}$ |
| AES-192 | AES [9] | $2^{11}$ | $2^{114}$ | $2^{109}$ | $2^{120}$ |
|  | BIKE | $2^{30}$ | $2^{251}$ | $2^{145}$ | $2^{176}$ |
|  | McEliece | $2^{23}$ | $2^{224}$ | $2^{126}$ | $2^{149}$ |
| AES-256 | AES [9] | $2^{12}$ | $2^{147}$ | $2^{141}$ | $2^{153}$ |
|  | BIKE | $2^{32}$ | $2^{318}$ | $2^{180}$ | $2^{212}$ |
|  | McEliece | $2^{24}$ | $2^{341}$ | $2^{185}$ | $2^{209}$ |

gate for AES-128, $-192,-256$, respectively. By using the same decomposition shown in IV-A, we need an additional number of qubits equal to 256,384 and 768 for the three AES key size. We report that [9] use a different definition of T-depth: they consider the T-depth to be the depth of the CCNOT gates. We adapted their definition to the T-depth definition given before, hence simply multiplying their depth by 3 .

We observe from our results that both Classic McEliece and BIKE require considerably more effort to be broken than the corresponding symmetric ciphers employed as a gauge of their security level. These results indicate that, with respect to an attack conducted with our implementation of Prange's ISD, the choices made by the proposers of Classic McEliece and BIKE are strongly conservative in terms of security.

## V. Concluding Remarks

We presented a fully-detailed quantum circuit to speed up the execution of Prange's variant of ISD, together with detailed figures for the width, depth and gate size. We translated our generic gate set into the widely-employed Clifford+T gate set, the most promising choice for fault-tolerant computation, providing figures for the T-count and T-depth of our implementation. Our proposal shows how the NIST finalist cryptoscheme parameters are overdesigned with respect to the security margins required by NIST. In implementing our circuit, we proposed quantum circuits to compute matrix column permutations, the Hamming weight of a qubit string, and a Gaussian elimination of a binary matrix which may be of independent interest.

An interesting future research direction is to investigate the quantum efficiency of algorithmic improvements to Prange's ISD, evaluating approaches such as the one by Lee and Brickell, for which a partial accelerator is proposed in [43]. In particular, we note that our approach to Gaussian elimination is readily adapted to any prime field replacing the additions over $\mathbb{F}_{2}$ with additions over $\mathbb{F}_{p}$ such as the one described in [17].

To conclude, we highlight that our algorithm solves a general combinatorial problem, and it can be seen as a binary constraint satisfaction problem.
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