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Abstract—Acoustic imaging is powerful in collecting spatial
information of acoustic sources into a visual representation. In
this paper, we focus on the analysis of the exterior acoustic field
captured by a circular array of microphones. With a proper
parametrization based on angles, we map the directions of
arrival of sources as a function of the microphone locations, thus
obtaining an acoustic image called “angular space”. Therefore, we
introduce a linear transform to enable analysis and synthesis op-
erations for mapping the microphone pressures onto the angular
space using local space-time Fourier analysis. We prove the ability
of this representation to combine global information coming from
multiple arrays in a single acoustic image that can be processed
and manipulated. Examples of source localization applications in
simulated and measured scenarios show the effectiveness of the
proposed method obtaining results comparable with state-of-the-
art methods.

Index Terms—acoustic imaging, circular arrays, soundfield
analysis, source localization.

I. INTRODUCTION

THE problem of analyzing and reconstructing the sound
field through acquisitions by multiple microphones has

been widely studied in the literature. The ever-evolving trends
in immersive multimedia communication have triggered a
rapid evolution of computational acoustics, from the early
solutions of spatial audio processing and rendering to the
emerging paradigms of interactive extended reality [1]. Nowa-
days, indeed, sound field analysis and processing play a
crucial role for the signal processing community which aims to
develop new models and flexible representations to efficiently
manipulate acoustic scenes. [2], [3].

An interesting approach to the analysis of the acoustic
features is represented by acoustic imaging, which refers to
a class of methods aiming at “visualizing” the sound. Such
techniques are able to encode the acoustic properties into
suitable visual representations, which can be easily manip-
ulated to understand the interactions between different entities
of the environment [4], [5]. In the context of real-world
sound fields, acoustic imaging is powerful in collecting spatial
information of acoustic sources, e.g., for source localization,
radiation pattern estimation, and signal extraction applica-
tions [6]–[9]. These tasks require the adoption of microphone
sensors arranged in clusters or arrays to analyze the directional
components of the acoustic wave field [10], [11].

The geometry of the microphone array plays an important
role in the formulation of the processing algorithms and it
tends to rely on strong modeling assumptions that might
limit the accuracy and flexibility of such solutions in specific
applications. Moreover, depending on the relative positions

between the acoustic sources and the microphone sensors, we
can broadly classify the analysis into two different acoustic
conditions, which imply the use of different assumptions: near
field or far field [12]. In far field conditions, the emitter can be
considered as a point source and the wavefront that impinges
the receiver can be considered as planar. Therefore, in this
case, the plane-wave decomposition is typically adopted to
describe the sound field [10], [13], [14]. On the contrary,
when the source is close enough to the receiver, the phase
differences and the presence of evanescent waves have to
be included in the model to properly capture all the sound
field components [12], [15], [16]. However, in [17], authors
represented sound fields produced by nearby sources with far-
field components, thanks to the definition of the directional
plenacoustic function [18], [19] that maps acoustic rays cap-
tured by a linear array onto the “ray space” domain using a
non-linear parametrization.

Authors in [20] introduced the Ray Space Transform (RST)
by exploiting the idea of estimating the sound field image
with multiple beamforming operations performed on sub-
arrays of Uniform Linear Arrays (ULAs). In particular, the
RST and its inverse counterpart are efficient in representing
spatial information of acoustic primitives such as sources and
reflectors. However, with the RST framework, expanding the
description of acoustic information captured with multiple
microphone arrays requires an increase in the number of
parameters, even for the analysis of 2D scenarios [7], [21],
[22]. Moreover, the combination of local ray space images
computed by distributed ULAs entails complex projection
and interpolation operations [8], [23], thus increasing the
computational complexity and reducing the interpretability of
the acoustic image [22].

In many applications, the use of different microphone array
geometries is beneficial for the analysis of acoustic fields. In
scenarios where the sources are placed in a predefined closed
region, such as in conference meetings or teams working inside
an office, circular arrays are particularly useful in capturing
spatial cues of the wavefronts [24]. In this context, Spherical
Harmonics (SH) provides an alternative solution to describe
the sound field with a compact set of basis functions [25]–
[27]. However, available techniques [28]–[31] usually rely on
a large number of high-order microphones (HOMs) and high
computational power in order to fulfill the necessary spatial
sampling requirements [32].

In this manuscript, we propose an acoustic imaging ap-
proach for the 2D sound field analysis using microphone
arrays arranged in a circular geometry. In particular, we aim
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to represent the spatial information of acoustic entities of
the exterior sound field surrounded by a circular array in
a single complex-value 2D map. Therefore, we defined a
parametrization that maps multiple beamforming operations
computed in the Euclidean space for multiple observation
windows of the circular array. The devised parametrization
consists of two angles: the angle of each sub-portion of the
circular array with respect to a predefined reference angle, and
the local steering directions of the beamformer with respect
to the specific observation window. For this reason, we called
the devised representation as “angular space”. For mapping
the sound pressure acquired by the circular array onto the
angular space, we defined analysis and synthesis operators as
Angular Space Transform (AST) and its inverse counterpart
(iAST). This transform follows a similar methodology as the
RST, which utilized discrete Gabor frames [33], [34] in the
space-time domain to effectively decompose the sound field
onto a basis of wave field functions.

We validate the AST-based sound field representation by ap-
plying it to source localization and comparing its performance
to the state-of-the-art SRP-PHAT algorithm [35], [36]. Our
method achieves comparable localization accuracy to SRP-
PHAT while also providing a full description of the sound field
that can facilitate further audio processing tasks. Moreover, we
present the application of the AST on source localization even
in scenarios with variable reverberation time and sensor noise
levels. We show the flexibility of the proposed approach to
combine the spatial information of multiple arrays in the same
angular space without increasing the number of parameters and
complexity like previous imaging techniques [8], [22]. Finally,
we performed acoustic measurements in a semianechoic room
using four ULA placed along the circumference of a virtual
circular array to prove the ability of the devised model to
analyze the sound field in practical scenarios.

It is worth noticing that the main objective of this work
is to represent the spatial information of acoustic entities of
the exterior sound field surrounded by a circular array in a
compact and unique complex-valued 2D map. Moreover, the
devised model overcomes the limitations of previous acoustic
imaging techniques by combining the local features captured
from multiple and different positions in a single acoustic image
that can be directly exploited. Nevertheless, this manuscript
serves as an initial proof of concept for devised AST, and
we plan to implement further applications in the context of
multi-zone speech separation and dereverberation, where we
envision the potentiality of the angular space.

The rest of the paper is organized as follows. Sec. II
provides the signal model and the background of the plena-
coustic function. The definition of the setup along with the
analytical parametrization and the AST formulation is pre-
sented in Sec. III. In Sec. IV simulated experiment for source
localization applications of AST are presented. Experimental
measurement scenarios using distributed arrays are reported in
Sec. V. Finally, Sec. VI draws some conclusions and future
works.

II. SIGNAL MODEL AND BACKGROUND

A. Notation

• Scalars are denoted by lowercase letters, column vectors
by bold lowercase letters, and matrices by bold uppercase
letters.

• Superscripts (·)T , (·)∗, and (·)H denote transposition,
conjugation, and conjugate transposition, respectively.

• ⟨·, ·⟩ denotes inner product.
• j is the imaginary unit (j =

√
−1).

• [A]i,w is the element in row i and column w of the matrix
A.

• E{·} is the expectation operator.
• Azimuth angles ∈ [0, 2π) are measured counter-

clockwise from the x-axis.
• | · | and || · || denote absolute value and Euclidean norm,

respectively.

B. Signal Model

Consider a microphone array of M microphones located at
the spatial coordinate rm, m = 1, · · · ,M , and an acoustic
source located at rs. Let h(rm|rs;ω) be the acoustic transfer
function between the source and the mth microphone, with ω
being the angular frequency. Then the sound pressure received
at the microphone can be expressed in frequency-domain as

p(rm, ω) = h(rm|rs;ω)s(ω) + n(rm, ω), (1)

where s(ω) is the source signal and n(rm, ω) is the additive
sensor noise of zero mean and variance σ2

n. Following (1), the
output of the microphone array can be modeled as

p(ω) = h(ω)s(ω) + n(ω), (2)

where

p(ω) = [p(r1, ω), · · · , p(rM , ω)]T ∈ CM×1, (3)

h(ω) = [h(r1|rs;ω), · · · , h(rM |rs;ω)]T ∈ CM×1, (4)

and
n(ω) = [n(r1, ω), · · · , n(rM , ω)]T ∈ CM×1 (5)

with a covariance matrix σ2
nIM , where IM is the identity

matrix of size M ×M .
The AST formulation outlined in Sec. III primarily deals

with the deterministic term h(ω)s(ω) of the signal model in
(2). The stochastic noise term n(ω) will be accounted and an-
alyzed in the context of specific applications and experiments
in Sections IV and V.

C. Directional Plenacoustic Function

According to the plane-wave decomposition principle [12],
the sound field impinging on the mth sensor in (1) can be well
approximated as a superposition of plane-waves ej⟨kθ,r⟩ prop-
agating in all possible directions θ, where kθ = [kx, ky]

T =
ω/c[cos(θ), sin(θ)]T is the wavenumber vector, with c being
the speed of sound. Let P (θ, ω) be the Herglotz Density
function [37, p. 74] that characterizes the spatial spectrum
with amplitude and phase of each plane-wave component.
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Therefore, we can represent the incident pressure in the point
r as [12]

p(r, ω) =
1

2π

∫ 2π

0

P (θ, ω)ej⟨kθ,r⟩dθ. (6)

The integrand of (6) given by

φ(r, θ, ω) = ej⟨kθ,r⟩P (θ, ω) (7)

is called the Directional Plenacoustic Function [22]. It defines
the sound field in terms of acoustic radiance in every direction
at every point in space. The term P (θ, ω), and thus φ(r, θ, ω),
can be estimated through beamforming operations [13], [17],
[20], [22], [38] performed on microphone array signals.

In [20], the φ(r, θ, ω) function was mapped onto the “ray
space” domain, which is a parameter space that describes
the sound field using linear patterns. The process involved
transforming the microphone array signals through short-
space Fourier transform with discrete Gabor frames, called
Ray Space Transform (RST), resulting in coefficients that are
parameterized in the ray space for sound field imaging. This
approach overcame resolution issues and extended the validity
of far-field assumptions [20]. The transformation facilitated the
use of pattern-analysis techniques for different spatial sound
analysis and manipulation tasks, such as source localization,
source separation, and sound field reconstruction. However,
the RST formulation is based on a linear observation window
or aperture obtained through microphone arrays of linear
geometry. Moreover, the adaptation of RST to represent global
spatial information acquired by multiple and distributed linear
arrays requires a more complex framework based on projective
ray space and an additional number of parameters [22].

In Sec. III, we introduce a different approach for plenacous-
tic imaging adapted to circular microphone arrays. The micro-
phone array processing follows a similar methodology as [20],
but the plenacoustic function φ(r, θ, ω) will be parameterized
based on an analytical formula that maps the acoustic scene
geometry to a new angular parameter space, referred to as
angular space, defined by the circular observation window.

Note that this paper focuses on 2D geometries, where the
microphone arrays and sound sources in the scene are situated
on the same plane, allowing for a simpler and more practical
implementation while still providing results for various appli-
cations. It serves as a foundation for future exploration in 3D
sound field imaging.

III. DOA MAPPING WITH CIRCULAR ARRAY

This section presents the parametrization and the operations
to map the DOAs of a circular microphone array to represent
the exterior sound field in terms of plenacoustic functions. The
computed acoustic image, called angular space, is established
based on an analytical relation between the acoustic scene
geometry and the steering angles of the circular observation
window. Similar to RST formulation [20], plenacoustic image
is generated by dividing the microphone array into sub-arrays
and then estimating the amplitudes of the directional compo-
nents for each sub-array through beamforming, thus having
the proposed Angular Space Transform (AST). Unlike the

O
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R ϕm

ρs

ϕs

α

β

Fig. 1: Circular aperture of radius R centered at origin O de-
picting an observation point (black dot) at the polar coordinate
(R,ϕm) and a sound source (red square) located at (ρs, ϕs).

linear patterns in RST, representing the beamformer outputs
in angular space results in mapping the acoustic primitives as
sinusoidal patterns.

A. Circular array setup

Consider a pressure-sensitive circular aperture of radius R
centered at origin O with M microphones as depicted in Fig. 1.

Each sensor is located at the polar coordinate (R,ϕm),
where ϕm ∈ [0, 2π) with respect to a reference axis for
m = 1, · · · ,M with a uniform microphone spacing d = Rϕ̄m,
where ϕ̄m = 2π/M . Moreover, the circular array captures the
sound pressure generated by a point source located at (ρs, ϕs).

In this work, we consider only a source located inside the
aperture, i.e., ρs ≤ R, despite the generalization to the region
outside the circle is possible.

B. Analytical mapping

In order to map the Euclidean space to the angular space,
we establish an analytical relation that expresses the DOAs
of a point source in (ρs, ϕs) as a function of the observation
point Q in the circular aperture placed in (R,ϕm).

Consider the geometric constructions illustrated in Fig. 1,
particularly the triangle QOS formed between the observation
point Q, the reference O, and the source S, respectively.
Moreover, let OH be perpendicular with respect to QS. As
per the trigonometric properties, the altitude line segment OH
holds the following relations

OH = R sin(α), (8a)

OH = ρs sin(β), (8b)

where β = π − α− γ with γ = ϕs − ϕm.
Equating the right-hand sides of (8) and applying the sine

sum formula, we get

R sin(α) = ρs sin(π − α− γ) = ρs sin(α+ γ) (9a)

= ρs sin(α)

(
cos(γ) +

cos(α)

sin(α)
sin(γ)

)
, (9b)

leading to

R = ρs cos(γ) + ρs cot(α) sin(γ). (10)
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Fig. 2: Mapping relation examples between the Euclidean
space (left) and the angular space (right). The two point S
are expressed in polar coordinates and observed in Q.

From (10) and fixing the radius R of the circular array, we
can deduce the expression for the angle ᾱ under which the
source in (ρs, ϕs) is seen from the microphone in ϕm as

ᾱ(ϕm, ρs, ϕs) = cot−1

(
R− ρs cos(γ)

ρs sin(γ)

)
. (11)

Moreover, let Γ(ρs, ϕs) be the function that maps source S in
(11), defined as

Γ : [0, R]× [0, 2π) → (−π
2
,
π

2
);

(ρs, ϕs) 7→ Γ(ρs, ϕs) = ᾱ(ϕm|ρs, ϕs).
(12)

In Fig. 2, we report two examples of the analytical mapping
between a point source in the Euclidean space (Fig. 2a and
2c) and the angular space (Fig. 2b and 2d respectively) using
Eq. (11).

The point S in the Euclidean space is mapped in the angular
space as Γ(ρs, ϕs), resulting in a curve with sinusoidal-like
shape. It is worth noticing that the position of S is related
to Γ(ρs, ϕs). In particular, the source distance ρs from the
origin O is mapped on the width of Γ as a function of α,
whereas the angle position ϕs implies a phase shift of Γ with
respect to ϕm. Indeed, by inspecting the examples in Fig. 2,
we can observe that the closer the source is to the center O,
the more the corresponding curve Γ(ρs, ϕs) tends to Γ = 0.
This represents an extreme case where the source is seen under
the same angle from each microphone.

C. Angular Space Transform (AST)

To define the AST, let us consider a uniform grid to sample
the angular space formed by (α, ϕq), where α ∈ (−π/2, π/2)
represents the steering directions of beamforming operations

of local sub-arrays and ϕq ∈ [0, 2π) represents the observation
angle for the AST. The two axes are sampled in αw and ϕiq
points, with w = 0, · · · ,W − 1 and i = 0, · · · , I − 1, where
I and W represent the number of samples on the ϕq and α
axes, respectively.

Analogous to the RST approach in [20], the AST can be
formulated as a form of stacked beamforming performed in the
angular space. This process entails applying a spatial window
centered in I sub-arrays to perform local Fourier transforms
using the Gabor expansion [34] on the aperture data p(ϕm, ω),
followed by gathering the W beamforming outputs steered to
each αw.

To perform the local Fourier analysis, we use a Gaussian
spatial window of the form

ψ(q) = e−π q2

σ2 , σ ∈ R, (13)

where σ controls the width of the Gaussian window. Therefore,
the AST can then be formulated in the discrete domain as

[Z]i,w(ω) = d

M∑
m=1

p(ϕm, ω)e
−j⟨kαw ,rm⟩e−π

(ϕm−ϕi
q)2

σ2 , (14)

where kαw = ω/c[cos(αw), sin(αw)]
T and rm =

R[cos(ϕm), sin(ϕm)]T are the 2D Cartesian coordinates of
the wavenumber vector and observation point at the mth

microphone, respectively, and d the microphone spacing.
By introducing the matrix Ψ(ω) ∈ CM×IW given by

[Ψ]m,i+wI+1 = ej⟨kαw ,rm⟩e−π
(ϕm−ϕi

q)2

σ2 d, (15)

we can conveniently write the discrete AST in (14) in matrix
form as

z = ΨHp, (16)

where the vector z ∈ CIW×1 is formed from the elements of
Z according to

[z]i+wI+1 = [Z]i,w. (17)

We can reconstruct the sound field through inverse Angular
Space Transform (iAST), which involves performing the local
inverse Fourier transform of the angular space coefficients.
For this purpose, we utilize the canonical dual matrix [39]
Ψ̃ ∈ CIW×M corresponding to the pseudo-inverse of Ψ given
by

Ψ̃ =
(
ΨHΨ

)−1
ΨH . (18)

The inverse Angular Space Transform can be expressed using
the properties of dual frames [39] as

p̂ = Ψ̃Hz. (19)

To achieve perfect reconstruction, Ψ should be either com-
plete or over-complete, i.e., IW ≥ M . In practice, the
condition of over-completeness is favored for its flexibility in
choosing dual matrices to Ψ, which can guarantee a canonical
dual with the minimum norm of the coefficients.

An example of the resulting AST considering the setup
in Fig. 2a is depicted in Fig. 3. It is based on a single
frequency point source signal computed at 1000Hz in free
field condition, considering a Signal-to-Noise Ratio (SNR) of
60 dB in the received signal as per (2). We can evidently see
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Fig. 3: Magnitude (left) and phase (right) of the AST related
to the setup example of Fig. 2a with rs1 = (0.707m, 225◦)

the similarity between the Γ(ρs, ϕs) curve in Fig. 2b and the
magnitude peaks of |Z| in Fig. 3a. Additionally, |Z| exhibit
maximum magnitude when ϕq is close to ϕs, particularly at
α = 0. This is expected as the beamformer is directly inline
with the source and array center.

Fig. 3b shows the phase information of the AST, which
depends on the relative position between the source and the
sub-array centers. We can see symmetry in the phase pattern
around the source angle ϕs = 225◦ for α = 0, whereas at its
supplementary angle the adjacent microphones are impinged
with a similar phase, resulting in a larger pattern around ϕq =
45◦.

IV. EXAMPLES OF APPLICATION

One of the most relevant problems in the literature on sound
field analysis is the localization of acoustic sources. In this
section, we demonstrate some applications of AST to address
this problem.

Mathematical solutions using the AST are presented to
localize wideband signals. Moreover, the flexibility of the AST
representation is emphasized by considering the case of dis-
tributed arrays. Finally, we provide comparison of localization
performance between the AST and SRP-PHAT [36] methods
for different reverberation and noise conditions.

A. Source Localization

Given the setup presented in Sec. III-A, we emulate a
wideband source s(ω) with a white noise signal with zero
mean and variance σ2

s = 1. From the acoustic image provided
by the AST (14), we aim to estimate the source position
represented by the polar coordinate r̂s = (ρ̂s, ϕ̂s).

Similar to the wideband DOA estimation proposed in [40],
we employ the geometric mean to average the magnitude of

angular space coefficients |Z(ωa)| across discrete temporal
frequencies ωa. As a matter of fact, the geometric mean is
based upon the product operation where the lower frequencies
remove any sidelobes of the beamformer, while the higher
frequencies narrow the beamwidth and hence give better
overall resolution [40]. Therefore, we define the wideband
magnitude of AST as

Z =

(
A∏

a=1

E{|Z(ωa)|}
)1/A

, Z ∈ RI×W , (20)

where A is the number of considered frequency bins and the
expectation is approximated by an average over J time frames
as given by

E{|Z(ωa)|} ≈ 1

J

J−1∑
j=0

Z(j)(ωa), (21)

where Z(j)(ωa) are the angular space coefficients computed
at the jth time frame.

From the wideband magnitude coefficients Z (20), we can
perform point-wise localization through a pattern-matching
algorithm. The first step consists of a peak picking pro-
cess applied to Z . For each row Zi, the maximum peak
is identified at α̂i, retrieving the overall vector of maxima
α̂ = [α̂0, · · · , α̂I−1]

T . Notice that the curve traced by α̂
in the angular space represents the source location based on
its correspondence to the Γ function (12). Therefore, in the
second step, source position estimate r̂s can be computed by
solving a minimization problem between the computed α̂ and
the analytical expression of the point source (11), namely

(ρ̂s, ϕ̂s) = arg min
ρs,ϕs

||α̂− Γ(ρs, ϕs)||2. (22)

We solved the ℓ2 problem (22) with a gradient-based
optimization consisting of a minimum constrained nonlinear
multivariable function such that ρ̂s ∈ [0, R) and ϕ̂s ∈ [0, 2π).

In Fig. 4, we report an example of source localization
application. We simulated a white noise point source signal
with SNR = 60dB in an anechoic room (i.e. T60 = 0 s)
with dimensions 6 × 8 × 3 meters, recorded by M = 40
microphones placed on a circular array with R = 1m.
Considering the center of the circular array as the origin
of the Cartesian coordinate system, the source is placed at
rs = (ρs, ϕs) = (0.4m, 100◦).

The wideband magnitude Z (20) of the sound field has been
computed by considering a short-time analysis on the micro-
phone signal (2). In particular, we applied a 512 point STFT
with 32ms of Hamming window, 50% overlap and 8 kHz
of sampling frequency. We computed the L2 minimization
algorithm (22) estimating r̂s at (ρ̂s, ϕ̂s) = (0.429m, 100.57◦),
hence with an error distance of ||rs − r̂s|| = 0.029m.

It is worth noticing that harmonics-based soundfield analysis
approaches using circular microphone arrays face numerical
instabilities, i.e., the forbidden frequency problem [41]–[43].
Nevertheless, the presented application of AST for source
localization circumvents this problem using wideband pro-
cessing (20). Furthermore, in the next section, we show the

This article has been accepted for publication in IEEE/ACM Transactions on Audio, Speech and Language Processing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TASLP.2024.3369533

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



JOURNAL OF LATEX CLASS FILES, VOL. 31, JUNE 2023 6

−1 0 1

−1

0

1

O

x [m]

y
[m

]

rm rs r̂s

−90−45 0 45 90
0

45

90

135

180

225

270

315

360

α [deg]

ϕ
q
[d
eg
]

Z

0

0.5

1

(a)

(b)

Fig. 4: Localization example for a wideband source signal.
(a) shows the setup in the Euclidean space with a circular
array of M = 40 microphones and R = 1m along with the
ground truth rs = (0.4m, 100◦) and the estimate r̂s of source
position. The wideband AST Z is depicted in (b) along with
the analytical mapping relation Γ(rs) represented with a red
dashed line.

potentiality of AST to work with multiple linear arrays where
the constraints traditionally associated with the forbidden
frequency problem are not applicable. Therefore, potential
concerns in the narrowband application of AST using circular
arrays will be investigated in future works.

B. Discontinuous circular arrays for localization

The proposed AST enables the simultaneous use of discon-
tinuous circular microphone array to observe the same acoustic
scene from multiple locations.

Microphones placed along the circumference of a circle with
a radius R can be considered as multiple arrays arranged in
an arc shape. The transform matrix (15) can also be used
for distributed arc arrays that share the same radius R from
a common origin reference. This requirement enables the
application of the devised analytical model (11) to represent
the spatial recordings in a unified encoded representation.
Hence, the acoustic scene, as captured by different arc circle,
can be analyzed through the AST (14) in a single angular
space image without increasing the number of parameters.

Fig. 5a shows an example of discontinuous setup with three
arrays and a source located at rs = (ρs, ϕs) = (0.55m, 320◦).
Each array is composed of 5 microphones with ϕ̄m = 9◦

and the central microphones of each array are at 18◦, 162◦,
and 270◦ azimuth angles, respectively. Therefore, the resulting
AST depicted in Fig. 5b stacks the output of the wideband
extension of three different arrays using (15).

Notice that the location of the maxima of the wideband AST
magnitude Z and the analytical function match in the angular
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Fig. 5: Discontinuous circular array example for a wideband
source signal. (a) shows the setup with three 5-microphone
arc-shaped arrays of radius R = 1m and a source at
rs = (0.55m, 320◦). (b) shows the combined wideband AST
Z along with the analytical mapping Γ(rs) represented with
a dotted black line and the mapping regions used in the
minimization algorithm (22) emphasized as dashed red line.

space. Hence, the localization procedure can be applied for the
valid Γ(ρs, ϕs). Using (22), we computed an estimate of the
source position with an error distance of ||rs−r̂s|| = 0.058m.

It is worth noticing that by approximating the arc of the
circumference with a segment, it is possible to combine the
measurements of multiple distributed ULAs into a single
acoustic image by applying the AST . Experimental measure-
ments are reported in Sec. V to assess the robustness of the
proposed framework.

C. Towards real scenarios

In order to assess the performance of the devised acoustic
imaging approach, we simulated different acoustic situations
compatible with real scenarios.

We performed an analysis of localization errors at 13
different levels of reverberation time and thermal noise at the
microphones. Therefore, we considered a room with dimen-
sions 6×8×3 meters, T60 ∈ [0.25, 3.25]s with a step of 0.25 s,
and SNR ∈ [0, 60]dB with a step of 5 dB.

For the analysis with respect to the reverberation time, we
fixed the SNR to 60 dB. The analysis of localization error as
function of SNR was performed with T60 = 0.5 s.

For each configuration of SNR and T60, we computed the
RIRs through the Image Source Method (ISM) [44], [45] of
10 sources randomly placed inside a circular array with radius
R = 1 and at the same elevations of the M = 40 microphones.
Notice that, the formulation of AST has been derived for
a general 3D sound field propagation. Nevertheless, in this
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Fig. 7: Localization error between ASP and SRP-PHAT as
function of SNR with T60 = 0.5 s fixed.

preliminary study we analyze its applications in the specific
case where the microphones and the sources lie on the same
plane. From the computed wideband AST (20), we estimated
each source position and we averaged the error distance for
each source, namely ||rs − r̂s||.

In order to assess the performance of the devised approach
with a state-of-the-art method, we compared the localization
errors with the SRP-PHAT algorithm [35], [36]. Results high-
light that both methods are robust for different reverberation
and noise conditions. In particular, localization error as a
function of T60 for the AST and SRP-PHAT are stable around
the average values of 1.17 cm and 0.19 cm, respectively,
as depicted in Fig. 6. Moreover, inspecting Fig. 7 we can
notice that the two methods achieve a constant trend for the
localization error also by varying the SNR at the microphones.
In particular, we obtained an average value of 2.16 cm and
0.18 cm for the localization error of the AST and SRP-PHAT,
respectively.

Differently from the SRP-PHAT, the devised method is
more affected by the noise at the microphone rather than the
reverberation time. However, we can notice that AST reaches
good performance inline with SRP-PHAT with a difference
in localization error of 0.98 cm and 1.98 cm varying T60 and
SNR, respectively.

V. EXPERIMENTS

In this section, we present the applications of AST in an
experimental scenario. We employed ULA microphones in
order to assess the localization robustness of the devised model
with respect to linearization of the microphone arrays and
the SRP-PHAT algorithm, thus proving to be compatible with
more practical setups.

Fig. 8: Equipment used for the experimental scenario in the
semi-anechoic room at Politecnico di Milano.

A. Setup

The acquisitions have been conducted in a semi-anechoic
room at the Cremona campus of the Politecnico di Milano.
The dimensions of the room are 3.64 × 6.22 × 3.84 meters
with measurement error of ±0.01m, measured reverberation
time T60 ≈ 0.08 s and temperature of 18 ◦C.

Fig. 8 shows the equipment used for the experimental
scenario. Two Yamaha MSP31 loudspeakers have been used
as sound sources placed at elevation zm = 1.08m± 0.01m.

Measurements have been performed with 4 eSticks [46]
arrays connected through ethernet port and synchronized
using Dante™ 2 protocol. Each eStick is a ULA consisting
of 16 MEMS microphones arranged in a rigid structure
with d = 3 cm of linear spacing. The elevation of the
sensors was fixed to zm = 1.08m± 0.01m from the ground
with each eStick placed tangentially on a circumference
with R = 1.58m. In addition, we placed an omnidirectional
Beyerdynamic MM13 microphone in the center of the circle in
order to relate both the positions of microphones and sources
to the circular array. Notice that this microphone is not used in
the localization process, but only for preliminary calibration
purposes. Notice that, the adopted setup considers sources
and linear arrays placed on the same plane. Although the
microphone sensors capture 3D components of the acoustic
propagation, they do not analyze the height dependency of the
sound field. Therefore, we show the application of the devised
method in the context of source localization by focusing on
the horizontal plane where sources and microphones lie.

a) Calibration: a proper calibration phase has been
performed in order to retrieve the actual locations of the
eStick arrays and the ground truth positions of the sources.
For this stage, we used four Genelec 8020C4 loudspeakers
{G1, G2, G3, G4} placed around the room at the same eleva-
tion zm of the eSticks. In particular, rG1 = (3.465, 0.72)m,
rG2 = (2.87, 4.48)m, rG3 = (0.19, 3.805)m, and rG4 =
(0.16, 0.82)m are the x and y coordinates of the loudspeakers
used for the calibration by considering the origin of the
Cartesian system to the bottom-left corner of the room. Fig. 9

1https://usa.yamaha.com/products/proaudio/speakers/msp3/index.html
2https://www.audinate.com
3https://global.beyerdynamic.com/mm-1.html
4https://www.genelec.com/previous-models/8020c
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Fig. 9: Experimental setup using 4 eStick arrays depicted with
orange thick lines and two sources s1 and s2 in blue square
mark. The four red triangles represent the loudspeakers used
for the calibration phase and the black dot shows the position
of the origin reference measured by an omnidirectional micro-
phone.

reports the complete setup in the 2D plane at elevation
zm = 1.08m.

RIRs have been acquired through the Exponential Sine
Sweep (ESS) method [47] using a signal length of 10 s,
sampled at 48 kHz with frequencies ranging from 50Hz to
22 kHz. The signals have been driven with the sound card
PreSonus Firestudio-Project5 and recorded using REAPER6.

From the Time Of Arrival (TOA) information extracted from
the first peak of the RIRs corresponding to the acoustic direct
path and the known positions of the Genelec loudspeakers rκ,
we applied a calibration algorithm to estimate the unknown
positions rm of the 64 MEMS microphones by solving an
optimization least-squares problem in 2D as

(rm, b) = arg min
(rm,b)

∑
m,κ

[
||rm − rκ|| − (dTOA

m,κ − b)
]2
, (23)

where dTOA
m,κ = TOA · c is the distance between the mth

microphone and κth loudspeaker estimated from the measured
RIR and b represents an estimate of the signal delay caused
by the buffer of the overall acquisition system expressed in
meter. Therefore, from (23) we computed the positions of the
four eStick arrays.

In a second step, after computing RIR measurements
between the sources s1 and s2 and each eStick, we retrieved
the positions of the two sources from (23) using the 64
microphones as known positions. It is worth noticing that this
calibration phase is common between SRP-PHAT baseline
and the proposed technique. Therefore, the resulting source
estimates will be used as ground truth during the experiments
as rs1 and rs2 .

5https://www.presonus.com/products/FireStudio-Project
6https://www.reaper.fm
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Fig. 10: eStick localization example for source s1 in the
semi-anechoic room. (a) depicts the setup with the estimated
positions. (b) shows the wideband AST computed from the
acquisitions along with the analytical solution of s1 in the
angular space represented in black dotted line. The dashed
red line in (b) emphasizes the data used in the minimization
algorithm for the source localization.

b) Measurement: we performed six different acquisitions
of the two sources by changing the microphone positions. We
rotated the eSticks with a step of 15◦ with respect to the circle
origin O, thus having measurements along all 360◦ circular
aperture. For each setup, we calibrated the microphone posi-
tions through (23) from the RIRs of the Genelec loudspeakers.
Then, we computed the RIRs of the two sources and the
relative ground truth positions.

From (23), we found that the overall signal delay caused
by the buffer is 3.7ms, and rs1 = (2.204, 2.954)m and
rs2 = (0.812, 2.369)m are the two source positions in
Cartesian coordinates.

In the next section, we present the results of localization
by comparing the devised AST approach with the SRP-PHAT
baseline in terms of distance error between the estimated and
ground truth source position, namely

e = ||rs − r̂s||. (24)

We will use e(AST) and e(SRP−PHAT) for referring to the
localization error coming from the devised method and the
reference, respectively. It is worth noticing that that the ex-
periment setup adopts linear arrays, so they don’t analyze the
height dependency of the sound field. This implies that the
microphone sensors capture the 3D components of the acoustic
propagation, but the multiple beamforming operations adopted
to compute the AST (14) work only in the horizontal plane.
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Fig. 11: eStick localization example for source s2 in the
semi-anechoic room. (a) depicts the setup with the estimated
positions. (b) shows the wideband AST computed from the
acquisitions along with the analytical solution of s2 in the
angular space represented in dotted line and the data used in
the minimization algorithm emphasized as dashed red line.
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Fig. 12: Mean and standard deviation comparison of s1 and
s2 localization errors between AST and SRP-PHAT computed
from the six different measurement configurations.

B. Results

a) Experimental equiangular configurations: examples
of localization performed using the measurements is depicted
in Fig. 10 and in Fig. 11 for different microphone configura-
tions and considering s1 or s2, respectively.

Fig. 10a shows the setup of the eSticks along with the
ground truth position of source s1 and the positions r̂AST

s1
and r̂SRP−PHAT

s1 obtained through proposed and reference
approaches, respectively. In Fig. 10b, we report the wideband
AST Z (20) computed from the eStick acquisitions along with
the analytical curve Γ, depicted in dotted line.

After a proper peak picking process, we applied the min-
imization algorithm (22) for valid observation windows of
Z , thus obtaining r̂AST

s1 = (2.167, 2.966)m. Meanwhile,
we estimated the s1 position with the SRP-PHAT algorithm
yielding r̂

(SRP−PHAT)
s1 = (2.168, 2.963)m. Notice that for

both methods, we get a distance error e (24) less than 4 cm. In
particular, e(AST) = 0.0389m and e(SRP−PHAT) = 0.0371m.
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Fig. 13: Localization example for source s1 in the semi-
anechoic room with a nonequiangular configuration of eSticks.
(a) depicts the setup. (b) shows the wideband AST along with
the analytical solution.

Fig. 11 shows a localization example for s2 with a dif-
ferent configuration of microphones. In this setup, we ob-
tained higher localization error, i.e., e(AST) = 0.142m and
e(SRP−PHAT) = 0.138m. This is due to the position of the
source. Indeed, s2 is closer to the circumference on which
the eSticks lie, i.e., ρs2 = 0.96m and the linearization of the
microphone arrays introduces a non negligible distortion in the
model of the direction of arrival (11).

Moreover, we collected the source position estimates
for all the six experimental microphone configurations.
In Fig. 12, we report the overall results in terms of the
mean and standard deviation of e = ||rs − r̂s||. We can
notice that for s1 AST reaches better results with respect to
SPR-PHAT, both in terms of mean and standard deviation
of the localization error. In particular, AST estimates are
below 7 cm of error for all the different setups. However,
this behavior is the opposite for the case of source s2 since
the discrepancy between the measurement setup and the AST
model introduces non-negligible errors.

b) Simulations of nonequiangular configurations: in or-
der to further investigate the localization error between the
two sources and the two methods, we simulated different
eStick configurations from the measurements collected in the
semi-anechoic room at Politecnico di Milano. In particular,
we randomly selected 20 different setups by considering
nonequiangular placement of the eSticks. In Fig. 13 and
Fig. 14, we show two examples of simulated configurations
along with the localization results for s1 and s2, respectively,
with the proposed AST application and SRP-PHAT method.
Notice that, in both examples, the localization error computed
with AST is below 10 cm.
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Fig. 14: Localization example for source s2 in the semi-
anechoic room with a nonequiangular configuration of eSticks.
(a) depicts the setup. (b) shows the wideband AST along with
the analytical solution.

Furthermore, to prove the generalization with respect to dif-
ferent distributed configurations and different source signals,
we evaluate the mean and standard deviation of the localization
errors between the 20 nonequiangular eStick setups. Moreover,
we considered two different signal data sets for s1 and s2:
white noise with zero mean and variance σ2 = 1 and
speech signals. Results are depicted in Fig. 15a and Fig. 15b,
respectively.

Observing the results in Fig. 15 and comparing the local-
ization errors with respect to the equiangular and non-speech
cases in Fig. 12, it is possible to note that the performance is
aligned between the different scenarios. As a matter of fact,
the average localization errors considering white noise sources
are within 14 cm for both s1 and s2. Moreover, when speech
signal is considered, the localization performance is reduced
with a maximum difference in the average error of 2.7 cm with
respect to the equiangular, white noise case for s1.

Although the results highlight larger localization error for s2
for both the devised AST model and the SRP-PHAT algorithm,
the error is less than 15 cm on average, thus proving the
effectiveness of AST also in experimental scenarios. Moreover,
it is worth noticing that even if we are assuming that the source
is placed inside the circle, differently from the SRP-PHAT,
the devised localization algorithm in the angular space does
not require information about a bounded region of interest to
estimate the source positions. Hence, future extensions will
be able to fully benefit from this property for example, in
contexts where it is not possible to assume a priori position
of the source.
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Fig. 15: Mean and standard deviation comparison of s1 and
s2 localization errors between AST and SRP-PHAT computed
from 20 different nonequiangular placement of eSticks and
different source signals. (a) shows results when considering
white noise signal with zero mean and variance σ2 = 1, and
(b) with a speech signal.

VI. CONCLUSION

In this paper, we proposed an approach for sound field
analysis acquired by circular arrays based on acoustic imaging.
We defined the “curved space” domain that maps acoustic en-
tities of the exterior acoustic field captured by the microphone
sensors using a parametrization based on the steering angles
and the angle position of the local observation window of
the circular arrays. The Angular Space Transform (AST) is
introduced to efficiently encode the spatial information onto
the angular space using discrete Gabor frames. We show the
efficiency of such methodology to globally represent in a
unified image the information acquired by a discontinuous
circular array, thus from multiple arrays without introducing
further parameters.

Pattern-matching techniques facilitate the exploitation of the
angular space, particularly for applications like sound source
localization. The theoretical derivations are substantiated with
simulations varying the acoustic conditions of reverberation
time and noise level sensors and with experimental measure-
ments. Especially, we analyzed the flexibility of the AST
when multiple Uniform Linear Arrays are employed in an
arrangement along the circumference of a virtual circular
array. We assessed the performance of such technique by
comparing the localization errors with respect to the SRP-
PHAT algorithm, thus proving to achieve comparable results
with state-of-the-art methods.

The examples presented in this paper serve as an initial
proof of concept for acoustic imaging techniques based on an-
gular space using different microphone array geometries, and
future works will expand on this idea. In particular, we plan
to investigate multiple source localization and the mapping of
acoustic reflectors, such as walls or windows, onto the angular
space. Moreover, due to the intrinsic ability of the angular
space to encode the acoustic information of the sound field
bounded by the microphone array, we aim to apply the devised
method in the context of speech separation and dereverberation
applications. Hence, discarding undesired components coming
from the external regions of the microphone array. Addition-
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ally, taking advantage of the circular array setup, we foresee
the integration of the devised acoustic imaging technique
with Spherical Harmonic representation and to combine high-
order descriptors with the spatial information derived by the
AST. Nonetheless, an analogous approach can be explored for
external viewing of the sound field, which can be developed
for spherical microphone array analysis.
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