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Abstract: DC microgrids have gained significant attention in recent years due to their potential
to enhance energy efficiency, integrate renewable energy sources, and improve the resilience of
power distribution systems. However, the reliable operation of DC microgrids relies on the early
detection and location of faults to ensure an uninterrupted power supply. This paper aims to develop
fast and reliable fault detection and location mechanisms for DC microgrids, thereby enhancing
operational efficiency, minimizing environmental impact, and contributing to resource conservation
and sustainability goals. The fault detection method is based on compressed sensing (CS) and
Regression Tree (RT) techniques. Besides, an accurate fault location method using the feature matrix
and long short-term memory (LSTM) model combination has been provided. To implement the
proposed fault detection and location method, a DC microgrid equipped with photovoltaic (PV)
panels, the vehicle-to-grid (V2G) charging station, and a hybrid energy storage system (ESS) are used.
The simulation results represent the proposed methods’ superiority over the recent studies. The fault
occurrence in the studied DC microgrid is detected in 1 ms, and the proposed fault location method
locates the fault with an accuracy of more than 93%. The presented techniques enhance DC microgrid
reliability while conserving renewable resources, vital to promoting a greener and more sustainable
power grid.

Keywords: DC microgrid protection; fault detection and location; regression tree; LSTM deep
learning; renewable resources conservation

1. Introduction

The increasing growth of renewable energy sources (RESs), including solar photo-
voltaics (PV), fuel cells, energy storage systems, and also electric vehicles (EV) [1], has
attracted more attention to DC microgrids as a practical solution for powering the DC loads
in modern power systems [2]. The advancement of DC microgrids is progressing very fast
due to their several advantages compared to the AC system. DC microgrids introduce an
inherent decrease in AC systems’ common problems, including synchronization, voltage
quality, and frequency. Furthermore, the DC microgrid technology improves the power
quality and reliability of the power system [3,4]. In a DC system, the reactive power drop
and skin effects are eliminated, which results in more power flow compared to the AC
system and a considerable reduction in power loss [5]. Due to the presence of renewable
energy sources and DC loads in the system and the capability of DC microgrids to di-
rectly power them, the conversion stages are reduced, and the efficiency of DC microgrids
is substantially increased [6]. Having all the referred advantages, the utilization of DC
microgrids in power grids is still not as prevalent. One of the most important obstacles
to widespread DC microgrids is the lack of comprehensive protection guidelines [7,8].
The challenging issues for DC microgrid protection include fault characteristics, fault type,
fault location, and transient occurrence. In a DC microgrid, during a fault, fast discharging
of the capacitors in the DC link results in increasing a significant multiplication of the
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fault current amplitude [9,10]. The elevated current magnitude may seriously damage the
equipment in the DC microgrid [11]. Accordingly, the utilization of very fast fault detection
and precise fault location techniques is felt in these grids.

To safeguard DC microgrids from such faults, several approaches have been pro-
posed. Due to its simplicity and cost-effectiveness, overcurrent protection is still one of
the favorable protection techniques in DC microgrids. However, defining an accurate
threshold value has always been a crucial issue for this method since the fault character-
istics may vary by changing the DC microgrid topology [12,13]. The current derivative
method is also proposed for fault detection in DC microgrids [14,15]. This technique uses
the local measurements of the current signal derivatives to detect the fault. Based on
this method, the fault is detected when the calculated current derivative is bigger than
the pre-determined threshold value [16]. Using the local measurements, this method per-
forms very fast and is a noise-resistant technique. Nevertheless, this method also suffers
from determining a precise threshold value in different topologies of DC microgrids [17].
In some studies, the researchers have proposed differential protection as a fast and reliable
protection for DC microgrids compared to overcurrent [18,19]. The advantage of using
this method is its freedom from DG effects, fault current magnitude, and grid loading.
However, this method requires a proper determination of threshold values to distinguish
faults from transients occurring in microgrids [20]. For fault detection and location in DC
systems, a method using traveling waves is proposed in [21], which this method shows
a small error in this aim. Intelligent methods provide a swift and precise performance
to detect faults in DC microgrids. However, in different grid types, they may illustrate
different operations [22–24]. Regarding fault location, challenges arise due to the absence of
frequency and phase data and the short line lengths within DC microgrids [20]. To address
this, various methods have been developed for fault location determination. Utilizing
online methodologies grounded in voltage and current fluctuations, the authors present a
novel approach for fault location within a DC Ring Bus microgrid. The proposed method
involves identifying fault occurrences by analyzing current oscillations following an in-
cident and determining the faulted section through the examination of transient power
variations during the initial cycle of the fault, as detailed in [25]. Furthermore, in [26],
fault location within a Low-Voltage DC distribution network is achieved by leveraging DC
magnitudes and directions, along with DC voltage levels. Proposed as an offline solution
employing the Probe Power Unit (PPU) [5], a protective system has been introduced to
both detect and locate faults. Another method for fault location in an LVDC microgrid is
outlined in [27]. In contrast to the approach in [26], this method utilizes the attenuation
constant of the damped probe current response. In [28], a fault location module is deployed
at each end of a DC line, determining fault distance by sampling the discharge current
through the line.

To overcome conventional fault detection and location problems, intelligent approaches
like neural networks, fuzzy logic, and machine learning (ML) algorithms are employed [29,30].
Among the prediction techniques implemented to cope with power system challenges, ML
approaches offer more accurate results. ML methods have been introduced as the primary
tool for fault detection in distribution networks in [29]. This paper highlights methods
including expert systems, Bayesian neural networks, LSTM networks, and support vector
machines (SVM) as the most commonly utilized approaches for fault detection. However,
they have more system requirements. In this regard, a technique based on the LSTM
network is introduced in [31] for fault detection. This method uses the LSTM network
to capture temporal features and SVM for classification. However, to implement this
approach current, voltage, and active power have to be measured and used as input.
Using the LSTM neural network, the authors have proposed a method for probabilistic
sequence classification for fault detection in distribution grids in [32]. To detect faulty
equipment in a microgrid, a convolutional neural network is proposed by [33]. However,
this technique has a problem with protecting lines and loads. In [34], a combination
of recurrent neural networks and a decision tree-based classifier is used to locate the
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fault and detect disturbances in the system. Although this study shows an appropriate
accuracy, it does not consider all potential components in the DC microgrid, such as the
EV charging station. A fault detection and classification approach based on a decision tree
is presented in [35] for microgrid protection. To extract features from raw data, discrete
Fourier transform is utilized in this research. To detect faults in a microgrid, a method
based on the combination of decision tree and wavelet transform is proposed in [36].
In [37], the authors have used a naive classifier, SVM, and an Extreme learning machine
(ELM) to detect and classify the fault types in a microgrid. The data’s feature is extracted
using the Hilbert–Huang transform to implement the presented method. The authors
in [38] have introduced an anomaly detection approach utilizing a deep neural network
autoencoder, which effectively detects faults within the PV system. Considering the wind
speed uncertainty, an ELM-based method is used in [39] to protect the microgrid. This
study combines ELM and discrete wavelet transform to detect and classify the faults.
A fault detection method based on a semi-supervised machine learning (SSML) model
is introduced in [40]. In [41], an intelligent method for fault detection in a microgrid is
proposed by a combination of wavelet transform and deep neural networks. The Markov
model is another approach that is used by researchers in [42] to differentiate the fault
condition from transients in a DC microgrid. The authors in [43,44] have used SVMs to
identify fault conditions in DC systems. A variety of faults are taken into account and
utilized to train the model parameters in [45], employing deep reinforcement learning
as the foundation. A fault identification method for microgrids is developed using ML
in [46]. In this research, initially, the voltage data are clustered using a modified K-means,
and then association rules are extracted using the FP-growth algorithm. Finally, the fault
identification model is trained using the mini-batch gradient descent (MBGD) algorithm
based on ML principles.

According to the reviewed studies, it can be concluded that each method has its
advantages and disadvantages. Based on the effectiveness of ML techniques in predictive
tasks [47], this paper introduces a ML-based approach for fault detection and location in
DC microgrids. The comparison of the proposed method with other existing studies in fault
detection demonstrates the superiority of the presented technique given speed and accuracy
in the detection of faults occurring in different locations in the microgrid. Furthermore,
the proposed fault location method presents a high accuracy in locating the fault in the
DC microgrid. In conclusion, the innovations presented in this article can be summarized
as follows: (1) The combination of compressed sensing (CS) and regression tree (RT) for
detecting various types of faults in DC microgrids. (2) Utilizing the feature matrix to train
the LSTM model for fault location in DC microgrids. (3) Reduction in the required sampling
rate compared to other signal processing methods. (4) Elimination of the threshold value
due to preprocessing of training data. (5) Removal of telecommunication links and fault
detection using sampled data from the main bus of the microgrid. (6) Considering the
uncertainties of PVs and EVs and transient phenomena created by control systems.

This paper is structured into the following sections: the second part details the studied
DC microgrid and provides the definitions and equations of the proposed fault detection
and fault location techniques. In the third part, the proposed methods are evaluated, and
the results are provided by figures and tables. Moving on to the fourth section, a comparison
is conducted between the proposed fault detection method and recently published studies
in this field. Finally, the fifth part concludes this paper.

2. Problem Formulation

The proposed method for fault detection in this paper takes advantage of the two
techniques combination, CS and RT. The application of CS involves designing acquisition
devices that utilize signal structure to lower the sampling rate, consequently reducing
storage and digital signal processing (DSP) demands [48], while RT is a robust ML tool for
building predictive models from data [49] On the other hand, to locate the fault in the DC
microgrid, we have used the Long Short-Term Memory (LSTM ) model. To obtain higher
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accuracy in locating faults, a feature matrix from the current signal data has been used as
input for this model. In the subsequent sections of this paper, the sample DC microgrid used
to evaluate the proposed method has been reviewed. Then, proposed methods for fault
detection and fault location in the DC microgrid are individually explained. To implement
the proposed fault detection method, initially, a data set related to the normal and transient
states of the DC microgrid is gathered by simulating these conditions. Afterward, CS is
used to process this data set, and using the imaginary part of the signal the RT is trained.
In this case, RT can predict the signal as long as it is in a normal or transient state; however,
when a fault occurs in the DC microgrid, the difference between the predicted and the
actual value of the signal will have a significant difference, and this feature can be used to
detect the fault within the DC microgrid. The proposed fault detection approach is very fast
and shows appropriate performance when transients occur in the system. In addition, this
paper provides an accurate fault location method based on the feature matrix and LSTM
model. In this step, the same DC microgrid is used and to generate data numerous pole-to-
ground (PG) and pole-to-pole (PP) faults are applied to the main DC line. Therefore, current
and voltage signals are measured at the IED location, and a feature matrix is extracted from
these data. Afterward, the LSTM model is trained by the feature matrix and consequently,
the proposed fault location method is evaluated by applying faults with random distances
in the main DC line. The results present more than 93% accuracy for the fault locating with
different fault resistances.

2.1. DC Microgrid Used for New Method Implementation

Figure 1 illustrates the structure of the DC microgrid being studied. The microgrid is
equipped with different components including photovoltaic solar panels, an EV charging
station, hybrid energy storage units (battery and flywheel), AC/DC and DC/DC converters,
and various loads operating on both AC and DC power. Additionally, a modified five-layer
control system, introduced by reference [50], has been used to stabilize the DC bus voltage.
The DC bus voltage within this network is set to 600 V, while the AC voltage is defined
at 380 V. Given the inherent unpredictability of generated power from PV and power
consumption and delivery from EV, a hybrid energy storage system combining batteries
and flywheel has been integrated to optimize energy management and distribution within
the DC microgrid.

Figure 1. The DC microgrid used in this paper.
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The PV model introduced in this paper is designed based on the model described in
reference [50]. Key parameters of the PV cell, such as short-circuit current (Isc), open-circuit
voltage (Uoc), maximum power voltage (Um), and current (Im), are typically provided
by the manufacturer. These parameters are determined under standard conditions with a
temperature of Tre f = 25 °C, solar irradiance of Sre f = 1000 W/m2, and spectrum AM1.5G.

In the EV model, the nominal voltage for the battery is 360 V, the rated capacity is
100 Ah, the initial state-of-charge is 70%, and the battery has a response time of 10 ms.
The DC/DC EV converter also includes two IGBT/Diodes and an inductor as the filter.

Within this DC microgrid, we have incorporated two AC loads and one DC load,
in which individual loads have their own distinct electrical parameters. The three-phase
AC loads are resistive and work at the determined voltage level. The microgrid being
examined is a two-wire DC system, comprising four lines. Each line has a cross-sectional
area of 240 mm2 and employs aluminum cables with PVC type A insulation and ST-1 PVC
sheathing. The specific details about the microgrid are presented in Table 1.

Table 1. DC microgrid parameters [51].

Parameter Value

1 DC bus voltage 600 V
2 AC voltage 380 V
3 Bat. LifePO4, 360 V, 100 Ah
4 PV Power 20 kW
5 Charg & disch. of EV 15 A & 10 A
6 AC loads 5 kW
7 DC load 5 kW
8 Flywheel 10 kW, 10,000/5000 r/min
9 Cables diameter 240 mm2

10 Cables resistance 0.125 Ω/km
11 Cables Inductance 0.232 Ω/km
12 Cables lengths 1 km

2.2. Fault Detection Method

In this section, we introduce our novel approach for fault detection, harnessing the
combined power of CS and RT. CS offers an efficient data representation method, while RT
is a powerful tool for modeling complex data relationships. Sampling the signal using CS
and utilizing the RT for prediction, the proposed method provides a robust and accurate
fault detection system.

2.2.1. Compressed Sensing Theory

Following the conventional signal processing technique, the introduction of CS created
significant progress within signal processing methods [52,53]. CS typically finds application
in the acquisition of signals that have either sparsity or compressibility. We can determine a
signal sparse/compressible in both original form or in transform domains such as Fourier
transform, wavelet transform, and cosine transform.

CS operates based on recording fewer non-adaptive random measurements. Mathe-
matically, CS can be formulated as follows: Let x be the original n-dimensional signal vector
that we want to recover, and let y be the m-dimensional measurement vector obtained by
multiplying the signal vector with the measurement matrix ϕ [54]:

y = ϕx (1)

In this equation, the input signal x ∈ Rn (or we can say x ∈ Cn) has a length of
n. Sensing matrix ϕ ∈ Rm×n (can also be shown as ϕ ∈ Cm×n) is typically a random or
structured m × n matrix representing the measurements taken from the signal. Each row
of ϕ corresponds to a measurement or sample of the signal. Finally, the measurement
vector is shown by y (y ∈ Rm or y ∈ Cm) having a length of m that here y represents
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the measurement vector obtained by sampling the signal x using a sensing matrix ϕ.
To generate the compressive measurements, the random measurement matrix and the input
signal should be multiplied together. Accordingly, the number of taken measurements is
significantly lower than the input signal length (m ≪ n).

Here, the measurement random matrix ϕ is decomposed into two matrices H and
P (2):

ϕ = HP (2)

where H is a matrix that defines the relationship between the original signal x and the
measurements y. It essentially maps the original signal to the measurement space. P is a
permutation matrix that rearranges or selects specific elements from the original signal
vector x. The number of required samples for measurement is defined by the total number
of samples in each of the rows in H; the ratio here is R = [n/m]. Here n represents the
dimensionality of the signal being measured, and m shows the number of measurements
or samples needed to accurately recover the signal. In the following, (3) and (4) represent
the P and H matrices.

P =

P1
. . .

Pn

 (3)

PH =

111 . . .
111 . . .

111 . . .

 (4)

In addition, we can calculate x̄ as:

x̄ = Px (5)

where x̄ represents the permuted or selected version of the original signal x. Therefore, we
can rewrite (5) as the following:

y = Hx̄ (6)

Finally, in this equation, y represents the measurement vector obtained by linearly
mapping the original signal x using the matrix H.

2.2.2. Regression Tree

Recent advancements in ML techniques have garnered attention to cope with the
challenges confronting modern power systems [55]. The RT is known as a powerful ML
tool used for decision-making and predictive modeling. It belongs to the family of decision
trees and is specifically designed to solve regression problems, where the goal is to predict a
continuous numeric value according to input characteristics. In this case, prediction errors
are usually quantified by measuring the squared difference between the observed values
and their related predictions [49]. Given the similarity between the RT and the classification
tree, this section will commence with an expression of the classification tree, followed by a
comprehensive examination of the RT.

In the context of a classification problem, we are presented with a training sam-
ple comprising n observations of a class variable denoted as Y, which assumes values
1, 2, . . . , k, alongside p predictor variables, X1, X2, . . . , Xp. The primary objective is to es-
tablish a predictive model for estimating the values of Y based on new sets of X values.
In principle, the solution involves partitioning the X space into K distinct sets—namely,
A1, A2, . . . , Ak—such that the predicted value of Y corresponds to j if X falls within Aj,
where j ranges from 1 to k. When the X variables assume ordered values, there are two
well-established approaches, namely, linear discriminant analysis and nearest-neighbor
classification [56]. These methodologies generate sets Aj characterized by piecewise linear
and nonlinear boundaries, respectively.
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The classification tree approaches employ a recursive partitioning approach to create
rectangular sets Aj by sequentially dividing the dataset, focusing on one X variable at a time.
This strategy results in sets that are inherently easier to interpret. A noteworthy advantage
of the decision tree structure is its versatility in handling any number of variables, whereas
the visualization on the left panel is inherently limited to a maximum of two variables.

A RT shares similarities with a classification tree, but it diverges in that the dependent
variable Y takes ordered values, and each node employs a regression model to predict Y′s
values [57].

As explained before, when the output variable is in nature qualitative, the classification
tree is used. Conversely, an RT is considered when the data are quantitative. Accordingly,
RT is of interest to this paper since our detection method deals with a quantitative is-
sue. RT is a powerful technique for prediction and is constructed through a recursive
process of dividing a dataset and fitting a simple model for each segment of the data [49].
The RT method is defined as a non-parameter algorithm and is known as an automatic
classifier. Considering a learning sample having n cases that have the variables x and y
((x1, y1), (x2, y2), . . . (xn, yn)), an RT creates a classifier structured as a binary tree. In this
definition, xt represents the tth independent variable taking an m-dimensional vector
form, while yt corresponds to the response variable having a numerical value. In such
RTs, the tree is built through iterative splits of subsets into a pair of descendant subsets
based on sample input variables. Each split involves a question about the input variables,
with “yes” and “no” responses guiding the creation of left and right descendant subsets,
respectively [58].

2.2.3. Proposed Fault Detection Algorithm

The initial step to implement the proposed method in this paper is the precise sampling
of the current signal within various grid conditions. These measurements are gathered at
the Intelligent Electronic Device (IED) location. By simulating a wide range of transient
and steady-state scenarios using the MATLAB/Simulink (version R2023a-academic use)
environment, a diverse dataset is generated through sampling of the current signal. This
comprehensive dataset mirrors the DC microgrid’s behavior under different operational
conditions, making it a valuable resource for fault detection. The current signal waveform
in normal operation, transient, and the faulty condition of the system is demonstrated in
Figures 2 and 3. According to the depicted waveform, for 2.2 s the DC microgrid is in
normal operation. At exactly 2.2 s, a transient occurs due to the PV output change, and as
shown in Figure 3, at the time of 2.5 s a PG fault occurs in the main DC line.

Figure 2. Current signal during normal operation and transient of the DC microgrid.
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Figure 3. Current signal during normal operation, transient, and the faulty condition of the
DC microgrid.

Subsequently, we employ CS to process this dataset. CS extracts the data of real and
imaginary measurements. In the next stage, we undertake an offline procedure to train
the RT using the output data derived from the CS. The trained RT is depicted in Figure A1
(Appendix A). This training phase equips our fault detection algorithm with the capability
to effectively differentiate between normal operating conditions and anomalies. A visual
representation of this detection algorithm is presented in Figure 4, enabling continuous
monitoring and assessment of the DC microgrid’s condition.

Figure 4. The algorithm of the proposed fault detection method.
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Let us consider the algorithm in two parts; the offline part is related to RT training.
On the other hand, the online part is related to the performance of the algorithm and
checking if there is any fault occurrence in the grid.

In fact, we have trained the RT utilizing the data resulting from the imaginary part
of the current signal, in which the signal is processed by CS. Since the RT is trained using
DC microgrid normal conditions data, the difference between the actual and the predicted
imaginary value of the current signal by RT will be zero for normal conditions of the grid.
This statement can be explained by (7).

E = [actualIm − predictedIm] (7)

where E is the representative of the absolute value of the error (difference between actual
and predicted value), and Im refers to the imaginary part of the current signal. Accordingly,
by defining the condition demonstrated in (8), the algorithm can decide how to perform for
the various disturbances of the grid.

If E > 0, then (fault condition) (8)

According to Figure 4 and considering (8), if the difference between the actual and
predicted value is zero, the occurred disturbance in the grid is a steady state or transient
state and the algorithm should block the protection system operation. On the other hand,
when the error value is greater than zero, the fault has occurred in the DC microgrid, and
the trip command must be issued.

2.3. Fault Location

The previous section provided a fault detection algorithm in DC microgrids based on
the CS signal processing technique and RT algorithm. However, in a DC microgrid, fault
detection by itself is not enough to advance reliability, and the location of the fault should
also be accurately determined. Moving forward, a robust technique for fault location in DC
microgrids is developed by the implementation of the feature matrix and LSTM method.
This approach harnesses the power of feature matrix and LSTM networks to enhance
pinpointing the precise location of faults within the DC microgrid.

2.3.1. Feature Matrix

Since signals typically consist of complex data with high dimensions, they are not
suitable for training intelligent techniques. For this reason, it is necessary to convert the
signals into a straightforward and practical representation for intelligent models. Fea-
ture extraction from the signal enables intelligent algorithms to learn patterns, predict,
and perform various data analysis tasks. Accordingly, in this article, the feature matrix
extraction method presented in [59] is used to extract features from the current signal. This
feature matrix includes features such as Mean, RMS, Di f f erence, and Maximum value of
the signal data. Mean, RMS, Di f f erence, and Maximum value are major metrics used in
feature extraction. Among these metrics, Mean represents the average value of a set of
numbers. In error calculation, the Mean error indicates the average disparity between the
predicted and the actual values over all data points in the dataset and provides an overall
examination of the model’s bias. The RMS is a statistical estimate computed by taking the
square root of the average of the data set. The Di f f erence measures the differences between
individual values. The Maximum value within a feature matrix denotes the highest value
existing in the dataset. To calculate these metrics, Equations (9)–(12) are used.

Mean =
abs(IF)

length(IF)
(9)

RMS =

√√√√ N

∑
i=n

IF2

N
(10)
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Di f f erence =
N

∑
i=n

(IF(i)− IF(i − 1)) (11)

Max = max(IF) (12)

To create the feature matrix, numerous simulations are conducted at various intervals
along the line, with each simulation representing a one percent increment of the line’s
length. In fact, these distances represent the fault impedance, and accordingly, the fault
characteristics will be different for each distance. In these simulations, the fault time
characteristics are taken into account to create the feature matrix. Consequently, the final
form of the feature matrix is obtained by Equation (13). This matrix will be used to train
the proposed LSTM model.

Feature Matrix =


Mean
RMS
Di f f
Max

 (13)

2.3.2. LSTM Model

The LSTM model is a type of Recurrent Neural Network (RNN) that resolves the
challenges in traditional RNN models [60]. In this paper, the LSTM model has been used to
implement the proposed method for fault location having input from the feature matrix.
Figure 5 depicts the overview of the LSTM model.

Figure 5. The structure of LSTM model.

The fundamental principle of the LSTM network is the introduction of several key
components known as gates (forget gate, input gate, update gate, and output gate). The re-
lationships governing these gates and memory units are determined based on the following
equations [61,62].

The forget gate decides which information from the previous cell state to discard.
Mathematically, it can be represented as:

ft = σ(W f · [ht−1, xt] + b f ) (14)

where σ represents the sigmoid activation function, W f and b f are the weight matrix and
bias vector related to the forget gate, and ht−1, xt describes the sequence of the previous
hidden state and the current input.

The input gate operation can be expressed mathematically as below:

it = σ(Wi · [ht−1, xt] + bi) (15)



Sustainability 2024, 16, 2821 11 of 23

In addition, a candidate update vector is computed using the same input and is
subsequently modified as follows:

C̃t = tanh(Wc · [ht−1, xt] + bc) (16)

where Wi, Wc, bi, and bc are the weight matrices and bias vectors specific to the input gate
and candidate update, respectively, and tanh shows the activation function.

The update gate determines the proportion of new candidate values to replace old cell
state values. Mathematically, it can be expressed as:

Ct = ft ⊙ Ct−1 + it ⊙ C̃t (17)

In this equation, the previous cell state is shown by Ct−1 and it and C̃t determines the
new values.

Finally, the output gate controls which section of the current cell state has to be
exposed or moved on to the output. The operation of the output gate can be expressed by
the following equations.

ot = σ(Wo · [ht−1, xt] + bo) (18)

ht = ot · tanh(Ct) (19)

In these equations, ot represents the output gate activation vector, and ht is the next
hidden state. The tanh function is also applied to the updated cell state for the generation
of a new hidden state.

2.3.3. Proposed Fault Location Algorithm

To implement the fault location algorithm, at first, the PG and PP faults are applied to
the main DC line at different distances. The intervals for applying the fault are divided by
one percentage of the line. Afterward, the voltage and currents at the line are measured at
the IED location, and the data are used to create the feature matrix and then train the LSTM
model. To have a better overview of the proposed algorithm, let us consider Figure 6.

As can be seen from this figure, in an offline procedure, the current and voltage signals
are continuously sampled. When a fault occurs, the process is started by creating the feature
matrix. When the matrices Mean, RMS, Di f f erence, and Maximum value are calculated,
the feature matrix is obtained using these key matrices. Consequently, the feature matrix
extracted from every window signal of the voltage and current signals is saved in a dataset.
In the next step, the LSTM model is trained utilizing this dataset. Now, the trained LSTM
model needs to be evaluated to ensure its accuracy in fault location. MAE (Mean Absolute
Error), MSE (Mean Squared Error), and RMSE (Root Mean Squared Error) are commonly
used metrics for evaluating the accuracy of LSTM models in prediction tasks. Based on
the equations, MAE measures the average absolute difference between predicted and
actual values, MSE measures the average squared difference between predicted and actual
values, and RMSE is the square root of MSE and provides a measure of the typical error
magnitude. To do this, the Equations (20)–(22) are considered, and the results show the
model accuracy [60].

MSE =
1
N

×
N

∑
t=1

(LMeasured
t − LForcast

t )2 (20)

RMSE =

√√√√ 1
N

N

∑
t=1

(LMeasured
t − LForcast

t )2 (21)

MAE =
1
N

N

∑
t=1

|LMeasured
t − LForcast

t | (22)
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Finally, achieving the accuracy of the LSTM model, the precise location of the fault
can be ensured. Therefore, in the online procedure, the algorithm starts gathering data by
the occurrence of a fault, and utilizing the trained LSTM model faults in different distances
of the line can be located. According to this figure, when the fault occurs on the main DC
line, the algorithm is activated, and using the data obtained from the current and voltage
signals at the IED location locates the fault with high accuracy and in a short time.

Figure 6. The process of LSTM model training and evaluation.

3. Simulation Results

In this section of the paper, we present the observational results that validate the
efficacy of our innovative fault detection and location methods for DC microgrids.

3.1. Fault Detection Results

In the context of assessing the efficacy of the proposed fault detection method within
the DC microgrid, various arrays of potential scenarios were evaluated. This examination
encompassed pole-to-ground (PG)and pole-to-pole (PP) faults on the main line and the
faults occurring within the microgrid’s distributed energy sources. The case studies exam-
ine various fault impedances present in different sections of the DC microgrid, which are
commonly investigated scenarios in recent studies [51].

3.1.1. Case 1: Fault in the Main DC Line

To evaluate the performance of the proposed method for PG fault conditions, a fault
with different resistances of 1.5 Ω, 2.5 Ω, and 5 Ω is applied on the main line on the studied
DC microgrid shown in Figure 1. The fault is applied at the time of 2.5 s. The results for the
PG fault on the main DC line are depicted in Figure 7. As can be seen, during the steady
state or transients (at the time of 2.2 s) the difference between the actual value and the
predicted value is zero. However, when the fault occurs, the error value jumps to a higher
value and the algorithm detects the fault in 1 ms.
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Figure 7. The proposed method performance for the PG fault in the main line.

To evaluate the performance of the proposed method when occurring PP fault, a PP
fault with the same range of resistances, as the previous case, is applied in the main DC
line and the results can be seen in the figure below (Figure 8).

Figure 8. The proposed method performance for the PP fault in the main line.

3.1.2. Case 2: Fault in PV

To examine the operation of the proposed fault detection method when a PG fault
occurs in the PV, a PG fault is applied on the PV output and before the DC/DC boost
converter. The fault resistance and the fault time are the same as previous case. According
to the simulation result for this case, we can see that the proposed method precisely detects
the fault in 1 ms (Figure 9).
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Figure 9. The proposed method performance for the PG fault in the PV.

The performance of the proposed method for the PP fault in the PV is evaluated by
applying a PP fault in the same location with the same characteristics and the results are
shown in Figure 10.

Figure 10. The proposed method performance for the PP fault in the PV.

3.1.3. Case 3: Fault in EV

For the examination of the presented fault detection method performance when a PG
fault occurs in the EV system, a fault is placed in the EV system. The fault time is similarly
t = 2.5 s, and the fault resistances are similar to previous cases. Based on the results shown
in Figure 11, it can be seen that the proposed method operates accurately for the PG fault
in this case and detects the fault in 1 ms.
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Figure 11. The proposed method performance for the PG fault in the EV.

To asses the performance of the proposed method when a PP fault occurs in EV system,
a PP fault is applied on this part of the DC microgrid. According to the simulation results
demonstrated in Figure 12, the proposed fault detection method in this paper accurately
detects PP fault in the EV system in about 1 ms.

Figure 12. The proposed method performance for the PP fault in the EV.

3.2. Fault Location Results

This section introduces a novel fault location methodology designed for DC microgrids.
Simulation results showcase the method’s effectiveness in providing swift and accurate
fault location across various fault scenarios. The proposed method utilizes a feature matrix
for precise estimation by an LSTM model, implemented through MATLAB/Simulink simu-
lations. The fault locator relies on measured voltage and current signals at the IED location,
eliminating the need for telecommunication links. Performance evaluation involves apply-
ing random faults to the DC microgrid, calculating RMSE, MSE, and MAE; demonstrating
the proposed fault location method’s excellent performance in fault location. Results and
data presented in subsequent sections confirm the method’s effectiveness.
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3.2.1. Fault Location for Faults with Resistance of 1.5 Ω

To assess the accuracy of the new fault location method for the faults by the resistance
of 1.5 Ω, numerous PP and PG faults are applied to the main line of the DC microgrid.
The distances, and as a result the line resistances, are selected randomly. Subsequently,
as Figure 13 depicts the fault location estimate for different faults applied to the main line.
The error value in locating the fault is very low, and the proposed fault location method
locates the fault with high accuracy. According to this figure, the value of RMSE is about
5%, and as a result, this method has an accuracy of 95% to locate the faults with the referred
fault resistance.

Figure 13. The proposed method accuracy in fault localization for 1.5 Ω.

In Figure 14, we can see the training progress of the LSTM model to locate the fault by
a resistance of 1.5 Ω.

Figure 14. The training progress of LSTM model for 1.5 Ω.

The values for RMSE, MSE, and MAE that present the accuracy of the proposed
method are presented in Table 2. According to the achieved values demonstrated in the
table, the proposed method has a high accuracy for fault location.
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Table 2. Error numerical values in fault location for 1.5 Ω.

Parameter Value

1 RMSE 0.0522
2 MSE 0.0027
3 MAE 0.0372

3.2.2. Fault Location for Faults with Resistance of 2.5 Ω

To assess the accuracy of the new fault location method for the faults by fault resistance
of 2.5 Ω, similarly, several PP and PG faults are applied to the main line of the DC microgrid.
The results for prediction of the fault location when the faults have the resistance of 2.5 Ω
are shown in Figure 15. As demonstrated in the figure, the error value, the difference
between the actual and predicted value, is still low. Although the error value in this case is
bigger by 1 percentage to the 1.5 Ω, the accuracy is still high and is about 93.5%.

Figure 15. The proposed method accuracy in fault localization for 2.5 Ω.

In Figure 16, the training progress of the LSTM model to locate the fault by a resistance
of 2.5 Ω is demonstrated.

Figure 16. The training progress of LSTM model for 2.5 Ω.

The values for RMSE, MSE, and MAE for fault resistance of 2.5 Ω are also as shown in
Table 3. According to this table, there is a notable precision for this fault resistance.
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Table 3. Error numerical values in fault location for 2.5 Ω.

Parameter Value

1 RMSE 0.0665
2 MSE 0.0044
3 MAE 0.0465

3.2.3. Fault Location for Faults with Resistance of 5 Ω

To assess the fault resistance of 5 Ω, we apply different randomly selected PP and PG
faults to the main line of the DC microgrid. By applying different faults the LSTM model
provides the prediction results as Figure 17. The results depicted in this figure also validate
the high accuracy of the proposed fault location technique.

Figure 17. The proposed method accuracy in fault localization for 5 Ω.

In Figure 18, the training progress of the LSTM model to locate the fault by a resistance
of 5 Ω is demonstrated.

Figure 18. The training progress of LSTM model for 5 Ω.

The values for RMSE, MSE, and MAE for fault resistance of 5 Ω are also shown in
Table 4. The RMSE value is about 0.0609 for this case, which shows a high precision in
predicting the faults location.
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Table 4. Error numerical values in fault location for 5 Ω.

Parameter Value

1 RMSE 0.0609
2 MSE 0.0037
3 MAE 0.0378

According to the results provided above, the proposed fault location method can
estimate the fault location with an accuracy of more than 93%, which is an acceptable range
for fault location in a DC microgrid.

4. Comparison of the Proposed Fault Detection Method with Other Existing Methods

In this section, we evaluate the effectiveness of the proposed fault detection method in
comparison to several established methodologies in this area. The comparison encompasses
key criteria, including speed, computational efficiency, the need for defining thresholds,
detection time, etc. Compared to the existing fault detection methods, the proposed
method in this paper demonstrates critical advantages. First, it is a swift method of
detecting the fault and isolating the DC microgrid components. In addition, this method is
threshold-free, which makes it stronger when facing transient states in the DC microgrid.
Moreover, compared to the recent studies, the studied DC microgrid encompasses different
components, including EV, PV, combined energy storage system, and DC and AC loads.

Table 5 shows the comparison between the protection system proposed in this article
and the prior DC microgrid protection methods. Some advantages of the proposed method
over prior methods include implementing a combined battery and flywheel hybrid storage
systems, and not using telecommunication links. Due to the existence of the flywheel,
the battery and flywheel storage system have a fast response to the system changes. These
quick changes can mistake the protection systems and cause undesired tripping. In addition,
the method presented in this article does not require the use of communication systems.
Using protection systems, in addition to increasing the performance speed, also tackles the
challenges of telecommunication link uncertainty. Most importantly, the proposed method
does not need the threshold consideration that is always a serious challenge for protection
systems in DC microgrids.

Table 5. Comparison of the proposed method with other existing methods.

Ref. Method SR Detection Time ESS EV/PV Comm. Links Threshold

[63]
Pearson

correlation
coefficient

10 kHz 5 ms × PV × ✓

[64] Centralized
protection 4 kHz 1 ms Battery PV ✓ ✓

[65] VMD assisted
current 10 kHz 3.95 ms Fuel cell &

Battery PV ✓ ✓

[66] H∞/H−/regional
pole - 290 ms × × ✓ ✓

New method CST & RT 10 kHz 1 ms Battery and
flywheel EV & PV × ×

5. Conclusions

To implement the proposed method for fault detection and location in this paper,
a DC microgrid is simulated in the MATLAB/Simulink environment. Afterward, the data
are taken by sampling the current signal in the main DC bus of the studied network to
implement the proposed techniques. The new approach for fault detection harnesses the
combined power of compressed sensing (CS) and regression tree (RT). The initial step to
implement the proposed method is the sampling of the current signal within various grid
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conditions at the Intelligent Electronic Device (IED) location. By simulating a wide range
of transient and steady-state scenarios, a comprehensive data set is gathered. Subsequently,
CS is employed to process this dataset. Having the imaginary part of the current signal, we
undertake an offline procedure to train the RT. Then, having the trained RT, the algorithm
checks the estimated and actual value of the signal in an online mode, and if the defined
condition is met, the fault will be detected by the proposed algorithm. Afterward, this
paper provides an accurate fault location method based on the feature matrix and LSTM
model. The process begins with applying numerous faults (PP and PG) along the main DC
line. These faults are positioned at various distances in the main DC line, with different
fault resistances. Voltages and currents are measured at the time of fault occurrence, and the
data are generated. Feature matrices are then calculated, serving as inputs for training of
the LSTM model to accurately locate the faults. As the results demonstrate, the proposed
method has a high accuracy in fault location.
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Appendix A

Figure A1 depicts the RT for the proposed fault detection method.

Figure A1. Trained RT in this paper.
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