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Abstract

The controlled atmospheric re-entry associated with the precision soft-landing of Reusable Launch Vehicles
(RLV) on Earth is very challenging as it depends on multiple parameters. Over the last decade, the cost-effectiveness
of such a technology has been finally demonstrated with the successful landing and reuse of SpaceX’s Falcon 9 first-
stage rocket. This breakthrough has been made possible by the development of advanced computational methods
able to compute in real-time the flight conditions and to command the optimal vehicle’s deflections accordingly to
achieve a safe pinpoint landing on Earth. During an atmospheric re-entry, the vehicle is subjected to fast system
dynamics changes partly induced by external loads associated with the terrestrial environment, such as aerodynamics,
wind, and gust. In that purpose, the Guidance, Navigation & Control system must be advanced and robust enough to
counteract them. This paper studies the development of a Six-Degree-of-Freedom (6-DoF) RLV re-entry dynamics
simulator with a particular focus on the modelling of the aerodynamics and the uncertainties involved. It covers the
atmospheric re-entry and vertical landing of a first-stage rocket equipped with a thrust vector control system. Then,
advanced guidance and control methods are embedded into the simulator to assess their performance, particularly
towards aerodynamics consideration. An aerodynamic model for reusable rockets with the quantification of the un-
certainties involved has been developed and is presented in this study. This model, incorporated into the simulator,
allows to obtain the aerodynamic coefficients and the center of pressure as function of the flight parameters (Mach
number, aerodynamic angles), needed to calculate the corresponding forces and moments acting on the vehicle. Then,
guidance and control methods are integrated in a closed-loop fashion into the simulator, and tested to assess their per-
formance, as well as their robustness towards aerodynamic uncertainties through Monte-Carlo analyses. The results
show that successive convex optimisation guidance method, which considers the aerodynamic drag, is particularly
efficient to generate an optimal reference trajectory, then updated and followed by the vehicle until pinpoint landing.
Furthermore, outputs of the Monte-Carlo analyses show the relevance of adding control authority (e.g. planar fins)
and developing a robust control system able to withstand aerodynamic uncertainties. Finally, this study paves the way
towards the design of a 6-DoF RLV re-entry dynamics simulator as a tool to develop and assess advanced guidance
and control techniques. This study lies within the ASCenSIon (Advancing Space Access Capabilities - Reusability
and Multiple Satellite Injection) project, an innovative training network funded within H2020.
Keywords: RLV, GNC, Aerodynamics, Re-entry dynamics simulator, Successive convex optimisation, PID control

Nomenclature

In this paper, the mathematical typesetting adopts the
following notation: (i) scalars with non-bold, italic, ex-
pressed as xid where ’id’ is a descriptive identifier; (ii)
vectors with bold, non-italic, expressed as xid,A where A
is the reference frame; (iii) RB

C is a rotation matrix illus-
trating the rotation from reference frame B to C.

Acronyms/Abbreviations

6-DoF Six-Degree-of-Freedom
ASCenSIon Advancing Space Access Capabilities

- Reusability and Multiple Satellite In-
jection

CG Center of gravity
CP Center of pressure
G&C Guidance & Control
GNC Guidance, Navigation & Control
LaWGS Langley Wireframe Geometry Standard
NASA National Aeronautics and Space Ad-

ministration
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PID Proportional-Integral-Derivative
RLV Reusable Launch Vehicle
S/HABP Supersonic/Hypersonic Arbitrary-

Body Program
SOCP Second Order Cone Programming
VTVL Vertical Take-off Vertical Landing

1. Introduction

Launch vehicle design experienced a significant para-
digm shift over the last decade. Private companies like
SpaceX and Blue Origin have indeed demonstrated the
competitiveness and feasibility of launcher reusability
for reducing the cost of access to space, therefore paving
the way towards future manned missions such as a return
to the Moon, or even more ambitiously, the first step on
Mars. Consequently, national agencies and intergovern-
mental institutions are following the same path, increas-
ing research and development on launcher reusability.

The atmospheric re-entry and pinpoint landing of the
reuilsable stages on Earth is particularly challenging due
to the atmosphere presence, the fast dynamics involved
and existing uncertainties and perturbations [1]. There-
fore, the Guidance, Navigation & Control (GNC) system
must be advanced and robust enough to steer the vehicle
towards the landing site while counteracting these effects
and ensuring stability. In what regards Vertical Take-
off Vertical Landing (VTVL) vehicles, this demanding
problem became feasible in the past decade with the de-
velopment of convex optimisation guidance [2]: a partic-
ular class of methods which allows to compute in real-
time and based on the current flight conditions, optimal
trajectories to be followed by the vehicle satisfying de-
sired constraints (which must be convex).

More particularly, convex optimisation guidance con-
sists in transforming the fuel-optimal re-entry trajectory
problem into a convex one, more precisely into a Second
Order Cone Programming (SOCP) problem, which can
be solved with efficient solvers in polynomial time. This
technique requires relatively high computational power
as well as mathematical developments to convert the non-
convex state and control constraints into convex forms.
Whereas in the past decade, computational power avail-
able on-board have significantly increased, the non-con-
vexity remains a challenging task. That conversion has
been made possible in 2007 with the so-called lossless
convexification method, first applied to Mars landing [3].
From there, further research on this method have been
carried out with multiple applications [4], as well as the
development of advanced related techniques such as suc-
cessive convex optimisation [5], and pseudospectral con-
vex optimisation [6].

Successive convex optimisation have enabled the con-
sideration of the aerodynamics in the trajectory problem,

previously ignored. Indeed, for Earth re-entry and land-
ing trajectory problem, these forces must be considered
for increasing performance and accuracy and therefore
for enabling a pinpoint landing. In Ref. [7], Liu ex-
tended that method by combining aerodynamic forces
and propulsion as control inputs to gain optimality. Then,
in Ref. [8], Simplı́cio et al. have achieved a trade-
off between efficiency and optimality according to the
study of the coupled flight mechanics and considered
a larger flight envelope encountered by the RLV while
using the aerodynamic model developed in Ref. [5].
Finally, in Ref. [9], Sagliano et al. combined succes-
sive convex optimisation and pseudospectral convex op-
timisation methods to develop a sequential pseudospec-
tral convex optimisation method. Then, they proposed
to separate the aerodynamic descent and the powered
landing into two different optimal control problems, us-
ing the aerodynamic forces as control inputs for the first
phase, and a combination of aerodynamic and propulsive
control for the second phase.

The work in this paper is part of the project ASCen-
SIon (Advancing Space Access Capabilities - Reusabil-
ity and Multiple Satellite Injection) which is born as an
innovative training network with fifteen Early-Stage Re-
searchers, ten beneficiaries, and fourteen partner organi-
sations across Europe, to study the critical technologies
needed to develop a Reusable Launch Vehicle (RLV)
capable of injecting multiple payloads into multiple or-
bits. Therefore, one of the activities of this consortium
is focused on the development of optimal trajectories
for reusable launchers re-entry. Under that activity, a
Six-Degree-of-Freedom (6-DoF) RLV re-entry dynam-
ics simulator has been developed in Ref. [10] to as-
sess Guidance & Control (G&C) techniques. It simu-
lates the atmospheric re-entry and vertical landing of a
first-stage rocket equipped with a Thrust Vector Control
(TVC) system. Also in that reference, successive convex
optimisation guidance and feedback control through PID
controllers, both adapted from Ref. [11], is proposed and
the preliminary assessment can be found in Ref. [12].

This paper aims to improve the previously defined re-
entry dynamics simulator by developing and implement-
ing an advanced aerodynamic model of the RLV with the
quantification of the uncertainties involved. This model
allows to obtain the aerodynamic coefficients and the
center of pressure as function of the flight parameters
(Mach number, aerodynamic angles), whose the values
are needed to calculate the forces and moments acting
on the vehicle during the flight. Then, the G&C effec-
tiveness can be assessed towards this enhanced aerody-
namic modelling of the launcher, particularly the suc-
cessive convex optimisation guidance algorithm, and the
robustness to uncertainties.

The layout of the paper is as follows. Sec. 2 in-
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troduces the reusable launchers re-entry dynamics sim-
ulator with the description of the building blocks: from
flight mechanics models and vehicle’s properties to closed-
loop guidance and control methods implementation. Then,
in Sec. 3, the aerodynamic model and the uncertain-
ties involved are described and validated against mod-
els found in literature. Subsequently, several simulations
and Monte-Carlo analyses are performed and compared
in Sec. 4. Finally, conclusions and future works are pro-
vided in Sec. 5.

2. Reusable launchers re-entry dynamics simulator

This paper relies on the nonlinear 6-DoF RLV re-
entry dynamics simulator developed in Ref. [10, 12].
It simulates the Earth atmospheric re-entry and landing
of a VTVL vehicle first-stage booster modelled as a rigid
body with varying mass, subjected to external forces in-
duced by the terrestrial atmosphere and controlled through
embedded closed-loop guidance and control strategies.
Therefore, it is composed of several building blocks with
interconnections between them. The elements have been
implemented through MATLAB/Simulink.

At this stage of the RLV re-entry simulator design,
the vehicle is only steered via TVC, while the outputs of
a study aiming to add control authority with planar fins
can be found in Ref. [10]. The simulator also includes a
closed-loop G&C implementation with a successive con-
vex optimisation guidance law for retro-propulsive en-
try, descent and pinpoint landing and feedback attitude
control through gain-scheduled PID controllers. A de-
scription of the model developed with the existing inter-
actions between the building blocks is depicted in Fig. 1
and presented in the following subsections.

2.1. RLV flight mechanics modelling
The equations of motion are written in the landing

site-centered inertial and the vehicle’s body-fixed refer-
ence frames. They are based on the initial state vector
xIp0q “

“

mp0q rT
I p0q vT

I p0q qI
Bp0qT ωT

Bp0q
‰

and
on the assumptions that the vehicle is a rigid body with
no effect induced by the varying mass (e.g. propellant
sloshing) and structural flexibilities.

The mass depletion dynamics are modelled by an
affine function of the thrust magnitude as follows:

9mptq “ ´
||FTVC,Iptq||2

Ispg0
´

AnozzlePambptq
Ispg0

(1)

where Isp is the vacuum specific impulse of the engine,
g0 is the standard Earth gravity, Anozzle is the nozzle exit
area of the engine and Pambptq is the ambient atmospheric
pressure. FTVC,Iptq P R3 is the thrust vector coming from
the TVC system, represented in the inertial reference
frame. The second term is related to the reduction of the

specific impulse due to the atmospheric back-pressure
[5].

The translational states, position and velocity of the
vehicle in the inertial reference frame, rIptq P R3 and
vIptq P R3, are governed by the following dynamics:

9rIptq “ vIptq

9vIptq “
1

mptq
rFTVC,Iptq ` Faero,Iptqs ` gIptq

(2)

where Faero,Iptq P R3 and gIptq P R3 described, respec-
tively, the aerodynamic and gravitational forces acting
on the vehicle in the inertial reference frame.

Then, the attitude states are governed by the follow-
ing rotational dynamics, using the quaternion-based kine-
matics equation:

9qI
Bptq “

1
2

»

—

—

–

q4ptq ´q3ptq q2ptq
q3ptq q4ptq ´q1ptq

´q2ptq q1ptq q4ptq
´q1ptq ´q2ptq ´q3ptq

fi

ffi

ffi

fl

ωBptq

9ωBptq “ J´1ptq rMTVC,Bptq ` Maero,Bptq

´ωBptq ˆ JωBs

(3)

where Jptq is the inertia matrix of the vehicle, and MTVC,Bptq P

R3 and Maero,Bptq P R3 represent, respectively, the thrust
and aerodynamic torques acting on the vehicle. In Eq.
(3), the coupling between angular velocity and inertia
along the three axes, and the effect of centroid movement
on the inertia caused by mass consumption, are ignored.

The trajectory of the vehicle during the descent is
controlled by adjusting the magnitude and the direction
of the thrust vector generated by the main engine. It is
achieved with the TVC actuator by deflecting the en-
gine’s nozzle by βT,yptq and βT,zptq, respectively in the
yB-axis and the zB-axis. The required thrust magnitude
T ptq and deflection angles tβT,yptq, βT,zptqu are obtained,
from the guidance algorithm and the control method used,
respectively. The decoupling between translational and
rotational dynamics is common for TVC control due to
the fact that the attitude of the vehicle can be changed
faster than its trajectory [13]. Thus, the TVC-generated
force and moment can be expressed in the body-fixed
frame by:

FTVC,Bptq “ T ptq

»

–

cos pβT,yptqq cos pβT,zptqq

cos pβT,yptqq sin pβT,zptqq

´ sin pβT,yptqq

fi

fl

MTVC,Bptq “ rxPVP ´ xCGptqs ˆ FTVC,Bptq

(4)

with xPVP “
“

xPVP 0 0
‰T the TVC pivot position and

xCGptq “
“

xCGptq 0 0
‰T the center of gravity (CG).

2.2. Recovery G&C techniques
Considering the recovery of the vehicle, a thrust vec-

tor is commanded by the guidance subsystem and then
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Fig. 1: 6-DoF RLV re-entry dynamics simulator description. The development of the Aerodynamics block will be described in
this paper

converted to reference pitch θre f ptq and yaw ψre f ptq an-
gles and thrust magnitude T ptq. Then, the control sub-
system generates the necessary commands to correct the
deviations between the reference and the actual attitude
angles in terms of gimbal deflection angles βT,yptq and
βT,zptq to be used by the TVC system.

The guidance subsystem relies on a successive con-
vex optimisation algorithm which consists in iteratively
solving convex optimisation SOCP subproblems in which
the non-convex dynamics and constraints are repeatedly
linearised using information coming from the previous
iteration solution. This algorithm has been implemented
in MATLAB using the CVX library [14] to formulate
the convex problems and the ECOS routine [15] to solve
them. At each simulation instance defined by the simu-
lation rate, the reference thrust profile Tptq and the refer-
ence attitude angles tθre f ptq, ψre f ptqu are computed from
the most recent guidance solution via linear interpola-
tion. Indeed, that solution is stored as an online lookup
table which is updated at each guidance step, with the
guidance update frequency fgui “ 0.1 Hz, so every 10
seconds.

The strength of this technique lies in the ability to
define state and control constraints in addition to the re-
entry dynamics, as well as to approximate the remaining
nonlinearities, such as the aerodynamic effects, thanks
to the solving of successive sub-problems using the in-
formation coming from the previous iteration solution.
Therefore, a spherical aerodynamic model is used to de-
scribe the aerodynamics of the vehicle. This model, in-
troduced by Szmuk et al. in Ref. [5], approximates
the relationship between the aerodynamic force and the
velocity vector and has the advantage to be easily im-
plementable in the successive convex optimisation guid-

ance method. The aerodynamic force Faero,Iptq is con-
sidered always anti-parallel with respect to the velocity
vIptq as if the vehicle was subjected to a pure drag force.
Assuming that the rocket is axisymmetric, the aerody-
namic forces and moments in the vehicle’s body-fixed
reference frame are expressed by:

Faero,Bptq “ ´
1
2
ρptq||vIptq||2S aCaeroRI

BptqvIptq

Maero,Bptq “ rxCP ´ xCGptqs ˆ Faero,Bptq
(5)

where S a is the reference aerodynamic area of the ve-
hicle, and xCP “

“

xCP 0 0
‰T the center of pressure

(CP). Caero is the aerodynamic coefficient matrix defined
by Caero “ diag

`“

ca,x ca,x ca,x
‰˘

where ca,x is a pos-
itive scalar. Finally, ρptq is the air atmospheric density.

Then, the nonlinear equations of motion, define in
Eqs. (1-3), are discretised and linearised about the solu-
tion of the previous iteration, through a first-order Taylor
approximation and the non-convex constraints are con-
vexified using the same linearisation method. Finally,
the objective of this optimal control problem is to find
the optimal trajectory, subjected to the defined re-entry
dynamics and state and control constraints, minimising
the vehicle’s fuel consumption. Due to the monotonic
behaviour of the propellant consumption with respect to
time, the time of flight is selected as the value to be min-
imised.

The control subsystem relies on the use of feedback
control through gain-scheduled PID controllers. In or-
der to tune the gains, the problem is separated into two
3-DoF subproblems. One is characterised by the mo-
tion in the xBzB-plane with the controller on the pitch an-
gle θptq through the deflection angle βT,yptq. The second
problem is characterised by the motion in the xByB-plane
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with the controller on the yaw angle ψptq through the de-
flection angle βT,zptq. Then, using a reference trajectory
pre-computed offline corresponding to the conditions of
the problem, the system of equations is linearised and
evaluated at the points of the reference trajectory.

Finally, due to the time-varying nature of the prob-
lem, a single PID controller maybe unable to stabilise
the system for the whole trajectory. Therefore, the time
of flight has been discretised into 25 slots where the lin-
earisation has been performed. In this way, the problem
is divided into regions where it is possible to analyse if
the controller is able to stabilise the system. Thanks to
that, the controllers can be considered as gain-scheduled
PID as the gains can be changed in order to have the
desired levels of performance in all the regions.

More details about the G&C algorithms definition
are given in Ref. [10].

3. Developing the aerodynamic model for RLV re-
entry

The aim of this aerodynamic model is to generate the
aerodynamic coefficients and the center of pressure of an
user-defined rocket as function of the flight parameters
such as the aerodynamic angles, angle of attack αptq and
sideslip angle βptq, and the Mach number. These param-
eters depend on the structure of the rocket and on the
flow characteristics. They are required in order to com-
pute the aerodynamic forces and moments generated by
the vehicle.

The Supersonic/Hypersonic Arbitrary-Body Program
(S/HABP) developed in 1973 by the United States Air
Force Flight Dynamics Laboratory [16], has been adapted
and used to build the aerodynamic database. This pro-
gram, which has been also used by the National Aero-
nautics and Space Administration (NASA), is written
historically in FORTRAN but then adapted in modern
Fortran in Ref. [17].

The aerodynamic characteristics of a reusable rock-
ets are given in Sec. 3.1. Then, the development of the
aerodynamic database is explained in Sec. 3.2 before
to be verified and validated through available literature
with the quantification of the uncertainties in Sec. 3.3.

3.1. Aerodynamic characteristics
Aerodynamic forces and moments generated by the

vehicle depend on its structure, as well as on the instan-
taneous dynamic pressure. This atmospheric parameter
is usually given by:

Qptq “
1
2
ρptqV2ptq (6)

where Vptq “ ||vair,Iptq|| and vair,Iptq “ vIptq ´ wIptq
is the air-relative velocity vector written in the inertial
reference frame which account for the wind wIptq.

Then, for the computation of the aerodynamic loads,
it is common to define a velocity reference frame which
is fixed to the vehicle’s CG but directed along the air-
relative velocity written in the body-fixed reference frame
vair,Bptq. This reference frame enables the definition of
the two aerodynamic angles, the angle of attack αptq and
the sideslip angle βptq, in order to illustrate the rota-
tion from the body-fixed to the velocity reference frame
RB

Vptq, as follows:

RB
V “

»

–

cosα cos β sin β sinα cos β
´ cosα sin β cos β ´ sinα sin β

sinα 0 cosα

fi

fl (7)

where the aerodynamic angles are given by:

αptq “ atan2pvair,B,zptq, vair,B,xptqq

βptq “ arcsin
ˆ

vair,B,yptq
||vair,Bptq||

˙

(8)

With these definitions and assuming that the vehicle
has an axisymmetric shape, the aerodynamic forces and
moments generated by the vehicle are expressed in the
body-fixed reference frame as:

Faero,Bptq “ ´QptqS aRV
Bptq

»

–

CDpαe f f ptq,Mptqq

0
CLpαe f f ptq,Mptqq

fi

fl

Maero,Bptq “ rxCP ´ xCGptqs ˆ Faero,Bptq

(9)

where tCD,CLu are the drag and lift coefficients, respec-
tively. Coming from the aerodynamic database, these
coefficients are estimated as functions of the effective
angle of attack αe f f ptq “

a

α2ptq ` β2ptq and the Mach
number Mptq “ Vptq{aptq where aptq is the speed of
sound.

3.2. Aerodynamic database
As mentioned previously, S/HABP is used to esti-

mate the aerodynamic coefficients as function of the aero-
dynamic angles and the Mach number. This program is
designed to operate from about Mach 2 on up into the hy-
personic range [18]. However, for RLV re-entry and par-
ticularly for this study, the range of Mach number starts
around Mach 5 and then goes down below Mach 1 until
zero velocity at landing. Moreover, the aerodynamic co-
efficients are assumed to be independent of the level of
the thrust. This approximation is very rough for retro-
propulsive flight where there are significant interactions
between the exhaust plume of the engine and the oncom-
ing flow which really impact the drag coefficient and the
heat loads [19]. Therefore, the approximations obtained
for the aerodynamic coefficients might diverge from true
values. However, the goal of this work is not to provide
with high-fidelity models but to study the interactions
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and challenges that exist in the design of a RLV re-entry
dynamics simulator and to assess the advanced and ro-
bust G&C methods that must be developed accordingly.

S/HABP uses a specific geometry method to achieve
the three-dimensional meshing of the user-defined vehi-
cle named the surface element or quadrilateral method
[18]. In order to use it, the update version of S/HABP
written in modern Fortran and available in Ref. [17]
needs the geometry of the studied vehicle to be writ-
ten in the format Langley Wireframe Geometry Standard
(LaWGS) [20]. This format, developed by the NASA in
1983, uses points and lines to define the wireframe ge-
ometry of the vehicle. These elements are then used by
the S/HABP routine by sets of four points which form a
plane-quadrilateral element in which the approximations
are carried out. An illustration of this method is shown
in Fig. 2.

Fig. 2: Surface element geometry method description [18]

For this study, a VTVL first-stage RLV configura-
tion, representative of the first stage of the Europe’s light-
weight VEGA launcher, was considered. Basically, with-
out accounting for the main engine, it considers a 12-
meter height and 3-meter diameter cylinder [13]. The
geometry of this vehicle was generated with the software
GMSH [21] which allows to export the relevant points in
a .msh file which can be translated in a LaWGS .wgs
file thanks to a Python script developed by the author.
Fig. 3 shows the geometry representation of the first-
stage rocket in GMSH before to be translated in LaWGS
format. Note that to be used in S/HABP, the vehicle must
be positioned with its nose at the coordinate system ori-
gin and with the length of the body stretching in the neg-
ative X-direction.

Once the geometry has been defined and meshed by
the S/HABP routine, the program offers several methods
to calculate the pressure coefficient which is a crucial
parameter to compute the aerodynamic forces and mo-
ments generated by the vehicle. For each method, the
only one geometric parameter required is the so-called
impact angle of the element and is written δ. This pa-

Fig. 3: First-stage rocket geometry representation in GMSH

rameter enables to understand if the element is facing
the flow, therefore in an impact region, or facing away
from the flow, which means being in a shadow region.
It is defined as the angle that the element makes with
the freestream velocity vector U8. Therefore, this angle
varies as functions of the vehicle aerodynamic angles.
The impact angle δ is obtained from the following rela-
tionship:

δ “
π

2
´ ϕ

cos ϕ “
n ¨ V

||n|| ||V||

(10)

where n is the unit normal outward from the surface of
the element and V is the local velocity vector, whose the
explanations on how to obtain them are written in [18].

From the pressure calculation methods available in
S/HABP, the modified Newtonian method is used. As
defined in Ref. [18], the modified Newtonian method is
widely used for blunt shapes at high hypersonic speed.
The usual form of the Newtonian pressure coefficient is:

Cp “ K sin2 δ (11)

where, usually, the parameter K is taken equal to 2 in
impact regions and equal to zero in shadow regions.

However, in the modified Newtonian theory, K is
taken as being equal to the stagnation pressure coeffi-
cient cp,stag. This coefficient is obtained using shock
wave theory [22]. Indeed, near the stagnation point, the
flow passes through the normal portion of the shock wave
reaching state 2 and then decelerates isentropically to
state t2, which constitutes the outer edge condition for
the thermal boundary layer at the stagnation point. This
is illustrated in Figure 4.

Considering a thermally and calorically perfect gas,
the ratio of the values of flow properties across the shock
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Fig. 4: Nomenclature for the stagnation region [22]

wave can be written as a unique function of the freestream
Mach number M8, and the ratio of specific heat γ, equal
to 1.4 for a perfect gas. These are the Rankine-Hugoniot
equations given by:

pt2

p8

“
2γM2

8 ´ pγ ´ 1q

γ ` 1
ρ2

ρ8

“
U8

U2
“

pγ ` 1qM2
8

pγ ´ 1qM2
8 ` 2

T2

T8

“
r2γM2

8 ´ pγ ´ 1srpγ ´ 1qM2
8 ` 2s

pγ ` 1q2M2
8

(12)

Then, with the assumption that the flow decelerates
isentropically from the conditions at point 2 (immedi-
ately downstream of the normal portion of the shock
wave) to the stagnation point outside of the thermal bound-
ary layer, at point t2, the pression at the stagnation point
is obtained as follows:

pt2 “ p8

„

pγ ` 1qM2
8

2

ȷp γ
γ´1 q „

γ ` 1
2γM2

8 ´ pγ ´ 1q

ȷp 1
γ´1 q

(13)
and the stagnation pressure coefficient is therefore equal
to:

cp,stag “
pt2 ´ p8

1
2ρ8U2

8

(14)

Finally, Eq. (11) is updated to:

Cp “ cp,stag sin2 δ (15)

Note that the calculation of the pressure stagnation coef-
ficient, previously defined, has been added in the S/HABP
routine to be automatically achieve at the beginning of
the simulation according to the Mach number defined as
input by the user. Moreover, as mentioned previously,

when the impact angle is negative, which means that the
element is in a shadow region, the pressure stagnation
coefficient is set equal to zero.

With the pressure force coefficient, S/HABP is then
able to calculate the three force coefficients, axial ∆CA,
side ∆CY and normal ∆CN , and the three moment coef-
ficients, rolling ∆Cl, pitching ∆Cm and yawing ∆Cn, for
each quadrilateral as follows:

∆CA “ Cpnx
∆A
S a

∆CY “ Cpny
∆A
S a

∆CN “ ´Cpnz
∆A
S a

∆Cl “ ∆CY
z
b

` ∆CN
y
b

∆Cm “ ∆CN
x
c

` ∆CA
z
c

∆Cn “ ∆CY
x
b

´ ∆CA
y
b

(16)

where x, y and z are the distances from the CG, nx, ny and
nz are the components of the surface normal vector of the
element n and ∆A is the element area, all calculated by
the program, while S a, the reference area of the vehicle,
b the reference span and c the mean aerodynamic chord
are inputs given by the user. Note that the minus signs
are required because of the sign convention used in the
program [18].

The total aerodynamic coefficients are then obtained
by summing the contributions of all the elements:

C# “
ÿ

∆C#, # “ tA,Y,N, l,m, nu (17)

Finally, these coefficients are converted to drag CD and
lift CL coefficients using the rotation matrix defined in
Eq. (7), as follows:

CD “ CA cosα cos β ´ CY sin β ` CN sinα cos β
CL “ ´CA sinα ` CN cosα

(18)

From the coefficients obtained, it is then possible to
approximate the center of pressure position xCP by:

xCP “ ´
c ¨ Cm

CN
` xCG (19)

Note that xCP is not defined for α equal to 0 and 180 deg
where CN is equal to 0; hence its value must be linearly
extrapolated from the adjacent interval.

Therefore, to obtain the aerodynamic database, sev-
eral simulations have been carried out using the first-
stage vehicle configuration described previously for a
Mach number going from Mach 0.8 to 5 and then for
angles of attack ranging from 0 to 180 deg. Tab. 1 sum-
marised the constant values used as inputs for the sim-
ulations. Note that for simplicity, only two values of
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Tab. 1: Input values for the aerodynamic database generation

Parameter Value
M t0.8, 1, 1.2, 1.6, 2, 2.5, 3, 3.5, 4, 4.5, 5u

α t0, ..., 180u deg
S a 7.0685 m2

c 3 m
b 3 m

xCG t4.5990, 6.38697u m

xCG have been considered for the calculation of the xCP

which corresponds to the maximum and the minimum
ones obtained during the nominal simulation of the RLV
re-entry. Finally, the variation of CD, CL and xCP with
respect to α and M is illustrated in Fig. 5.

3.3. Verification & Validation and quantification of the
uncertainties

The modified Newtonian method was first validated
in comparing the obtained drag coefficients in transonic
and supersonic axial flow, meaning at 0 deg angle of at-
tack. For that, the geometry of a 1-meter height, 1-meter
diameter cylinder was uploaded in S/HABP and calcu-
lations were performed at 0 deg angle of attack and at
Mach 2 and Mach 4. The results obtained for the drag
coefficient are displayed in Tab. 2. These values are sim-
ilar to the drag characteristic of blunt cylinders in axial
flow depicted in Ref. [23] and reproduced in the table.

Tab. 2: Drag coefficient in axial flow for M “ t2, 4u and
comparison with literature

Mach 2 Mach 4
CDpα “ 0q from S/HABP: 1.61957 1.75100
CDpα “ 0q from Ref. [23]:

Then, the aerodynamic database is compared with
another database used in Ref. [13] for a similar first-
stage vehicle configuration. Fig. 6 shows the differences
in the variation of the aerodynamic coefficients with re-
spect to the angle of attack and the Mach number for
both aerodynamic databases.

From this figure, it is possible to notice that the drag
and lift aerodynamic coefficients computed by S/HABP

for the first-stage vehicle configuration are slightly over-
estimated compared to the ones obtained in Ref. [13].
Moreover, the obtained values show a linear relation-
ship with respect to the Mach number: the higher the
Mach number, the higher the drag coefficient. The same
trend exits in absolute value for the lift coefficient. How-
ever, that relationship is not verified in the aerodynamic
database found in the literature. These deviations are
probably due to the pressure calculation method used in
S/HABP as well as the geometric representation of the
first-stage vehicle, approximated as a cylinder. In what
concerns the center of pressure, the computed model does
not show significant variations with respect to the Mach
number and the angle of attack which is not representa-
tive of the reality but manages to give a mean value close
to what is obtained in the literature. For more accurate
values, computational fluid dynamics analyses should be
carried out. It is important to recall that S/HABP is de-
signed to operate from about Mach 2, which can explain
the increase of deviations when the Mach number is de-
creasing.

Finally, the calculation methods used in S/HABP to
build the aerodynamic database have been validated and
verified through a full vehicle configuration. Therefore,
a geometry of the full-stage VEGA launcher has been
achieved with GMSH and converted in LaWGS format.
This analysis considers the aerodynamic coefficients at 2
deg and 5 deg angle of attack for different Mach number.
The results have been compared with data found in liter-
ature in Refs. [13, 24]. The outcomes of this comparison
are illustrated in Fig. 7.

From that analysis, it is again possible to notice that
the coefficients computed by S/HABP present a slight
deviation compared to the values available in the liter-
ature, and more particularly at low Mach number. In-
deed, the increase in the drag coefficient around Mach
1-2 is not shown by the outputs of the program. Finally,
the center of pressure still does not vary with respect to
the Mach number, however, the references found in the
literature show different results for this parameter which
does not allow to draw relevant conclusions.

From these analyses, some uncertainties have been
considered for the designed aerodynamic database and
are summarized in Tab. 3.

Tab. 3: Aerodynamic model uncertainties

Aerodynamic parameter Uncertainties (%)
CDpα,Mq 20 %
CLpα,Mq 20 %
xCPpα,Mq 10 %
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Fig. 5: Aerodynamic coefficients database. Note that the values of xCP are found independent from the Mach number M.
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Fig. 6: Aerodynamic coefficients database comparison for a first-stage vehicle configuration. The reference paper is to Ref. [13]
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Fig. 7: Aerodynamic coefficients database comparison for a full vehicle configuration. The reference paper corresponds to Ref.
[13] while the results of the wind tunnel experiments are taken from Ref. [24]
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4. Simulation Results

This section illustrates the results obtained with the
6-DoF RLV re-entry dynamics simulator in which the
aerodynamic database developed in the previous section
has been added as a look-up table, from where the aero-
dynamic coefficients are interpolated as functions of the
current Mach number Mptq and the effective angle of at-
tack αe f f ptq.

The initial and final conditions adopted in the sim-
ulator are fixed for all the simulations to maintain con-
sistency between them. The starting altitude is at 25 km
with a downrange in the east position of 20 km. The
first-stage rocket is considered with an initial mass of
12,000 kg and a dry mass mdry of 2,750 kg, uploaded as
a minimum mass constraint for the guidance algorithm.
Note that the final time of flight t f is considered as a free
parameter to be optimized. Tab. 4 summarised the initial
and final conditions considered in the simulator.

Tab. 4: Initial and final conditions

(a) Initial conditions

Parameter Value Unit
rIp0q

“

25, 000 ´20, 000 0
‰T m

vIp0q
“

´850 1, 200 0
‰T m{s

ωBp0q
“

0 0 0
‰T rad{s

mp0q 12, 000 kg

(b) Final conditions

Parameter Value Unit
rIpt f q

“

0 0 0
‰T m

vIpt f q
“

´5 0 0
‰T m{s

ωBpt f q
“

0 0 0
‰T rad{s

qI
Bpt f q

“

0 0 0 1
‰T -

Then, Tab. 5 depicted the physical parameters of the
RLV first-stage configuration studied.

Tab. 5: Physical parameters of the RLV

Parameter Value Unit
Isp 282 s
g0 9.81 m{s2

xPVP 0.96 m
mdry 2750 kg
S a 7.14 m2

Anozzle 3.1416 m2

For the first analysis, three cases are compared. The
first case is considered as the perfect aerodynamics case;
the guidance algorithm inputs the constant aerodynamic
coefficient matrix Caero “ diag

`“

0.82 0.82 0.82
‰˘

during the flight while the aerodynamic coefficients are
not taken from any aerodynamic database but equal dur-
ing all the flight to CD “ 0.82 for the drag coefficient,
and CL “ 0 for the lift coefficient. It is equivalent to
consider an atmospheric re-entry with only drag (no lift)
where the guidance algorithm predicts exactly the actual
aerodynamic conditions.

The second case, called reference aerodynamics, uses
the aerodynamic database available in Ref. [13]. In
what concerns the guidance algorithm, the aerodynamic
coefficient matrix is updated at different step of the at-
mospheric re-entry simulation. When the Mach num-
ber is greater than 1, the following matrix is considered
Caero “ diag

`“

1 1 1
‰˘

while otherwise, the matrix
is taken equal to Caero “ diag

`“

0.82 0.82 0.82
‰˘

.
Note that this choice has been made after comparing dif-
ferent configurations, as well as the one chosen by Ref.
[8] where the aerodynamic coefficient matrix was taken
with ca,x “ CD|α“π, and that the case presented is the
one presenting the best results.

Finally, the third case uses the aerodynamic database
described in this paper. Following the same model than
the previous case, the guidance algorithm uses as in-
put an aerodynamic coefficient matrix equal to Caero “

diag
`“

2 2 2
‰˘

when the Mach number is greater than
1, and equal to Caero “ diag

`“

1.7 1.7 1.7
‰˘

other-
wise. Again, several aerodynamic coefficient matrices
have been tested and the one presented here shows the
best results.

The three cases studied are summarised in Tab. 6.
For all of them, the center of pressure is taken as constant
and equal to xCP “ 6.9, which is a relevant value regard-
ing both aerodynamic database. Morevover, it is impor-
tant to recall that the successive convex optimisation al-
gorithm is solved with the ECOS routine. It has been
noticed that the SDPT3 solver, also available in CVX,
showed better performance than ECOS, when converg-
ing to a solution; indeed, the downrange error of the
perfect aerodynamic case was smaller with SDPT3 than
ECOS. However, it has also been noticed that for com-
plex cases, as for example with varying aerodynamic co-
efficients, ECOS was more often managing to converge
towards a feasible solution and was therefore chosen as
the solver. A thorough assessment of the difference be-
tween these two solvers leading to these deviations, and
the understanding on the way to obtain the best results
with each of them would constitute another study, not
addressed in this paper.

Fig. 8 shows the performance of each case for what
regards downrange error (Fig. 8a) and final velocity er-
ror (Fig. 8b). For all cases, a successful recovery is
achieved. It is possible to notice that changes in the aero-
dynamic model really affect the trajectory of the vehicle;
therefore, it confirms that they cannot be neglected in
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Tab. 6: Simulation cases description

Perfect aerodynamics Reference aerodynamics Actual aerodynamics
Aerodynamic model CD “ 0.82, CL “ 0 from Ref. [13] from Sec. 3.2

ca,x 0.82

#

1, if Mptq ą 1
0.82, otherwise

#

2, if Mptq ą 1
1.7, otherwise

xCP 6.9 m 6.9 m 6.9 m
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Fig. 8: Comparison of the performance for the three cases

the G&C algorithms. With both aerodynamic databases
used in cases reference aerodynamics and actual aerody-
namics, the guidance algorithm managed to compute ac-
cordingly the reference trajectory to be followed. How-
ever, even if the recovery seems successful, the simula-
tion for these both cases leads to downrange and final
velocity errors. Indeed, while the downrange error is
negligible, the reference aerodynamics case leads to a
relatively high final velocity, around 50 m/s, which can
be sufficient to damage the vehicle at landing in real
scenario. For the actual aerodynamics case, the final
velocity corresponds to the desired one, however, the
downrange error is about 300 m. It is more likely due
to the control method used which is not robust enough
as the PID gains have been tuned using a reference tra-
jectory computed offline. But it can also be because of
a lack of control authority which could be corrected in
adding another actuation system in the simulator as pla-
nar fins, particularly efficient for counteracting aerody-
namics. Finally, it can also be due to the aerodynamic
model used in the successive convex optimisation algo-
rithm, expressed by Caero, which may not model accu-
rately the actual aerodynamic loads.

Therefore, the second analysis consists in looking for
the best aerodynamic model in the guidance, meaning
the best aerodynamic coefficient matrix Caero. In that

purpose, another simulation case has been run, called
adapted aerodynamics and summarised in Tab. 7. In
that case, Caero is updated each time a new guidance is
executed, so each time a new reference trajectory is com-
puted. At each guidance step, ca,x is taken equal to the
drag coefficient at 180 deg angle of attack for the actual
Mach number, CDpMptqq|α“π. This simulation has been
compared to the actual aerodynamics case.

Tab. 7: Adapted aerodynamics case description

Adapted aerodynamics
Aerodynamic model from Sec. 3.2

ca,x CDpMptqq|α“π

xCP 6.9 m

Fig. 9 shows the actual aerodynamic loads generated
by the vehicle in both cases with also those modelled
by the aerodynamic model implemented in the succes-
sive convex optimisation guidance algorithm. Fig. 10
presents the performance of both cases in terms of down-
range error (see Fig. 10a) and final mass (see Fig. 10).

It is possible to notice that the aerodynamic forces
modelled by the guidance in the adapted aerodynam-
ics case, displayed in Fig. 9b, follow exactly the ac-
tual ones whereas they are slightly overestimated at the
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Fig. 9: Comparison of the aerodynamic loads generated by the vehicle. Dashed line corresponded to the aerodynamic loads
modelled by the guidance

0 5 10 15 20

0

5

10

15

20

25

(a) Altitude vs. downrange

0 20 40 60 80 100 120

2000

3000

4000

5000

6000

7000

8000

9000

10000

11000

12000

(b) Mass vs. time

Fig. 10: Comparison of the performance for the actual aerodynamics (red) and the adapted aerodynamics (blue) cases

end of the flight by the actual aerodynamics case, dis-
played in Fig. 9a. However, in terms of performance,
the actual aerodynamic case leads to less downrange er-
ror and consumes less propellant. Even if the aerody-
namic model implemented in the guidance is more accu-
rate, the performance of the algorithm is not increased.
Therefore, the computation of the aerodynamic coeffi-
cient matrix Caero is not straightforward and would de-
serve a deeper analysis in which the sensitive parameters
are highlighted and a trade-off between them is carried
out in order to find the best solution to be implemented
in the guidance system.

Finally, two 100-run Monte-Carlo analyses have been
achieved in order to assess the robustness of the G&C
algorithms towards possible uncertainties in the aerody-

namic model. Following the conclusions of Sec. 3.3
with the uncertainties given for each parameter in Tab.
3, the first Monte-Carlo analysis considers dispersion up
to 20% for the drag and lift coefficients tCD,CLu, inter-
polated in the aerodynamic database developed in this
paper, while the second one considers dispersion up to
10% for the CP position, xCP. Fig. 11 and Fig. 12 dis-
played the results of the 100-run Monte-Carlo analyses
for the aerodynamic coefficients and the CP position, re-
spectively.

These figures represent the different re-entry trajec-
tories (Figs. 11a-12a), landing positions from the de-
sired landing site with respect to a 500-m diameter outer
circle and a 250-m inner circle (Figs. 11b-12b), final
position errors (Figs. 11c-12c), and final velocity errors
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Fig. 11: 100-run Monte-Carlo analysis results with aerodynamic coefficients dispersion. Nominal results are in blue

(Figs. 11d-12d). First, in what concerns the 100-run
Monte-Carlo analysis with dispersion in the drag and lift
coefficients, it is important to mention that only 45% of
the simulations ended up in a successful recovery, indeed
the others encountered a convergence issue during the
simulation. This result highlights the difficulty to with-
stand aerodynamic loads during an Earth atmospheric
re-entry and therefore the importance for a robust G%C
system. At this stage of the study, the developed 6-DoF
re-entry dynamics simulator is consequently not robust
enough. However, for the cases which did not show a
convergence issue, the obtained trajectories are almost
similar and the landing conditions (position, velocity) do
not show a large dispersion.

The same conclusions can be drawn for the second
Monte-Carlo analysis which considers dispersion in the
CP position. In that case, 48% of the simulations were
successful and the final position and velocity dispersion
is similar to what is obtained with the previous analysis.

5. Conclusions

This paper presents a RLV re-entry dynamics simula-
tor with closed-loop G&C integration. It covers a VTVL
first-stage booster atmospheric re-entry and soft pinpoint
landing on Earth. In that purpose, the vehicle is equipped
with a TVC system controlled by gain-scheduled PID
controllers, which correct the trajectory deviations with
respect to the reference profile generated by a successive
convex optimisation guidance algorithm. To better as-
sess the performance of the developed G&C algorithms
for real-case scenario, an aerodynamic database with un-
certainties has been developed and implemented in the
simulator and the outputs are studied in this paper; from
design, to validation and critical discussion on some rep-
resentative simulation cases.

Numerical results show that the G&C methods im-
plemented well manage to consider the aerodynamic ef-
fects and therefore to enable an atmospheric re-entry and
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Fig. 12: 100-run Monte-Carlo analysis results with CP dispersion. Nominal results are in blue

pinpoint landing. However, adding uncertainties in the
aerodynamic parameters points out that the robustness
of the simulator must still be improved. Future exten-
sions of this work will add the consideration of planar
fins in the simulator and in the aerodynamic database to
use them as an additional control authority to steer the
spacecraft to the landing site with more robust control
methods.
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