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A B S T R A C T

The efficiency of a power cycle is significantly influenced by the condensation process and the size distribution of
the droplets, as these factors directly affect heat transfer rates and overall energy conversion efficiency. Accurate
numerical modeling of thermodynamic non-equilibrium condensation is crucial for predicting droplet nucleation
and growth in carbon dioxide flows. This study applies moment-based polydispersed droplet models, such as the
quadrature method of moments, to account for the droplet size spectrum. Additionally, discrete methods based
on a predefined shape of the polydispersed droplet size spectrum are utilized and evaluated to reduce numerical
complexity. Our results demonstrate that polydispersed models provide higher accuracy compared to mono-
dispersed models when simulating steam and supercritical carbon dioxide flows in converging–diverging nozzles.
In turbine cascades, the choice of model significantly influences the predicted mean droplet size and efficiency.
Isentropic efficiency evaluations reveal higher values for carbon dioxide compared to steam, with efficiencies of
94.6–95.8% versus 91.8–92.9% for wet cases and 96.5–97.2% versus 95.8–96.5% for dry cases. Notably,
spontaneous droplet nucleation slightly affects the efficiency of the blade cascade in carbon dioxide flows,
whereas steam flows experience efficiency reductions between 3.58% and 4.01%. This work advances the un-
derstanding of droplet condensation processes in turbine cascades, highlighting the superior performance of
polydispersed models and providing quantitative insights into their impact on efficiency.

1. Introduction

Superheated dry flows undergoing adiabatic expansion reach a su-
persaturated state before the nucleation and growth of liquid droplets,
whose temperature differs from that of the vapor flow. This phenome-
non can occur under various thermodynamic conditions and flow re-
gimes, impacting the performance of components, particularly those
involving high-speed wet flows. Supercritical carbon dioxide (sCO2) has
garnered significant attention as a promising fluid for various industrial
applications, including power generation from fossil [1], solar [2], or
nuclear [3] heat sources, as well as waste heat recovery [4] and refrig-
eration [5]. sCO2 exhibits unique thermodynamic properties that offer
advantages in efficiency, compactness, and environmental sustainability
compared to conventional working fluids. Many sCO2 applications
operate in transcritical conditions, and accurate modeling of the near-

critical phase transition, which is linked to the highly nonlinear
behavior of thermodynamic properties, poses challenges for numerical
simulations. sCO2 compressors are operated very close to the critical
point to optimize cycle efficiency for power generation [6]. The rapid
expansion occurring on the suction side of the compressor impeller
blade may lead to the sudden formation of liquid droplets, potentially
affecting compressor efficiency [7]. In the context of Carbon Capture
and Storage (CCS), supersonic separators are components designed to
expand CO2 mixtures to supersonic speeds, leading to the formation and
separation of liquid droplets from the primary flow [8]. This is achieved
by generating a swirl flow, for instance, with blades [9] or a cyclone
[10]. Accurate modeling of thermodynamic non-equilibrium conden-
sation is imperative for achieving high-fidelity numerical tools for
designing these components operating with sCO2.

Non-equilibrium condensation significantly impacts the efficiency
and performance of various energy systems. In compressed air energy
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storage (CAES), air is compressed and stored in large underground res-
ervoirs, then released to generate electricity during peak demand pe-
riods. The moisture in the airflow affects blade erosion and compressor
efficiency [11], influenced by heterogeneous condensation due to
foreign particles [12]. Similarly, the design and operation of supersonic
ejectors, widely used to enhance refrigeration performance, are heavily
dependent on the formation and interaction of liquid droplets with the
primary flow [13,14]. Supersonic ejectors utilize high-speed jets to
entrain and compress a secondary fluid, creating a vacuum effect. The
presence of liquid droplets can alter the shock wave structure within the
ejector, leading to variations in mixing efficiency and pressure recovery.

In high-speed condensing flows, a temperature difference between

the vapor and liquid phases naturally occurs in the metastable region
during the development of liquid droplets. Thermodynamic non-
equilibrium condensation models account for this phenomenon and
have been applied to various fluids, such as steam [15,16] and CO2
[17,18], as well as diverse geometries including turbine cascades
[19,20] and converging–diverging nozzles [21]. Conversely, thermo-
dynamic equilibrium condensation models are numerically more stable
as they assume isothermal conditions between phases and can yield
accurate results, particularly closer to the critical point, where the
metastable region is narrow for both flashing [22,23] and condensing
[24] flows. Within non-equilibrium models, a further distinction can be
made between monodispersed and polydispersed droplet models.

Nomenclature

ai, bi elements of the Jacobi matrix
a, b integration range
bx axial chord [m]
cp isobaric specific heat [J/(kg K)]
CV coefficient of variation
fη droplet number density function [1/m]
f̂ η droplet number density function scaled to unity
h specific enthalpy [J/kg]
K turbulence kinetic energy [J/kg]
Kn Knudsen number
k thermal conductivity [W/(m K)]
kB Boltzmann constant [J/K]
J nucleation rate [1/(m3 s)]
J3 Jacobi matrix
j moment index
Mm molecular mass [kg]
m scaling factor
mfp mean free path [m]
n number of radii/weights
N number of subdivisions for numerical integration
Nexp number of measured locations
p pressure [Pa]
Pr Prandtl number
ṗ expansion rate
Qconv convective heat transfer source term [J/(m3 s)]
R gas constant [J/(kg K)]
r10 mean radius [m]
r32 Sauter radius [m]
ri discrete radii [m]
rlog lognormal median [m]
ṙ droplet growth rate [m/s]
S supersaturation ratio
Sq source term in a transport equation for scalar q
s specific entropy [J/(kg K)]
T temperature [K]
t time [s]
u velocity vector [m/s]
u,v velocity components [m/s]
wi discrete weights [1/kg]
ŵi normalized weights
x,y cartesian coordinates [m]
Y pressure loss coefficient
z compressibility factor

Greek letters
α volume fraction
Γ diffusion coefficient [kg/(m s)]
η droplet density [1/m3]

ηis isentropic efficiency
λ eigenvalues
μj moments [mj/kg]
μ dynamic viscosity [Pa s]
μT dynamic eddy viscosity [Pa s]
ρ density [kg/m3]
σ planar surface tension [N/m]
σgauss normal standard deviation [m]
σlog lognormal shape parameter
τ stress tensor [N/m2]
τT Reynolds stress tensor [N/m2]
υ eigenvectors
ϕ generic quantity
χ normalization coefficient

Subscripts and superscripts
c critical point
eff effective
exp experiments
fg latent heat
gauss normal distribution
growth droplet growth
in inlet section
is isentropic process
l liquid
log lognormal distribution
m mixture
nuc droplet nucleation
out outlet section
s saturation
v vapor
0 total quantity
* critical quantity

Acronyms
CAES Compressed Air Energy Storage
CCS Carbon Capture and Storage
CFD Computational Fluid Dynamics
CNT Classical Nucleation Theory
HP High-Pressure
LP Low-Pressure
NDF Droplet Number Density Function
QMOM Quadrature Method of Moments
MOM Method of Moments
RANS Reynolds-Averaged Naver-Stokes
RMSPD Root Mean Square Percentage Difference
sCO2 Supercritical Carbon Dioxide
UDF User-Defined Function
UDRGM User-Defined Real Gas Model
UDS User-Defined Scalar
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Monodispersed droplet models consider a single average size of liquid
droplets, neglecting the information and effects of the droplet size dis-
tribution. On the other hand, polydispersed droplet models account for
the effects of droplet size distribution in the development of condensing
flows.

The dispersed liquid phase can be simulated numerically using either
a Lagrangian approach [25,26] or a Eulerian approach [27,28]. The
method of moments (MOM) can be employed to compute the moments
related to the droplet size distribution in both Lagrangian and Eulerian
approaches [29]. The MOM can be enhanced by applying an n-point
Gaussian quadrature [30], known as the quadrature method of moments
(QMOM). QMOM is renowned for its accuracy and offers the advantage
of not requiring prior knowledge of the shape of the droplet size dis-
tribution. QMOM has been successfully applied to supersonic low-
pressure steam flows in nozzles [31,32] and turbine cascades [33],
where the polydispersed droplet size distribution affects droplet growth,
and its higher accuracy has been validated through experimental cases.
Discrete methods, developed by Hounslow [34] and Litster [35],
describe the droplet size distribution in terms of discrete size bins. Un-
like QMOM, discrete methods are based on a predetermined shape of the
droplet size spectrum, which can be defined by calculating low-order
moments [36,37].

Polydispersed droplet models have primarily been applied to
condensing gases in near-ideal conditions, such as low-pressure steam
flows. However, for high reduced pressures, especially near the critical
point, the non-ideality of the gas becomes significant and must be
considered in the calculation of the droplet critical radius and nucleation
rate under these thermodynamic conditions. At high reduced pressures,
the surface tension decreases, reaching zero at the critical point, and the
flow regime shifts towards a continuum flow characterized by low
Knudsen numbers. These unique characteristics of two-phase flows
profoundly influence the processes of droplet nucleation and growth,
resulting in narrower nucleation regions and higher nucleation rates
[17]. While these effects have been previously studied for mono-
dispersed real gas flows, the application of QMOM and discrete methods
to these flows, such as sCO2 flows, is still lacking in the literature. Pre-
vious studies have focused on condensing gases in ideal or low-pressure
conditions, neglecting the complexities introduced by high-pressure
conditions and near-critical phenomena. As a result, there is a signifi-
cant gap in understanding how polydispersed droplet models perform
under these more complex and practically relevant conditions.

Therefore, this paper aims to explore the effects of polydispersed
methods for flows that exhibit very different thermodynamic behavior
and flow regimes compared to traditional low-pressure steam applica-
tions. Furthermore, the paper describes the development and evaluation
of statistical approaches used to characterize the droplet size distribu-
tion within a commercial CFD solver. This involves a comprehensive
comparison of the QMOM and discrete methods, emphasizing their
applicability and accuracy in predicting droplet behavior in non-ideal
gas conditions. This paper is structured as follows: First, the numerical
framework is described, including the flow governing equations, the
moments-based polydispersed droplets methods, the algorithms
employed to solve the complex mathematical problems associated with
them, and the integration of polydispersed methods with the non-
equilibrium condensation model. Subsequently, numerical validation
is conducted using experimental measurements for low-pressure and
high-pressure steam, where the literature and experimental data are
more abundant. The model is then applied to simulate CO2 condensing
flows near the critical point, comparing the behavior of QMOM with
discrete methods based on normal and lognormal distributions. The
simulations are conducted for converging–diverging nozzles and for a
turbine cascade. The findings contribute to a better understanding of the
complex behavior of condensing sCO2 flows under thermodynamic non-
equilibrium conditions, which has significant implications for the
development of high-fidelity numerical tools applicable to a wide range
of applications. By expanding the scope of polydispersed droplet models

to high-pressure, near-critical conditions, this research offers a novel
perspective and valuable contributions to the fields of non-equilibrium
fluid dynamics and thermodynamics, paving the way for more accu-
rate and efficient design and optimization of industrial systems
involving supercritical fluids.

2. Numerical framework

The numerical simulations are conducted using the mixture model
available in Ansys Fluent 2022 R2. A similar approach to that of Smolka
et al. [23] has been previously validated for monodispersed droplet
models in [17] and is employed here to simulate polydispersed droplet
condensation models. The enthalpy-based energy equation is solved to
compute the vapor temperature, in addition to the standard conserva-
tion equations for mass and momentum of the mixture. Mechanical
equilibrium is considered between the phases, wherein slip velocities are
neglected, as is typically done for droplets smaller than 1 μm. The
computation of liquid droplet nucleation and growth involves solving
the transport equations for the liquid volume fraction and the related
moments. The full set of governing equations is presented below:

∂ρm
∂t +∇ • (ρmum) = 0 (1)

∂ρmum
∂t +∇ • (ρmumum) = − ∇p+∇ • (τ + τT) (2)

∂αvρvhv
∂t +∇ • (αvρvhvum) = ∇ •

(
Γeff∇hv

)
+ Sh1+ Sh2 + Sh3 + Sh4 (3)

∂αlρl
∂t +∇ • (αlρlum) = Snuc+ Sgrowth (4)

∂ρmμj
∂t +∇ •

(
ρmμjum

)
= j
∫ ∞

0
rj− 1ρmṙμ0fηdr+ Jr*

j (5)

where the diffusion coefficient in Eq. (3) is

Γeff =

⎛

⎜
⎝
keff

∂h
∂T

⎞

⎟
⎠

p=const.

=
k+ cpμT

PrT
cp

(6)

and the turbulent Prandtl number is 0.85. Equations (3) and (5) are
defined in Fluent as User-Defined Scalar (UDS) transport equations. The
solution is obtained using the pressure-based coupled solver. The
PRESTO! scheme is adopted for pressure spatial discretization, while the
2nd-order upwind scheme is used for all transport equations. The two-
equation SST k-ω turbulence model [38] is used to close the RANS
equations. In all cases, the total pressure is specified at the inlet
boundary condition, and the static pressure is set at the outlet. Addi-
tionally, the total enthalpy at the inlet is specified using a User-Defined
Function (UDF).

The transport equations of the moments can be reformulated using
the n-point Gaussian quadrature introduced by McGraw [30]:

∂ρmμj
∂t +∇ •

(
ρmμjum

)
= jρm

∑n

i=1
rj− 1i ṙiwi + Jr

* j (7)

where the j-th order moment is defined as

μj =
∫ ∞

0
rjμ0fηdr =

∑n

i=1
rjiwi. (8)

Here, μ0 is the number of droplets per unit mass, μ1 is the sum of
droplet radii per unit mass, μ2 the sum of droplet interface areas per unit
mass, μ3 is the sum of droplet volumes per unit mass, and fη is the droplet
number density function (NDF). The computation of the n radii (ri) and
weights (wi) can be carried out by solving the first 2nmoment transport
equations, with j ranging from 0 to 2n-1, and using a moment-inversion
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algorithm. In this study, n= 3 is chosen, as recommended in [39], for an
optimal trade-off between accuracy and algorithm efficiency. Alterna-
tively, the discrete method can be applied by assuming a priori the shape
of the NDF, which necessitates solving the first three moments transport
equations, as detailed in Section 2.2.

The source terms used in the transport equations are defined through
UDFs and calculated as follows:

Sh1 = um • ∇p (9)

Sh2 = (μ+ μT)
{

2

[(
∂u
∂x

)2

+

(
∂v
∂y

)2
]

+

(
∂u
∂y +

∂v
∂x

)2

−
2
3
(∇ • um)2

}

−
2
3

ρK∇ • um (10)

Sh3 = − ρum • ∇K (11)

Sh4 = −
(
Snuc + Sgrowth

)
hv +Qconv (12)

Qconv =
(
Snuc + Sgrowth

)
hfg − αlρlum • ∇hl (13)

Snuc =
4
3

πr*3ρlJ (14)

Sgrowth = 4πρlρm
∑n

i=1
r2i ṙiwi. (15)

Here, Sh1 is the mechanical energy, Sh2 is the irreversible dissipation
of the kinetic energy variations, Sh3 is the dissipation of the turbulent
kinetic energy, Sh4 is the energy transfer due to condensation, Snuc is the
mass transfer due to droplet nucleation, and Sgrowth is the interfacial mass
transfer between phases.

The fluid properties of the vapor phase are calculated from the static
pressure and the static enthalpy up to the spinodal limit. Conversely, the
dispersed liquid phase is assumed to be in saturated conditions,
requiring only the pressure as input. The Multispecies User-Defined Real
Gas Model (UDRGM) accesses and interpolates property look-up tables
generated by an in-house Python code that utilizes the multiparameter
equation of state based on the Helmholtz energy [40,41], available in
Refprop thermodynamic libraries [42]. Further details regarding the
property calculations performed through UDRGM can be found in [17].

The radii and weights used to compute the source terms associated
with droplet growth in Eqs. (7) and (15) can be determined in various
ways for polydispersedmodels. QMOM is renowned for its high accuracy

and does not require a priori knowledge of the shape of the NDF.
However, it necessitates the use of complex and time-consuming algo-
rithms for moment-inversion, which may lead to mathematical com-
plications such as non-realizability of moments [43], and it relies on a
limited number of discrete radii, typically set to 3. On the other hand,
discrete methods are much simpler to implement, avoid mathematical
issues, and allow for the use of a larger number of discrete radii. How-
ever, they fix the NDF to a predetermined shape, which can introduce
inaccuracies in the results. This paper compares QMOM with discrete
methods based on normal and lognormal NDFs. The mathematical def-
initions of both methods are provided in the following subsections.

2.1. Quadrature method of moments

The QMOM requires a moment-inversion algorithm, upon which the
overall efficiency and stability of the simulation depend, with up to 20 %
of CPU time required for it [32]. Wheeler’s algorithm [44] is used due to
its enhanced stability compared to other algorithms such as the product-
difference method [45]. Wheeler’s algorithm is implemented in a UDF as
outlined in [46], yielding the Jacobi matrix whose elements are
computed based on the moments μj:

J3 =

⎡

⎣
a1 b1 0
b1 a2 b2
0 b2 a3

⎤

⎦. (16)

The radii and weights can be calculated by solving the eigenvalue
problem for the Jacobi matrix as

ri = λi (17)

wi = μ0υ21i (18)

where λi are the eigenvalues and υ1i are the first elements of the ei-
genvectors. Since the use of external libraries is restricted in UDFs, an
eigen decomposition algorithm is implemented to compute both eigen-
values and eigenvectors of the Jacobi matrix. The symmetric tridiagonal
QL algorithm developed by the Java matrix library JAMA [47] and
described in [48] is used, yielding eigenvalues and eigenvectors as:

J3 = υ • λ • υT (19)

where λ is a diagonal matrix containing the eigenvalues, and υ is the
orthogonal matrix containing the eigenvectors.

2.2. Discrete methods

Discrete methods represent the NDF in terms of a set of discrete size
bins. Unlike QMOM, discrete methods require knowledge of the NDF
shape in advance. In this paper, two distributions are considered: the
normal and the lognormal distributions. These are chosen as they are
common statistical distributions used to describe droplet or particle
distributions [36,37]. The parameters required to define these distri-
butions are the mean radius and the standard deviation, which can be
estimated from the first three moments. Normalized NDFs based on
normal and lognormal distributions are plotted for different standard
deviation over mean radius values in Fig. 1. The NDF is integrated over a
predefined radius range, for instance, from 0 tom • r10, wheremmust be
large enough to cover the NDF curve such that the chosen NDF satisfies
the following equation:
∫ m•r10

0
fηdr ≈ 1. (20)

However, m should be also as small as possible to minimize the
number of radius discretization points required to achieve a satisfactory
resolution. In this work, m = 3 is chosen, which represents a good trade-
off, as shown in Fig. 1, as it covers the entire integration area of the NDF
even for large values of the standard deviation. Once the NDF shape and

Fig. 1. Normalized NDF obtained using normal and lognormal distributions
with varying standard deviations.
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the integration range are chosen, the NDF is divided into n portions as
shown in Fig. 2 for n = 10, and each area can be integrated to compute
the corresponding weight, i.e., the number of droplets per unit mass of

each region.
If a Gaussian distribution is assumed for the NDF, the mean radius r10

and the standard deviation σgauss can be calculated using the first three
moments as:

r10 =
μ1
μ0

(21)

σgauss =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

μ2
μ0

−

(
μ1
μ0

)2
√

. (22)

The NDF is given by:

Fig. 2. Example of NDF discretization utilized in discrete methods.

Table 1
Thermodynamic and flow regime parameters for nozzle cases.

Cases Fluid T0[◦C] p0[bar] z0 Kn

1 LP steam 107.40 0.7839 0.989 2–6
2 LP steam 103.80 0.7839 0.989 1.5–5
3 HP steam 365.53 100.7 0.805 0.03–0.1
4 HP steam 342.05 100.7 0.762 0.02–0.08
5 CO2 36.85 58 0.677 0.003–0.015
6 CO2 68.00 120 0.518 0.003–0.015

Table 2
Thermodynamic boundary conditions for turbine cascade cases.

Cases Fluid T0[◦C] p0[bar] pout[bar] p0/pout

7 LP steam 99 1.14 0.60 1.90
8 LP steam 106 1.00 0.42 2.38
9 CO2 36 65 34.21 1.90
10 CO2 40 65 27.30 2.38

Fig. 3. Inlet thermodynamic point on a non-dimensional T-s diagram overlaid to compressibility factor contours. Solid and dashed lines denote the saturation curve
and spinodal limit, respectively.

Fig. 4. Grids of the three nozzle geometries (not to scale) and details of the
near-wall region.
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fη,gauss(r) =
1

χσgauss
̅̅̅̅̅̅
2π

√ exp

(

−
(r − r10)2

2σ2gauss

)

(23) χ =
1
2

[

erf

( ̅̅̅
2

√

2
r10

σgauss

)

− erf

( ̅̅̅
2

√

2
r10(1 − m)

σgauss

)]

(24)

Fig. 5. Grid of the turbine cascade geometry and details of the leading and trailing edges.

Fig. 6. Pressure and r32 distributions along the streamwise direction for LP steam: case 1 (left) and case 2 (right).

Fig. 7. Pressure and r32 distributions along the streamwise direction for HP steam: case 3 (left) and case 4 (right).
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where χ is calculated to satisfy Eq. (20). This coefficient recovers the
lost integration area for negative radii and radii larger than the upper
integration limit m • r10. The latter is a case that should be avoided by
choosing m large enough, as described above in the description of
discrete methods. Therefore, the radius and weight for a generic interval
[a, b] assuming a Gaussian NDF can be calculated in a closed form as

ri =
a+ b
2

(25)

wi,gauss = μ0
∫ b

a
fη,gaussdr = μ0

erf

(
̅̅
2

√

2
(r10 − a)

σgauss

)

− erf

(
̅̅
2

√

2
(r10 − b)

σgauss

)

2χ . (26)

The NDF is also modeled assuming a lognormal distribution, whose
main parameters to describe it can be derived from the normal mean
radius and standard deviation as:

rlog =
r210̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

r210 + σ2gauss
√ (27)

σlog =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

ln

(

1+
σ2gauss
r210

)√
√
√
√ (28)

where rlog is the median and σlog is the shape parameter. The NDF is
defined as

fη,log(r) =
1

rσlog
̅̅̅̅̅̅
2π

√ exp

(

−

(
lnr − lnrlog

)2

2σ2log

)

. (29)

No correction coefficient is applied in this case since, for large
standard deviations, the curve is contained within the fixed range of
radii. A closed-form solution of the integral of the lognormal NDF does
not exist. Therefore, the calculation of the weights requires numerical
integration, which significantly increases the computational effort of the
simulation, as will be demonstrated in Section 4. Applying the trape-
zoidal integration rule, the weight can be calculated for a generic in-
terval [a, b] with a uniform discretization grid as:

wi,log = μ0
∫ b

a
fη,logdr ≈ μ0

Δr
2
∑N

k=1

(
fη,log(rk− 1)+ fη,log(rk)

)
(30)

Δr =
b − a
N

. (31)

In this paper, each of the ten radius intervals of the lognormal NDF is
integrated using the trapezoidal rule with N=10, resulting in a radius
resolution Δr for the numerical integration equal to 1 % of the overall
radius range considered.

2.3. Non-equilibrium condensation model

The non-equilibrium condensation model describes the nucleation

Fig. 8. Pressure and r32 distributions along the streamwise direction for CO2: case 5 (left) and case 6 (right).

Fig. 9. RMSPD for nozzle cases: pressure (top) and r32 (bottom).
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and subsequent growth of dispersed liquid droplets in a supersaturated
vapor flow. According to the Classical Nucleation Theory (CNT) pro-
posed by Becker and Döring [49], the nucleation rate is calculated as:

JCNT =
ρ2v
ρl

̅̅̅̅̅̅̅̅̅̅
2σ

πM3
m

√

exp
(

−
4
3

πr*2σ
kbTv

)

. (32)

The CNT is modified by applying Courtney’s correction [50], which
divides the nucleation rate by the supersaturation ratio. However, in this
paper, an exponent is applied to reduce the effects of Courtney’s
correction and achieve a better match with experimental results:

J =
zv
S0.5
JCNT (33)

S =
p

ps(Tv)
. (34)

The critical radius can be calculated for a real gas as described in
[17]:

r* =
2σ

zvρlRTvlnS − p
(

1 − 1
S

). (35)

The droplet growth rate depends on the droplet size and therefore
must be calculated for each discretized radius considered in the QMOM
or discrete method. The correlation proposed by Gyarmathy [51] to
model the convective heat transfer at the droplet interface can be used to
calculate the droplet growth rate as:

ṙi =
kv(Ts − Tv)

ρlhfgri(1+ 3.18Kni)
(36)

Kni =
mfp
2ri

=
μv
2riρv

̅̅̅̅̅̅̅̅̅̅̅̅
πMm
2kBTv

√

. (37)

Here, Kn is the Knudsen number, which defines the degree of rare-
faction of the flow.

Fig. 10. Pressure distributions along the blade profile for LP steam: case 7 (left) and case 8 (right).

Fig. 11. Pressure distributions along the blade profile for CO2: case 9 (left) and case 10 (right).

Table 3
CPU time per iteration and percentage difference (vs. Mono) calculated for case
7.

Method CPU time per iteration [s] Percentage difference (vs. Mono) [%]

Mono 0.62 −

Normal 0.82 +32.3
QMOM 0.92 +48.4
Lognormal 2.81 +353.2
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3. Description of the test cases

The numerical and physical models are applied to low-pressure (LP)
steam, high-pressure (HP) steam and CO2 flows in 2D nozzle geometries
and a turbine cascade. Although the analysis aims to focus on sCO2
flows, it is beneficial to validate the polydispersed droplet condensation
models for steam cases where there is a larger availability of experi-
ments. Additionally, the effect of the degree of flow rarefaction and the
flow expansion rate can be studied under different thermodynamics
conditions and nozzle geometries. Three test cases involving 2D nozzle
geometries are selected, and their inlet thermodynamic conditions and
Knudsen number ranges are reported in Table 1. The test cases are
sourced from Maqueo Martinez et al. [52] for LP steam, from Gyarma-
thy’s nozzle 4/B [53] for HP steam and from Lettieri et al. [54] for CO2.
Additionally, case 6 is simulated for studying the non-equilibrium
behavior of CO2 very close to the critical point, even though it was
not studied experimentally. Furthermore, the turbine cascade from
Dykas et al. [55,56] is simulated with LP steam, for which experimental
measurements are available, as well as CO2, and the boundary condi-
tions are reported in Table 2. Steam and CO2 flows through the turbine
cascade are simulated by applying the same expansion ratios to obtain
similar flow features, enabling a meaningful comparison of perfor-
mance. The inlet thermodynamic points of each case are depicted in
temperature-specific entropy diagrams in Fig. 3. The fluid is in a su-
perheated or supercritical state for each point at the inlet section, except
for case 7, which has a subcooling degree of 4.3 ◦C, as per Dykas’

experiments. This leads to condensation occurring in the subsonic region
of the blade channel.

The nozzles from Maqueo Martinez and Lettieri are simulated with
the top side defined as a no-slip wall and the bottom side as a symmetry.
The nozzle fromGyarmathy is non-symmetric, and both upper and lower
sides are defined as no-slip walls. These nozzles have previously been
investigated with monodispersed droplet models in [17], where grid
independence studies were carried out.

The simulated grids of the nozzles are represented in Fig. 4, along
with details of the near-wall region. The turbine cascade from Dykas is
shown in Fig. 5 and is simulated applying periodic boundary conditions
at the top and bottom sides of the fluid domain, while the blade profile is
defined as a no-slip wall. The fluid domain at the outlet of the blade
channel is extended axially by more than twice the length of the axial
chord to prevent wave reflections from influencing the upstream flow.
The grid independence study of the blade cascade has been conducted
simulating three grids with different levels of refinement. It was found
that the two finest grids, consisting of 246 k and 493 k cells respectively,
yielded negligible differences in the results. Specifically, the largest
relative differences observed in the distributions of static pressure and
mean droplet size, calculated at a section downstream of the blade, were
0.2 % and 1.5 %, respectively. For each grid, it was ensured that the wall
y+ remained below 30, and scalable wall functions were automatically
used by the solver when the viscous sublayer was not fully solved.
Further refinements of the near-wall region aiming to solve the whole
boundary layer led to numerical convergence issues. Specifically, in

Fig. 12. Radii and normalized weights distributions along the streamwise direction: (a) LP steam case 1, (b) HP steam case 3 and (c) CO2 case 6.
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turbine cascade cases, numerical divergence occurred at the trailing
edge during the time-marching solution when the cell height close to the
blade wall was too small. Further analysis is necessary to determine the
root cause of this numerical issue.

4. Results and discussion

4.1. Model validation

The test cases presented in Section 3 are simulated to validate the
numerical models. Both QMOM and discrete methods based on normal
and lognormal distributions are applied. Fig. 6 shows the pressure and
Sauter radius distributions along the streamwise direction for cases 1
and 2 with LP steam. The Sauter radius is a statistical parameter defined
as the diameter of a sphere that has the same volume-to-surface area
ratio as the droplets in the domain. The Sauter radius is calculated based
on moments as follows:

r32 =
μ3
μ2
. (38)

For LP steam, the Knudsen numbers encountered are higher than
unity, suggesting a transitional or free molecular flow regime. This
means that the droplet growth rate model strongly relies on the Knudsen
number evolution in the metastable region for each droplet size group. It
is observed that the monodispersed model predicts an earlier pressure
rise due to the latent heat release, and the pressure peak is lower than
that obtained with polydispersed models. Moreover, the r32 is over-
estimated for the monodispersed model. Comparing the polydispersed
models, the normal NDF and QMOM better agree with the experiments,
both in terms of calculated pressure and droplet size. On the other hand,
the lognormal NDF tends to overpredict the pressure peak and under-
predict the r32. Increasing the steam inlet pressure enhances the non-
ideality of the vapor phase and leads to a slip flow regime, with Knud-
sen numbers lower than 0.1. The results obtained for HP steam in cases 3
and 4 are shown in Fig. 7. Similar outcomes to those discussed for LP
steam are observed, with the monodispersed model overestimating r32
and underestimating the condensation pressure rise. On the other hand,
the polydispersed models show better agreement with experiments for
r32, although some differences are noted in the pressure distribution in
both the convergent and divergent sections. These differences suggest a
shift of the pressure curve in the axial direction. In condensing CO2
cases, the Knudsen number reduces even further, and they are classified
as continuum flows. Fig. 8 shows the results obtained in cases 5 and 6. In
case 6, where condensation occurs very close to the critical point leading
to high nucleation rates and low droplet surface tensions, the mono-
dispersed model shows good accuracy for the pressure rise, but still

Fig. 13. r10 and CV distributions along the streamwise direction: (a) LP steam case 1, (b) HP steam case 3, (c) CO2 case 5 and (d) CO2 case 6.

Table 4
Expansion rate in the nozzle divergent section and average slope in the
streamwise direction of CV for QMOM results.

Cases Expansion rate (divergent) [s− 1] ∂CV
∂x
[
m− 1]

1 4–8 • 103 12.5
2 3–8 • 103 9.2
3 4–5 • 104 25.0
4 4–5 • 104 23.2
5 2–5 • 103 8.6
6 1–2 • 103 7.8
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overpredicts r32 compared to polydispersed models. Since droplet size
measurements are not available for CO2, it is not possible to state which
approach is more accurate for these cases. The similar behavior between
QMOM and the normal NDF is confirmed, and it is observed that the
lognormal NDF tends to predict results like other methods for thermo-
dynamic conditions closer to the critical point.

The difference between experimental results and various condensa-
tion models for nozzle cases is quantified by calculating the root mean
square percentage difference (RMSPD). This calculation considers the
difference between each experimentally measured point and the value
calculated by CFD at the closest node in the streamwise direction along
the nozzle, as follows:

RMSPD =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
Nexp

∑Nexp

i=1

(
ϕexp,i − ϕCFD,i

ϕexp,i

)2
√
√
√
√ . (39)

The RMSPD of pressure and r32 are reported in Fig. 9. The results
indicate that the QMOM and normal NDF perform better overall than the

monodispersed model and the lognormal NDF. In LP steam, cases 1 and
2, the RMSPDs for the r32 range between 5.5 % and 14.2 % for the
normal NDF and between 12.4 % and 14.6 % for QMOM, increasing up
to 22.8% for the lognormal NDF and up to 35.5% for the monodispersed
model. For HP steam, cases 3 and 4, all polydispersed models perform
similarly, with r32 RMSPDs between 7.9 % and 15.8 %, while they rise to
33.1 % for the monodispersed simulations. The similarities observed
among the various polydispersed distributions at high reduced pressures
can be attributed to the droplet nucleation process, which remains un-
affected by droplet sizes and plays a more significant role than droplet
growth in determining droplet sizes at higher reduced pressures.

The pressure distributions on the blade profile from the turbine
cascade of Dykas, obtained with monodispersed and polydispersed
models, are shown in Fig. 10 for LP steam cases 7 and 8 and compared
with static pressure measurements available in [56]. A first pressure rise
is observed on the blade suction surface due to a separation region (x/bx
0.69), which is well captured by CFD. A second pressure rise is observed
on the blade suction side (x/bx 0.83) and is underpredicted by CFD,

Fig. 14. Normalized weights from QMOM (black circles with dashed lines) and NDFs scaled to unity (solid lines) along the nozzle axis for LP steam case 1. Normal
NDF (left) and lognormal NDF (right).

Fig. 15. Normalized weights from QMOM (black circles with dashed lines) and NDFs scaled to unity (solid lines) along the nozzle axis for HP steam case 3. Normal
NDF (left) and lognormal NDF (right).
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particularly for case 8 where higher Mach numbers are involved. This
pressure rise is caused by the aerodynamic shock wave generated at the
trailing edge and reflected on the suction side, along with the conden-
sation latent heat release. Monodispersed and polydispersed models do
not present significant variations in terms of pressure distributions in
both cases, although the lognormal NDF slightly anticipates the second
pressure rise. The same blade profile has been simulated using CO2 in
cases 9 and 10 by applying the same expansion ratios used for steam and
inlet stagnation thermodynamic conditions to obtain a similar location
of the condensation onset. The pressure distributions on the blade are
shown in Fig. 11. The first pressure rise due to the separation region is
predicted similarly to steam. Conversely, two additional separate pres-
sure rises are observed on the suction side: one related to the conden-
sation heat release (x/bx 0.86) and the second related to the trailing edge
shock wave reflection (x/bx 0.90). The latter is predicted to reflect on the
blade suction side at a larger angle compared to steam, and thus further
downstream on the blade surface. Even for CO2, monodispersed and
polydispersed models predict similar pressure distributions, except for
the pressure rise related to the trailing edge shock wave reflection,
which is slightly anticipated by the monodispersed model. Further
analysis and discussion of the results of the Dykas turbine cascade are
reported in Section 4.3.

The computational effort for monodispersed and polydispersed CFD
simulations is calculated in terms of average CPU time per iteration. The
results obtained for the turbine cascade operating with steam (case 7)
are reported in Table 3. The lowest computational effort is found for the
monodispersed model, as expected, while it slightly increases for the
normal NDF and QMOM by 32.3 % and 48.4 %, respectively, compared
to the monodispersed case. A significant increase in the CPU time is
observed for the lognormal distribution (+353.2 %), which is caused by
the numerical integration of the NDF required for this method.

4.2. NDF evolution in nozzle geometries

The NDF varies in space following the evolution of the moments. For
QMOM, it is possible to plot the radii and weights along the streamwise
direction calculated using the moment-inversion algorithm described in
Section 2.1, as shown in Fig. 12 for cases 1, 3 and 6. Cases 2, 4 and 5
exhibit similar results to cases 1, 3 and 6, respectively. The calculation of
the radii was lower bounded to 1 nm, which is approximately the size of
the critical radius, to avoid numerical issues. The highest calculated
value of the radius is much larger than the mean radius, but its

corresponding weight is close to zero, which results in ŵ3 almost over-
lapping the x-axis. This can be attributed to the non-realizability issues
discussed in Section 2.1, indicating that this set of radius and weight
does not affect the droplet growth process.

The mean radius (r10) and the coefficient of variation (CV) are
moment-based statistical parameters useful for describing the droplet
number distributions obtained for the considered polydispersed models.
The mean radius is the arithmetic mean of the droplet radii and is
defined in Eq. (21), while the coefficient of variation, a measure of
relative variability, is defined in Eq. (40).

CV =
σgauss
r10

. (40)

A low CV indicates that the NDF is narrow and close to the mean
radius, thus the droplets are monodispersed, while a high CV indicates
that the NDF is spread over a wider range relative to the mean radius,
providing a quantitative measure of polydispersed effects. The distri-
butions along the streamwise direction of r10 and CV are represented in
Fig. 13 for cases 1, 3, 5, and 6. Cases 2 and 4 are omitted as they exhibit
similar results to cases 1 and 3, respectively. As a general observation,
when the model predicts higher values of r10, CV is lower, and vice versa.
At the beginning of the condensation region, the CV values are very high
for a relevant space interval in case 1, which decreases for the other
cases. Although similar values of CV are observed for LP steam and CO2
cases, the polydispersed effects have a much greater impact in LP steam.
LP steam flows are characterized by larger Knudsen numbers, where
droplet development is significantly affected by their sizes. In contrast,
CO2 flows are characterized by very low Knudsen numbers, where
droplet size distributions minimally affect droplet growth.

The expansion rate is a key parameter affecting the location of the
Wilson point, which is the thermodynamic point in the metastable re-
gion where condensation occurs. In fact, the higher the expansion rate,
the deeper the expansion penetrates the metastable region before
nucleation begins. The expansion rate achieved in the nozzle divergent
section is also important for quantitatively describing how quickly the
flow is expanded in a certain space interval and is defined as:

ṗ = −
|um|
p
dp
dx

. (41)

Both the expansion rate and the average slope of CV along the
streamwise direction obtained with QMOM are reported for the studied
cases in Table 4. It is quite evident that the expansion rate strongly

Fig. 16. Normalized weights from QMOM (black circles with dashed lines) and NDFs scaled to unity (solid lines) along the nozzle axis for CO2 case 6. Normal NDF
(left) and lognormal NDF (right).
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affects the increase of CV . Therefore, nozzles with higher expansion rates
would present a wider droplet size spectrum relative to r10.

The normal and lognormal NDF evolutions along the nozzle axis are
compared with the QMOM normalized weights in Figs. 14, 15 and 16 for
cases 1, 3 and 6, respectively. In order to facilitate a meaningful com-
parison, the NDFs are scaled to unity ( f̂ η). As the CV increases along the
supersonic wet expansion, the weight related to the lowest radius ob-
tained from QMOM increases as the radius decreases, and the weight
corresponding to the second-highest radius decreases as the radius in-
creases. Coherently, the NDFs become wider, with the normal NDF
capturing the weights both at the beginning of the condensation region
and farther downstream into the nozzle very well. On the other hand,
the lognormal NDF is not an appropriate shape for capturing the weights
distributions at higher CV .

4.3. Turbine cascade analysis

The turbine cascade of Dykas [55] has been investigated numerically
to study the effects of polydispersed methods in this geometry for both
steam and CO2. The contours of vapor Mach number, liquid mass frac-
tion, mass transfer rate and Sauter radius are shown in Figs. 17 and 18
for LP steam (case 8) and CO2 (case 10), respectively. The results are
shown only for the normal NDF, which has achieved the best overall
agreement with the experiments in nozzle flows. The plotted quantities
remain almost unaffected between different methods, except for r32,
whose variations will be discussed later. The stator cascade is simulated
with the same expansion ratio for both fluids, resulting in similar Mach
number distributions and shock wave structures. The condensation and
aerodynamic shock waves, experimentally identified using the Schlieren
visualization method by Dykas et al. in [56], can be observed in the
Mach number contours near the trailing edge of the blade. The external

Fig. 17. Contours of Dykas turbine cascade for LP steam case 8: (a) vapor Mach number, (b) liquid mass fraction, (c) mass transfer rate and (d) r32.
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and internal fishtail shocks at the trailing edge, reflected on the suction
side, are well visible. The condensation onset occurs almost in the same
spot of the oblique shock wave, making the pressure rise related to the
condensation latent heat release indistinguishable. The internal fishtail
shock wave impacts on the blade suction side for CO2 with a larger angle
than that observed in steam, and its reflection is better visible by the
Mach number contours. The CO2 inlet conditions have been selected in
such a way that the nucleating region is in the same spot as the steam
case. Nevertheless, the wetness fraction obtained for CO2 is larger than
that in steam, since the saturation curve is crossed near the critical point
for CO2. The mass transfer rates computed for CO2 are three orders of
magnitude larger than those for the steam case. Besides the larger
wetness fraction, this huge difference is due to the very different vapor
densities of the fluids in the corresponding thermodynamic regions.

The large mass transfer rate computed in the blade channel indicates

the nucleating region, where the sudden formation of liquid droplets
takes place in the supersaturated vapor. In correspondence of the
external fishtail shock wave generated at the trailing edge, one main
region with a negative mass transfer rates can be identified, indicating
that the liquid droplets are partially evaporating. The Sauter radius sizes
are larger for the CO2 flow by approximately a factor of 5. Moreover, the
larger droplets are found in correspondence with the flow close to the
blade suction side for both cases.

The mass-weighted average of the Sauter radius and the coefficient
of variation calculated at the outlet boundary for each case are reported
in Figs. 19 and 20, respectively. QMOM predicts the lowest values of r32
for all cases, while the normal and lognormal NDF predict larger droplet
sizes than the monodispersed model for CO2 flows. For higher expansion
ratios, higher values of the expansion rate are achieved in the blade
channel, allowing deeper penetration into the metastable region and

Fig. 18. Contours of Dykas turbine cascade for CO2 case 10: (a) vapor Mach number, (b) liquid mass fraction, (c) mass transfer rate and (d) r32.
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leading to higher values of supersaturation and, consequently, higher
nucleation rates. This phenomenon results in lower values of r32 ob-
tained at higher speeds, especially for steamwhenmoving from case 7 to
case 8. Larger CV values are predicted by QMOM compared to other

methods, indicating that the NDF distribution is wider in these simula-
tions where the smallest droplet sizes are calculated.

The performance of the turbine blade cascade is evaluated by
calculating its isentropic efficiency, defined as the ratio between the
actual enthalpy drop and the ideal isentropic one, as shown in Eq. (42),
and pressure loss coefficient, as defined in Eq. (43).

ηis =
h0,in − hout
h0,in − hout,is

(42)

Y =
p0,in − p0,out
p0,in − pout

. (43)

For the nucleating cases, hout and hout,is were calculated assuming that
the phases are in equilibrium at the outlet section. Additionally, to
quantify the effects of the condensed droplets on these quantities, nu-
merical simulations of dry flows have also been conducted for both
steam and CO2. The results obtained from CFD simulations are repre-
sented in Figs. 21 and 22 for the isentropic efficiency and the pressure
loss coefficient, respectively.

Fig. 21 indicates that the isentropic efficiency for wet cases is
impacted by the choice of the polydispersed model, particularly for
lower expansion ratios (cases 7 and 9). For instance, in case 7, the
QMOM predicts an efficiency of 93.34 %, while the lognormal NDF
predicts a value of 92.29 %, which is a significant deviation for the
performance of the machine. These differences become negligible at
higher expansion ratios (cases 8 and 10), where a maximum difference
of 0.08 % in efficiency is observed in case 10 between the mono-
dispersed model and QMOM. The isentropic efficiencies for CO2 cases
are higher than those of steam cases. Considering the efficiencies
calculated with the normal NDF, they increase from 92.93 % to 95.79 %
between cases 7 and 9 (+2.86 %) and from 91.79 % to 94.59 % between
cases 8 and 10 (+2.80 %). The predicted efficiency loss due to
condensation, calculated as the difference between the efficiency of the
dry case and that of the wet case, varies for different NDFs between 3.17
% and 4.22 % in steam and between 1.42 % and 2.18 % in CO2. Hence,
the condensation losses are much smaller in CO2, even though the
wetness fraction of the CO2 flows is more than double that found in wet
steam. One possible explanation for this outcome is that the thermo-
dynamic and transport properties of liquid droplets do not differ much
from the vapor properties for operating conditions near the critical
point, as instead happens for condensing LP steam. Thus, the limited
property variations of the mixture flow do not seem to significantly
affect the efficiency of the turbine cascade.

Unlike the isentropic efficiency, the pressure loss coefficient, depic-
ted in Fig. 22, is mostly dependent on the expansion ratio rather than the
working fluid. Moreover, it does not vary much between the various

Fig. 19. Mass-weighted average r32 at the outlet for turbine cascade cases.

Fig. 20. Mass-weighted average CV at the outlet for turbine cascade cases.

Fig. 21. Isentropic efficiency for turbine cascade cases.

Fig. 22. Pressure loss coefficient for turbine cascade cases.
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NDFs, with a maximum difference of 0.31 % between QMOM and the
lognormal NDF in case 7. As observed with isentropic efficiency, droplet
condensation worsens the performance of the blade cascade by
increasing the pressure loss coefficient by 4.70–5.42 % for steam and by
3.65–4.11 % for CO2. The pressure loss coefficient is primarily influ-
enced by the overall flow dynamics around the turbine blades, including
turbulence, separation, and wake formation. These phenomena are
largely governed by the bulk properties of the flow, which are directly
affected by phase change, rather than the detailed droplet characteris-
tics. However, different droplet size distributions lead to varying inter-
phase heat and mass transfers, which affect the thermodynamic path of
the fluid expanding through the turbine, thereby having a major impact
on the isentropic efficiency.

5. Conclusions

This paper presents a numerical model for simulating non-
equilibrium condensing real gas flows with polydispersed droplet
models. Results obtained with QMOM, and discrete methods based on
normal and lognormal distributions are compared with experiments.
Our study highlights the importance of accounting for polydispersed
droplet sizes in condensing steam flows, achieving higher accuracy over
monodispersed models in terms of pressure and Sauter radius distribu-
tions. Similar trends are also observed in high-pressure CO2 flows, but
the lack of droplet size measurements does not allow us to make
definitive statements about the accuracy of the models.

The main conclusions of this paper are as follows:

• The QMOM and normal NDF better capture the pressure and Sauter
radius distributions in converging–diverging nozzle geometries
compared to the lognormal NDF. Moreover, the normal NDF closely
matches the QMOM behavior, in contrast with the lognormal NDF,
which exhibits issues in capturing the droplet size spectrum at higher
values of the variation coefficient.

• The nozzle expansion rate significantly impacts the droplet size
distributions, with higher expansion rates inducing larger dispersion
of droplet sizes.

• Simulating steam and CO2 condensing flows in a turbine cascade
using polydispersed methods shows that QMOM predicts smaller
values of the Sauter radius than normal and lognormal NDFs.
Downstream of the blade cascade, QMOM also predicts higher
variation coefficients, indicating a larger dispersion of droplet sizes.

• The isentropic efficiencies of the turbine blade cascade calculated for
steam and CO2 flows are affected by the choice of the polydispersed
model at low expansion ratios, with variations in efficiency up to
1.05 %.

• The condensation losses through the turbine blade cascade are much
smaller for CO2 (1.42–1.91 %) than for steam (3.58–4.01 %), leading
to higher isentropic efficiencies for CO2 (94.59–95.79 %) compared
to those obtained with steam (91.79–92.93 %)

This study offers crucial insights into the numerical modeling of
polydispersed droplet sizes in condensing real gas flows and provides a
valuable tool for simulating these flows with a commercial CFD solver.
In future work, the model can be extended to simulate different geom-
etries beyond nozzles and turbine blade cascades, such as CO2 super-
sonic separators or ejectors, thereby improving their design and
performance.
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[49] R. Becker, W. Döring, Kinetische behandlung der keimbildung in übersättigten
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