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Abstract

This paper is intended to tackle the control problem associated with an extended
phase field system of Cahn—Hilliard type that is related to a tumor growth model.
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1 Introduction

In this paper, we deal with a distributed optimal control problem for a system of partial
differential equations whose physical context is that of tumor growth dynamics. Our aim
is to devote this section to explain the general purpose of the work and we postpone all
the technicalities for the forthcoming sections. In the next one, we will state precisely
the problem and have the care to present in detail our notation and the mathematical
framework in which set the problem. Here, let us only mention that with Q C R?® we
denote the set where the evolution takes place and, for a given final time T" > 0, we fix

Q:=0x(0,7) and X:=0x(0,T).

The distributed control problem, referred as (CP), consists of minimizing the so-called cost
functional

by by bs
d(p,0,u) = §||<P - <PQ||%2(Q) + EHSD(T) - QDQH%?(Q) + EHU - O-QH%?(Q)
by bo
o llo(T) = oallia) + 2l (1)
subject to the control contraints

U € Ung :={u € L7(Q) : ux <u <u” ae in Q}, (1.2)

and to the state system

adyp+ Op — App=P(p)(oc —p) n Q (1.3)
p=PB0p—Ap+F(p) nQ (1.4)

0o — Ao =—P(p)(oc—p)+u in Q (1.5)
Oppt = Opp = 0,0 =0 on X (1.6)

1£(0) = o, p(0) = o, 0(0) =00 in . (1.7)

Let us give just some overall indications on the involved quantities of the above equa-
tions. The symbols by, by, bo, b3, by Tepresent nonnegative constants, not all zero, while
©Q, Yo, 00, 0q, Uy, and u* denote given functions. As regards these latter, the first four
model some targets, while the last two fix the box in which the control variable u can be
chosen. Furthermore, F' and P are nonlinearities, while (@) and (IC7) are the boundary
conditions and the initial conditions, respectively.

During the last decades, lots of models based on continuum mixture theory have been
derived. The above state system constitutes a variation on an approximation to a diffuse
interface model for the dynamics of tumor growth proposed in [23] (see also [24] and [31]),
in which the velocity contributions are neglected and the attention is focused on the
behavior of the state variables that model the fractions of the tumor cells and the nutrient-
rich extracellular water, respectively. Moreover, let us refer to [I6H2I], where transport
mechanisms such as chemotaxis and active transport are also taken into account. Further
investigations and mathematical models related to biology can be found e.g. in [13]

and [15].
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Let us spend some words about the interpretation of the system ([L3)—(L1), and on the
involved variables. The unknown ¢ is an order parameter which describes the tumor cell
fraction and assumes values between —1 and +1. These two extremes represent the pure
phases, say the tumor phase and the healthy cell phase, respectively. The second unknown
it has the interpretation, as usual for Cahn-Hilliard equation, of chemical potential and
its relation with ¢ is precisely expressed by (I4). The third unknown o consists of
the nutrient-rich extracellular water volume fraction and we assume that it takes values
between 0 and 1 with the following property: the closer to one, the richer of water the
extracellular fraction is, while the closer to zero, the poorer it is. As the nonlinearities
are concerned, we have that F stands for a double-well potential, while P models a
proliferation function which we assume to be nonnegative and dependent on the phase
variable. To conclude the overview of the model, worth to point out the different role of
a and . When a = 0, the equations (L3)-(L4) becomes of viscous Cahn-Hilliard type
or it is pure Cahn—Hilliard equation depending on the fact that g is strictly positive or
vanishes, respectively. On the other hand, the presence of a gives to (3] a parabolic
structure with respect to the variable .

As for the interpretation of the (CP) problem, our goal consists of finding a “smarter”
choice of u € U,g such that, with its corresponding solution to (L3)—(L1), minimizes (L.I]).
Note that the control variable u appears in (LI), the equation describing the nutrient
evolution process. Thus, from the viewpoint of the model, it could represent a supply of
a nutrient or a drug in chemotherapy. The cost functional we choose is a tracking-type
one, namely we have fixed some a priori targets, say some a priori final configurations
for the tumor cells and on the nutrient, and we try to find the control variable whose
corresponding solutions approximate better this fixed configuration. Worth to insist on
this fact: even if the better situation is the health of the patient, our efforts are neither
in the direction of minimizing the variable ¢, that has the meaning of leading to the
healthier configuration nor minimizing the variable ¢ to reduce the tumor expansion. In
fact, we only try to handle the whole evolution process, acting on the choice of the control
variable, to force a final configuration that for some practical reason should be desirable.
Obviously the ratios among the constants by, by, bs, b3, by implicitly describe which targets
hold the leading part in our application. To conclude the analysis, we focus our attention
on the last term of (ILI). From an abstract viewpoint, it represents the cost we have
to pay to implement wu, thus in our framework it should be read as the rate of risks to
afflict harm to the patient by following that strategy. Finally, observe that we do not
consider the cost functional to be dependent on the chemical potential. Indeed, from
an interpretation point of view, we mainly care to handle the phase dynamics, and it is
not clear if including the variable p in the analysis is interesting for applications (see the
forthcoming Remark F.T]).

At this general stage, let us perform a little overview of the literature. The first
systematic study on this system was carried out in [2] and [I4], where well-posedness
and long-time behavior of the solutions were investigated for a system very close to ours.
Moreover, quite recently, the system has been investigated with particular interest on the
asymptotic analysis as the constants a and 3 go to zero. To this concern, we address
to [2], [6], and [7], where the asymptotic analyses represent the core of the works. To
our best knowledge, as the control theory is concerned, there are very few contributions
to this kind of system. In this regard, we refer to [5], where a control problem for a
system without relaxation terms is performed. Even though we take inspiration from this
work, the functional framework and the potentials setting significantly differ from ours.
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Nevertheless, the control theory related to different phase-field models based on the Cahn—
Hilliard equation presents more contributions. Among others, we mention [3]41[R]9]12].
Furthermore, since particular attention is devoted to singular potentials, we point out

[11,22,28] and the vast list of references therein.

To conclude, let us sketch an outline of the work. The first section is devoted to
fix our notation and state the established results. The second one contains all the proofs
corresponding to the analysis of the state system, while the last one is completely devoted
to the control problem. Namely, the last section faces the analysis of the existence of
optimal control, the linearized problem, the investigation of the Fréchet differentiability of
the control-to-state mapping and the adjoint problem. Moreover, it contains the necessary
conditions that a control has to satisfy to be optimal.

2 General assumptions and results

In the following, we intend to fix the notation, state the problem in a precise form, and
announce the main results.

The introduction should not have created any confusion since the employed notation
is quite standard. We assume 2 to be a smooth, bounded and connected open set in R?,
whose boundary is denoted by I'. From the smoothness property, it is almost everywhere
well defined the unit normal vector n of I' and the symbol 0,, represents the outward
derivative in that direction. Moreover, for a fixed T" > 0, which stands for the final time
involved in the evolution process, we set

Q; =0 x(0,t) and X;:=T x(0,t) foreveryte (0,7],
Q = QT> and X := ET-

As the functional spaces are concerned, it turns out to be very convenient to introduce
the following

H:=L*Q), V:=H(Q), W:={veH*Q):0,v=0o0nT},

and endow them with their standard norms indicated by ||-|le, where o stands for the
referred space or is completely omitted if it is clear from the context which norm should
be. In the same way, we write ||-||, for the usual norm in L?(Q2). The above definitions yield
that (V, H,V*) forms a Hilbert triplet, that is, the following injections V- C H = H* C V*
are both continuous and dense. As a consequence, we also have that (u,v) = fQ uv for
every u € H and v € V', where (-, -) denotes the duality pairing between the dual V* and
V itself.

Now, we state the general assumptions on the problem.
(H1) by, by, by, b3, by are nonnegative constants, but not all zero.
(H2) pg,00 € L*(Q), pa,00 € H'(Q), u,,u* € L>®(Q) with u, < u*a.e. in Q.
(H3) o, > 0.
(H4) po € H(Q)NL®(Q), 0 € H*(Q),00 € H'(Q).

(H5) P € C?*(R) is nonnegative, bounded and Lipschitz continuous.



SIGNORI 5

(H6) B : R — [0,00] is convex, proper and lower semicontinuous, with B(0) = 0.
(H7) 7 € C3(R) and 7 := 7 is Lipschitz continuous.
We define the potential F': R — [0, 00| and the graph B C R x R by
F:=B+7 and B:=0B, (2.1)

and note that B is a maximal monotone operator (see, e.g., [Il, Ex. 2.3.4, p. 25]) with
domain denoted by D(B). Furthermore, we assume that B, when restricted to its domain
D(B), is a smooth function. Indeed, we require that

(H8) D(B) = (r_,ry), with —oco<r_<0<r, <+o0, B(0) =0,
Flpi) € C*(r—,r4), and Tligi F'(r) = %o0.

(H9) r_ <infpy <supyy < 74.

(H10) 1/5 (o + Awo — B(gpo) — (o)) € L*(Q).

It is worth to underline that from the above requirements, it follows that both B (o) and
B(pg) are both in L>(Q), thus a fortiori in L'(Q). In the literature, with a slight abuse
of notation, F’ usually denotes the sum of B, the subdifferential of LA?, and 7, namely
F' = B+ 7. Here, since F' is regular, B exactly represents the derivative of Bin (r_,ry).

Notwithstanding |[(H6)H(H10)| let us point out that there are significant classes of
double-well potentials that fit the assumptions. Standard choices are the regular potential
and the, physically more relevant, logarithmic one. Written as (1), they read as

Freg(r) = 1(r? =1)2 = 4r* = 1(2r? = 1) forr € R, (2.2)
Flog(r) := (1 =7r)log(1 —=r)+ (1 +7r)log(1 4+ 7)) — kr? for |r| <1, (2.3)

where in the latter k is a constant large enough to kill convexity. Moreover, it is usually
helpful to extend (23 by continuity imposing that it assumes the value +oo outside
its actual domain. Note that both ([2:2)) and (2Z3) do fit our framework with D(B) =
(—o0,+00) and D(B) = (—1,+1), respectively. Furthermore, if we take into account
F,cq, due to its regularity, all the results we are going to prove still hold true even in a
slightly weaker framework. However, since F}., is introduced as an approximation of more
general potentials, we try to focus our attention on the singular ones, such as Fj,,, which
is more relevant for the applications. Before starting with the statements, we introduce
another notation.

Let Ug be an open set in L?(Q) such that U,q C Ug and [jull; < R for all v € Ug.
As it usually occurs in control problems, the requirements [(H2)H(H10)|are far from sharp

in terms of the well-posedness and regularity result of (L3)—(L7) are concerned. Anyhow,
they are all useful in order to deal with the corresponding control problem.

Let us proceed this section by listing the obtained results.
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Theorem 2.1 (well-posedness and separation results). Under the hypotheses|(H2)
(H10)| and for every u € Ug, the following results hold true.
(1) The system (L3)—(LM) has a unique strong solution (u, @, o) which satisfies

@ € W0, T; H) N HY0,T; V)N L>(0,T; W) c C°([0, T]; C°(Q)) (2.4)
p,o € HY0,T; H)N L>(0,T; V)N L*(0,T; W) c C°([0,7T]; V) (2.5)
p € L=(Q) (2.6)

that is, there exists a constant Cy > 0, which depends on R, o and [, and on the data of
the system, such that

||SOHWl’m(O,T;H)ﬂHl(O,T;V)ﬂLOO(O,T;W) + ||,U||Hl(o,T;H)nLoo(0,T;V)mL2(0,T;W)mL°o(Q)
+loll e 0L 0.7V )2 0,mw) < Ch (2.7)

(1) There exists a compact subset K of (r_,ry) such that
o(z,t) € K for all (z,t) € Q; (2.8)

in particular, there exists a constant Cy > 0, which depends on R, a and 3, K and on
the data of the system, such that

lellco@ + max 1FV ()= + max [IPV(¢) 1<) < Co. (2.9)

Theorem 2.2 (continuous dependence on the control). Assume [(H2)H(H10)]
Then there exists a constant C3 > 0, which depends only on R, o and [, and on the
data of the system such that, if u; € Ur and (u;, i, 0;) are the corresponding solutions
with the same initial value, 1 = 1,2, it holds

oy — po) + (01 — @2) + (01 — 02) || Lo 0,15v ) + |11 — a2l L2 0,1 m)
+||‘P1 - <P2||L°°(0,T;H)0L2(0,T;V) + H0'1 - UzHLoo(o,T;H)mL?(o,T;v)
< Csllur — wallr20,7;m).- (2.10)

Let us remark that in the proof of the above result we do not account for point
(17) of Theorem 21 In fact, we will see that this first continuous dependence result
is not sufficient to handle the (CP) (particularly to prove the Fréchet differentiability
of the control-to-state mapping 8, cf. Sec. (3], then in the beneath lines there is an
improvement that, this time, take strongly into account the second part of Theorem 2.1

Theorem 2.3. In the same framework of Theorem 22, there exists a constant Cy > 0,
possibly smaller than C3, which depends only on R, o and 3, and on the data of the system
such that

H/h - M2HL<><>(0,T;H)0L2(0,T;V) + ||<P1 - 902HH1(0,T;H)0L°0(0,T;V)
< Cyflwr — sl 20,7, (2.11)

Since we have already provided the well-posedness of the state system in Theorem 2.1
we can introduce the so-called control-to-state mapping & that will cover a central role in
the control theory. It consists of the map that assigns to every admissible control u the
corresponding solution triple (u, ¢, o), which components belong to the functional spaces
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pointed out by (24)—-(26]). Moreover, it allows us to present the so-called reduced cost
functional as follows

J:Ug —» R, defined by J(u) := J(Sa5(u),u),
where 85 3(u) represents the couple of the second and third components
of the solution triple 8(u) = (u, , o). (2.12)

In this view, Theorem established the Lipschitz continuity of § in this natural func-
tional framework.

At this point, we introduce a well-posedness result for the linearized system, which
comes out naturally from the investigation of the control problem. First of all, let us
present the mentioned problem. Fixed u € Ug, we denote (fi, p,5) = 8(u) the corre-
sponding solution to (L3)-(LT). Then, for any h € L*(Q), the linearized system reads
as

adym + 0 — An = P'(¢)(0 — p)d + P(@)(p—n) in Q (2.13)
n= B0 — AV + F"(p)Y in Q (2.14)
Op—Ap=—P(p)(6 —p)d—P(@)(p—n)+h inQ (2.15)
Oup =09 =08, =0 on ¥ (2.16)

p(0) = 9(0) = n(0) =0 in €. (2.17)

Here the existence and uniqueness result follows.

Theorem 2.4 (well-posedness of the linearized system). Under the assumptions

(H2)|{(H10)|, and for every h € L*(Q), the system 2I3)-(ZI17) possesses a unique so-

lution triple (n, v, p) which satisfies
n,9,p € H(0,T; H) N L¥(0,T;V) N L*(0,T; W) € C([0, TT; V); (2.18)

that is, there exists a constant Cs > 0, which depends on the data of the system, and
possibly on o and B, such that

10| &2 0,750 220 (0,73 L2 0,15w) F (| O] 2 (0,75 1)L (0,73 ) L2 (0,73
+\pll m1.0,7; 1)L 0,022 (0,mw) < Cs.

In the following, we prove that & is even Fréchet differentiable in suitable Banach
spaces.

Theorem 2.5 (Fréchet differentiability of 8). Assume|(H2)H(H10)| Then the control-
to-state mapping 8 is Fréchet differentiable in Ug as a mapping from L*(Q) into the state
space Y, where

Y= (Hl(o, T; H)N L>=(0,T;V) N L*0,T; W))3. (2.19)

Moreover, for any u € Ug, the Fréchet derivative D8(u) is a linear and continuous
operator from L*(Q) to Y, and for every h € L*(Q), D8(u)h = (1,9, p) where (0,9, p) is
the unique solution to the linearized system 2I3)—-R.I7) associated with h.
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Theorem 2.6 (Existence of optimal control). Assume[H2){(H10)| Then the opti-
mal control problem (CP) has at least a solution © € Uy,q.

As the necessary optimality condition is concerned, we recall the reduced cost func-
tional (ZI2) and the fact that U,q is convex. Therefore, the optimal inequality we are
looking for turns out to be

(DJ(w),v —u) >0 for every v € U, (2.20)

where DJ (u) represents the differential of J, at least in the Géateaux sense. Accounting
for Theorem 23] and the chain rule, (2.20) develops as follows.

Corollary 2.7. Suppose that the assumptions|(H1)H(H10)| are fulfilled. Let u € U,q be
an optimal control for (CP) with his corresponding optimal state (fi, p,5) = 8(u). Then
we have

by /Q (& - pa)) + by / (B(T) = go)9(T) + by /Q (@ — og)p

+b4/(5(T) ~ oo)p(T) + bo/ Gw—1)>0 Vo€l (2.21)
Q Q

where ¥ and p are the second and third components of the unique solution triple (n, 9, p)
to the linearized system 2.13)-(2.I1) associated with h = v — .

To eliminate the presence of the variables ¥ and p in the previous inequality, we
introduce the so-called adjoint problem that consists of the following system of partial
differential equations.

POq — Oip+ Aq = F'(@)g+ P(@)(0 — i) (r —p) = bi(p —q) In Q  (2.22)

qg—adp—Ap+P(g)(p—r)=0 in Q (2.23)
—0r — Ar + P(@)(r —p) =bs(d —og) in Q (2.24)
Onqg=0,p=0,r=0 onX (2.25)

p(T) = Ba(T) = ba(@(T) — q),
ap(T) =0, r(T)="0b(c(T)—0q) in . (2.26)

Here the existence and uniqueness result for the adjoint problem is stated.

Theorem 2.8 (Well-posedness of the adjoint problem). Under the assumptions

(H1)H{(H10)| the system ([Z22)-220) has a unique solution (q,p,r) that satisfies the

following reqularity requirements

q,p,r € HY(0,T; H)NL>(0,T; V)N L*0,T; W) c C°([0,T]; V). (2.27)

Finally, the well-posedness of the adjoint system allows us to improve Corollary 2.7]
leading to a second necessary condition. Namely, we achieve the following result.

Theorem 2.9 (Necessary optimality condition). Assume[(HL){(H10)] Let @ € Upng
be an optimal control with his corresponding optimal state (ji, p,d ) S(u) and let (p,q,r)
be the solution to the corresponding adjoint system. Then we have

/(r +bot)(v—u) >0 Yv & Uyg. (2.28)
Q
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To conclude the section, let us introduce further notation and recall some well-known in-
equalities and general facts related to the Cahn—Hilliard equation. First of all, we remind
the Young inequality

1
ab < da® + oy b’ for every a,b> 0 and 6 > 0. (2.29)

Furthermore, for given v € V* and v € L*(0,T; V*), we introduce their generalized mean
values v € R and v® € LY(0,7T) by

Q ].

::@@,D, and v(t) = (u(t))? foraa. te(0,7), (2.30)

(%

where ([230) reduces to the usual mean values when it is applied to elements of H or
LY(0,T; H). In addition, we often owe to the Poincaré inequality

||v||%/ < C'Q(||Vv||§{ + |UQ|2) for every v € V, (2.31)

where we stressed the fact that C depends on 2. Since it will be convenient to interpret
some partial differential equations in the framework of the Hilbert triplet (V, H, V™),
we introduce the Riesz isomorphism associated with V. That is, we define the map
AV — V* as follows

(Au,v) = (u,v)y = /(Vu -Vv+uv) for every u,v € V. (2.32)
Q

Observe that when restricted to its domain W, A turns out to be the operator —A + [
endowed with homogeneous Neumann boundary conditions, where I denotes the identity
map of W. A little investigation on A leads to the following identities

(Au, A~ "*) = (v*,u) forallu € V and v* € V*, (2.33)
(u*, A=\*) = (u*,v*), for all u* v* € V*, (2.34)

where (-, ), stands for the inner product of V*, whence also
* —1, % d * 2
2(0v*(t), A~ v*(t)) = 7 |lv*(t)]|z for a.a.t € (0,T). (2.35)

Remark 2.10. Let us explain a convention that we are going to use throughout the paper.
Since we have to deal with a lot of estimates, we agree that the symbol ¢ stands for any
constants which depend only on the final time 7', on €2, the shape of the nonlinearities,
on the norms of the involved functions, and possibly on o and (. For this reason, the
meaning of ¢ might change from line to line and even in the same chain of inequalities.
Conversely, the capital letters are devoted to denote precise constants.

3 State system and continuous dependence results

From this section on, we will focus our attention to prove the statements. This section

is devoted to the investigation of the state system, namely we aim at checking Theorems
2.1 2.2 and Let us begin dealing with the first one.
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Proof of Theorem[2. In [2, Thm. 2.2, p. 2426] it has been shown that the system
(C3)—(T0) possesses a unique strong solution with the following regularity

.0 € H(0,T; H) N L*(0,T; W) C C°([0, T]; V),

in the homogeneous case v = 0. Since we admit that u can be chosen in Ug, only straight-
forward modifications are needed in order to prove that, for every choice of v in Ug, there
exists a unique corresponding solution (i, , o) satisfying the same regularity mentioned
above. Let us point out that conditions|(H2)H{(H10)| perfectly fit the framework of [2]. In
fact, the strong requirement (2.6) of [2] is only needed to handle the asymptotic behavior,
whereas it can be substituted by the weak requirement as the investigation of the
well-posedness and regularity of the system are concerned.

In the following, we proceed formally; as a matter of fact, we should introduce suitable
approximation of the potential depending on a small parameter £ and then, after showing
sufficient compactness property, let £ N\, 0 as made in [2]. Anyhow, we will take care in
referring to works in which this strategy is properly employed to justify all the passages
that we present only in a formal level.

With the following estimates, we aim at improving the regularity of the unique solution
to (L3)—(L1) in view of the forthcoming control investigation. Once obtained, it is a
standard matter to conclude by compactness arguments that the solution triple satisfies
ZA)—@Z4d). The rigorous treatment of the first three estimates, with little variations, can
be found in [2] eqs. (4.4)-(4.12), pp. 2431-2432].

First estimate: We add to both the sides of (L)) the term ¢, multiply (IL3) by g,
this new second equation by —d;p and (CH) by o, then we add the resulting equations
and integrate over (); and by parts. A little rearrangements of the terms produce

/m 0 + Qw?w Dl + /w O + /|w

+ [ Blett+3 [ 1oF + [ vl /Q P(p)(0 — p)?

/|M0| + 5 /|<P0|2 /|V‘P0| +/ B(o)
_|_§/Q|o'0| —|—/tu0—|—/ts05t¢_/Qt7r(SD)at%

where we split F’ as sum of B and 7, and where the former, multiplied by d;¢, consists
of the derivative with respect to time of B(¢(t)). All the terms on the left-hand side are
nonnegative since they are squares and P and B are nonnegative by [(H5)| and [(H6))]
respectively. The first five terms on the right-hand side are easily managed owing to
(H4)| and to the properties of B , while the others were denoted by Iy, I, I3. Accounting
for the Young inequality (Z29), we obtain

1
A+ Bl + 1Bl < 5 [l [ o +28 [ ol e [ (oD
Q: Q1 Q1 t

We choose 0 < 6 < /2, and invoke the Gronwall lemma to conclude that

||,UHL°°(0,T;H)OL2(O,T;V) + HSOHHl(o,T;H)nLoo(o,T;V) + !|B(<P)||Loo(o,T;L1(Q))
+||U||L°°(O,T;H)OL2(O,T;V) <c. (3.1)
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Second estimate: Now we multiply (IL3) by 0,u and (LH) by d;0, add the resulting
equations and integrate over ();. Using (B]) and the boundedness of P, and arguing as
above lead to

1l & 0,780 2 0,73v) + |0 || 2 0,1 ) Lo (0,730) < (3.2)

Third estimate: Equations (L3) and (LX) show a parabolic structure with respect to
1 and o, respectively. Moreover, it follows from the previous estimates that their forcing
terms are both in L*(0,T; H). Therefore, since the initial data (L7) are in V' (cf. [(H4))),
parabolic regularity theory with Neumann homogeneous boundary conditions gives

||M||L2(0,T;W) + ||<7||L2(0,T;W) <ec. (3.3)

Fourth estimate: As above we would like to obtain more regularity for the phase
variable ¢ by comparing terms in (L4]). Since it is more delicate, worth to show the
detailed procedure. In fact, we can rearrange (L4 as follows

~Ap+B(p) = f, where [ = ji— B — (). (3.4)

The previous estimates entails that f € L*(0,T; H). Now, we multiply the above inequal-
ity by (—Agp) and integrate over 2. Actually, note that this choice is rigorously forbidden
since too few regularity is known on the phase variable. Anyhow, this choice can be for-
mally justified by introducing a suitable Faedo-Galerkin scheme. So, for a.a. t € (0,7),
we get the following inequality

L iaer+ [ B vewr < - [ roac0 < [ 1ad0r+3 [ 110P

owing to (229). Both the terms on the left-hand side are nonnegative since B’ is so.
Hence, we realize that

| Al 20,y < c.

Moreover, by elliptic regularity theory, the boundary conditions (IL6]), and by comparison
in ([B.4]), we conclude that

el 20,5y + [1B(2)|| 220,750y < € (3.5)

Fifth estimate: We continue to proceed formally, in order to keep the proof as short
and easy as possible. Here, for a precise and detailed treatment it will be necessary to
introduce time steps and suitable translations, and show some estimates for this new
functions. This procedure will become quite technical. Anyhow, for the interested reader,
we refer to [2, Proof of Thm. 2.6 (iii), p. 2436], where the correct procedure is performed
to establish a slightly different estimate.

So, we differentiate ([L4]) with respect to the time variable, multiply it by 0;¢, and
integrate over (Q; to get

/ O dp =0 [ Oup Op —/ (Adyp) 8t<p+/ (B'(¢) + () |0p]*.
t Qt t

t

Using the integration by parts and the boundary conditions (L), we deduce that

5 [lowor+ [ Vot + [ Bk =] [ @0
Q Q1 ¢

- / ()0l + [ O dro,
t Qt
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where the terms on the left-hand side are all nonnegative. The first term of the right-hand
side is under control, due to (4] and [(H10)l Moreover, the last two integrals can be
estimate as follows

1

_/ T ()|Owpl* + | O e < [ |0l + 3 |0, 1)?,
t Q¢ Qt Q1

owing to the Lipschitz continuity of 7’ and (2.29). Thus, thanks to (BI) and (B.2) we

obtain

lllwee o, mynE 0,15y < - (3.6)

Sixth estimate: We take again into account equation (B.4). Due to the previous
estimates, we can infer that f is more regular than we pointed out before. In fact,
now we have that f € L*(0,T; H). Therefore, the test by —Ayp leads to the estimate
|A@|| 0.,y < ¢ Moreover, by the boundary conditions, the elliptic regularity and
comparison in (3.4]), we deduce that

[l e ,mw) + ([ B(@) | oo 0,1500) < (3.7)
which gives, by the Sobolev embeddings, also

lellz=@ < e (3.8)

Furthermore, an application of the well-known embedding results (see e.g., [29, Sect. 8,
Cor. 4]) directly recovers the continuity of the solution variables. Namely, as the variables
p and o are concerned, due to (BI)—(B3)), we infer that they belong to C°([0,T]; V). Since
the phase variable @ satisfies, in addition, the estimates (3.5) and B.0)—(B8), we deduce
that ¢ is more regular and it belongs to C°([0,T7]; C°(Q)).

Now, we start to approach the separation result (i7). This property will be crucial in
order to handle the potential and its higher order derivatives. Indeed, if (i) holds true,
it acts on functions which values are well detached from the boundary of the domain of
B. In this way F' and his higher order derivatives do not blow up and they turn out to
be Lipschitz continuous and bounded functions.

First of all, we need to show the boundedness of the chemical potential in the whole
of @. In this direction, we would like to apply [25, Thm. 7.1, p. 181] to equation (L3).
The key point is the parabolic structure with respect to p that (L3]) possesses. Indeed,
by simply rearranging the terms, we get

adyp — Ap =g, where g := P(p)(0 — p) — Opp.

Roughly speaking, the result formalizes the following idea: if the initial datum is bounded
in  and the forcing term g satisfies a suitable summability regularity with respect to space
and time, then it is natural to expect that the variable p stay bounded in the whole of
Q. Actually, from the property on the initial data is already satisfied. Moreover,
and the previous estimates immediately yield that

9l o0,y < c.

This allows us to apply [25] Thm. 7.1, p. 181] and infer that there exists a positive
constant ¢ such that

lallz@) < e (3.9)
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Note that (8.9) ends the proof of (i) and turns out to be fundamental in order to proceed
with the second part of Theorem 211

As before, let us emphasize that the estimate we are going to prove in the following is
formal. Anyhow, it can be reproduced correctly by introducing a suitable approximation
scheme, as made in [I1], Proof of Thm. 2.6, pp. 992-994].

Seventh estimate: We multiply (L4) by |B(p)|P~! signp = |B(9)|P2B(y), for a
fixed p > 2, and integrate over ;. Moreover, we set f := u — 7w(p) and observe that f

belongs to L>(Q) due to [B.8)), (B9) and [(H7)| We infer, for every ¢ € [0, 7], that

ﬁ/ng(w(t)H(p—l)/ B'(@)|B)"*|Vel* + [ [B(o)lf

Q¢

zﬁfﬁAmH— F1B(o) P signp, (3.10)
Q Qt

where B, (r) := [ |B(s)[P~'sign s ds. Furthermore, all the terms on the left-hand side are
nonnegative. As the right-hand side is concerned, we manage the first term in the following
way. From [((H9)| we know that |B(pg)| is bounded by a positive constant M, hence, we
infer that

@L%wwsmw*éwas&

Moreover, the last term can be estimated by

. 1 1 / 1
FIB(p)l"signp < =~ "+ — [ [B(p)|"™" <+ — | [B(e)l",
Qt p p Qt p Qt

owing to the general version of the Young inequality, where p’ stands for the conjugate
exponent of p. Using the above estimates, we can rearrange (B.10) to conclude that

1
— [ [B(p)f <
P Jq.

that implies
1B(o)llLr@) < ¢,

where the constant c¢ is independent of p. Since the above procedure can be iterated for
every p > 2, we realize that || B(p)||1=(g) < ¢ and from this we recover ||F'(¢)||z=q) < ¢
In view of [(H8)| this establishes that

r_ <infp <supp <r, foraa. (z,t)€ Q,

as we claimed. O

At this point, we prove the continuous dependence results.

Proof of Theorem[2Z2. For this proof we have largely taken inspiration from [2, Sec. 3,
pp. 2429-2430]. First of all, we set

W=y — [, Q=] — Yo, O =01 — 09, U= U] — Us. (3.11)



14 OPTIMAL DISTRIBUTED CONTROL OF TUMOR GROWTH MODEL

Writing (L3)-(L1) for (ui, i, 04), i = 1,2, and taking the difference, we obtain the
following equations and conditions:

alit + Op —Ap =Ry — Ry in Q ( )
p= [0k — Ao+ F'(¢1) = F'(p2) in Q (3.13)
0o —Aoc=—(R;i —Ry)+u in Q (3.14)
Oppt = Opp = 0,0 =0 on X (3.15)

4(0) = $(0) = 9(0) =0 in O (3.16)

where R; := P(y;)(0; — ), i = 1,2. Now, we take the sum of (B.12) and (B.14]), then
add to both the members of this new equation p + o. This gives

Olap+p+o)+Alp+o)=u+p+o in Q, (3.17)

owing to (232). Keeping in mind (Z32)-(Z35), we multiply BI7) by A~ (ap + ¢ + o),
BI3) by —¢ and (BI4) by o, add them, and integrate over );. We deduce that

lent o+ a0+ [ Gt oontoro)~ [ o

t

—|—§/Q|g0(t)|2—l—/Qt |Vg0|2+/Q(F/(S01) "(p2))p+ 5 /IU

¢
|Va|2:/(u—l—,u+a,fl_1(ozu+<p+a)>
Q¢ 0

- [ Plen =Pl o mo~ [ Pl -po+ [ w313

t

where the second and third terms of the right-hand side come from a simple rearrangement
of Ry — Ry. We develop the second term of the left-hand side as

a/ |u|2+/ |o—|2+/ us0+(1+a)/ u0+/ o,
t t t t t

and move the last three terms of the above sum to the right-hand side of (8.18). Observe
that the term that involves the double-well potential should be decomposed as

/ (F'(p1) — F'(102)) = / (Blgr) - Blga))o + / (r(1) — m(22))e

t

where the first term of the right-hand side is nonnegative by the monotonicity of B,
while the second one can be moved to the right-hand side of (3.I8]) and easily managed,
since 7 is Lipschitz continuous by [(H7)l If we rearrange (B:I8) according to the above
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observations, we obtain

1 2 2 2, P 2
ool [ s [ ot 5 [ ool

[ 1ver+ | By - Bleot [lo0F+ [ 9o

- / (wt it o A ap + o+ o)) — /Q (P(gr) — Plga)) (00 — )0

—/tP(gpg)(a—,u)a—(1+a)/t,u<7—/t<7§0
+/tu0—/t(7f(801) — 7(2))e,

where all the terms on the left-hand side are nonnegative. As the right-hand side is
concerned, we denote Iy, ..., I7 the seven integrals, in that order. Using (2.29) and (2.34])
we have

1| =

t t t
[wruroautoron <o [lutnrol+e [lan+e+ol?
0 0 0

where the first term of the this inequality can be estimated by virtue of the embedding
of V*in H and the Young inequality as follows

s [t urol<a [urn val< [l [ e [ o
t t

provided ¢ is sufficiently small. Moreover, combining the Holder inequality and the
Sobolev continuous embedding V' C L9(2), which holds for every ¢ € [1,6], we realize
that

t
Il < / fellon] + D] < ¢ [ lilatlonls + i)l
1 2 2
< ||so||H ol + Wl < 5 | (o +190)
! 2 2 2 1 2 2 ' 2
+c/<||al||v+||u1||v>||so||ﬂs5/ (|o—| +1¥P) +e [ ol
0 t 0

where in the first line we use the Lipschitz continuity of P stated by |[(H5)] in the second
we apply the Young inequality, while in the latter we made use of estimate (2.7 for the
solutions o7 and py. Furthermore, in view of ([2.29), we obtain

o)
hl<e [ jo-ullol<5 [ wP+ef o
Qt Qt Qt
and finally, from (2.29), ([2.9), and [(H7)| we have that

o 1
L+ L+ o+ E <SPy [P [ JoP e [ 1o
Qt Qt t Q1
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Combining the above estimates, we have shown that for every ¢ € [0,7] it holds that

e+ OB+ [ e+ [ 1o+ 5 [ e
o[ ey [lewp g [ vap<e | jof

t
e | lelP+c | [lap+e+o)(s)|2ds+c [ |ul’.
Qt 0 Q+

Therefore, we invoke the Gronwall lemma and achieve
o + o+ ol oo o,rsv) + [l 205y + |2l oo 0,180 L2 0,737
+loll o o,75mnz2 0,75y < cllull 20,18,
where the variables are defined by (B.I1)). O
We conclude this section by proving a sharper estimate.

Proof of Theorem[2Z.3. Here, we account for (2I0) and make heavily use of the second
part of Theorem 211 We consider again that the variables are defined by (B.I1)).

First estimate: We consider again the system (BI2)—-(BI4). We add to both sides
of BI3) the term —¢, test (BI2) by p, and this new second equation by —d;¢. Adding
the equations and integrating over ();, we obtain

5 Lwor [ vk s [ ogre g e g [ venr
S/f&ff@u—/fFWO—PWw»@w+/ﬁ%W-

As before we call Iy, I, I3 the three contributions on the right-hand side and proceed with
a separate investigation. Due to (2.29) and Holder’s inequality, we have that

\bﬁ+Uﬂ§25/\@¢F+05 o2+ es [ 1F(p1) = Flg)]?
Qt Qt Q¢

<26 | 10wl +e [ ol
Qt Qt

where in the last estimate we invoke the fact that, by (i7) of Theorem 211 F” turns out to
be Lipschitz continuous. Furthermore, by virtue of [((H5)| (2.10), and Hélder’s inequality
and Sobolev’s embeddings, we conclude

1< [ Pl —mu+ [ (o) = Ple)on - mw
<c [ toltve [ e [ o + b s
<c [ lobve [ 1k e ool ol
<c [P e [ ke ool + ) < cllioran
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where the fact that oy and p; satisfy (2.7)) turn out to be fundamental. On account of the
previous estimates, we can choose 0 < § < /2, and apply the Gronwall lemma in order
to conclude that

||M||Loo(o,T;H)mL2(o,T;V) + ||S0||H1(O,T;H)OL°°(O,T;V) < C||u||L2(o,T;H)- l

4 The control problem

The current section represents the most challenging part of the work, since it contains the
proof of the Fréchet differentiability of the control-to-state mapping 8, the investigation
of both the linearized and the adjoint systems, and the necessary conditions that a control
has to satisfy to be optimal.

4.1 Existence of optimal control

In the following, we are going to prove the existence of an optimal control. We remind
that in general nothing can be said about the uniqueness. The strategy of the proof is
quite standard and mainly lies on the semicontinuity property of the cost functional J
and on standard weak compactness arguments.

Proof of Theorem [2.4.

Let {u, }, be a minimizing sequence for the control problem (CP) constituted of elements
of U,q and for every n € N, let (un, on,0,) be the corresponding state. Therefore, the
estimate (27) yields that there exist u € U,q and a triple (f, ¢, @) such that, possibly for
a subsequence which is not relabelled, it holds true the following

u, — u weakly star in L>(Q),

i — i weakly star in H*(0,T; H) N L®(0,T; V)N L*0,T; W) N L¥(Q),
¢on — @ weakly star in Wh(0,T; H)n H*(0,T; V) N L>(0,T; W),

0, — & weakly star in H'(0,T; H) N L>(0,T; V)N L*0,T; W).

Furthermore, owing to standard compactness results (cf., e.g., [29, Sec. 8, Cor. 4]), we
recover even some strong convergences. Indeed, we infer that

©on — ¢ strongly in C°([0, T]; C°(€2)).

This latter, paired with [(H5)H{(H8)| and Theorem 211 allows us to manage the nonlin-

earities, since now
F'(pp) = F'(9) and P(g,) = P(9),

with the same uniform convergence. Then, we can pass to the limit as n goes to infinity
in the variational formulation of (L3))—(7) written for (i, ©n, 0,). Therefore, we realize
that S(u) = (i, ¢,0) and @ itself are admissible solution for the (CP). By the weak
sequentially lower semicontinuity of J we finally realize that « is an optimal control that
we were looking for. O
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4.2 Towards necessary conditions: the linearized problem

Our first efforts are intended to establish the well-posedness of the linearized system

(ZI3)-[@I7), namely to prove Theorem 241
Proof of Theorem [2.].

FExistence: The well-known spectral property of the operator A allow us to apply a Faedo-
Galerkin scheme. We consider the family {w,}; of eigenfunctions for the eigenvalue prob-
lem

—Aw;+w; = Nw; inQ, Jyw; =0 onl,

which constitutes a Galerkin basis in V. Moreover, let {w,}; represent a complete or-
thonormal system in (H, (-, -)) which is also orthogonal in (V, (-,-)). For fixed n, we set
W,, := span{wy, ..., w,}, and we expect that the solutions to the approximated problem
possess the following structure

(@ t) =) aptyw(z), V(e t) =Y bitwi(e), pale,t) =Y GHwele),

for suitable unknown sequences aj, by, ¢f. Namely, we try to solve (2I3)—(2I7) in which
the variables are replaced by the above expressions and we will refer to this problem as
(P,). Since (2I4]) only depends on the variables a' and b7, 1 <1 < n, by comparison, we
can express the unknowns a? in terms of {b7, ..., !'}. In this way, (P,) can be reformulated
as a Cauchy problem for a linear system of 2n first-order ODE in the 2n unknowns
b, cl', 1 < i < n. By Cauchy-Lipschitz theorem, there exists a unique solution to this

linear system satisfying (b7, ..., b7 ¢, ....,c") € (C'(0,T))?". This proves the existence

A ()

and uniqueness of solution to (F,), and it is straightforward to realize that (n,, V., pn) €
CH([0, T]; W),

At this point, we would like to obtain an existence result, for the solution to (Z.I3)—
217 itself. To do that, we look for some a priori estimates on the approximated solutions
that involve constants that may depend on the data of the problem, but are independent
of n, thus we will be able to pass to the limit as n " 400 to prove the existence of
solutions. To prevent a heavy notation in the following estimates, we avoid writing every
time the subscript n under the variables, while we will reintroduce the correct notation
at the end of each estimate.

First estimate: First of all, we add the term to both the members of ([2.I4]) ¢. Then
we test (ZI3) by 7, this new second equation by —d,9, and (2.I5]) by p, add the resulting
equalities and integrate over (); and by parts to obtain

%/ﬂm(t”z*/@ |V77|2+5/Qt|f’)‘ﬂ9|2+%/Q|19(t)l2+%/Qlw(m2
—l—%/ﬂ‘p(t”z-l-/@\Vp|2—|—/QtP(@)(p—n)2:/thp

- / F"(@) 00,0 + / P'(@) (e —p)d(n —p) + / Vo

t

<L+ [Lo] + |Is] + |14,

where [, ..., I, represent, in that order, the integrals in the right-hand side. It is worth to
note that all the terms of the left-hand side are nonnegative since they all contain squares
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and P attains nonnegative values by |[(H5)| Clearly, by Young’s inequality it turns out
that

1
nl<y [Pl and (Bljn <2 [ ooP e [ 1o,
Q1 Q1 Q+

respectively. Moreover, by virtue of (2.7), (2.9), Holder’s inequality, and the Sobolev
embeddings, we have that

|f3\§/ (I5\+|ﬂ\)|ﬁ\(ln|+|pl)§0/0 (llls + lzlle) [1911s (lnll2 + 1loll2)

t

t t
< C/O (el + Nalv) 191l (lnlle + lloll) < C/O (e ll¥ + Al ) 1915

t
vo [nPe [l <e [l ve [ P [,
Qu Qu 0 Q1 Q¢

where in the second line we also apply (Z29). Thus, by fixing 0 < 6 < 3/2, the Gronwall
lemma yields

1701 Lo (0,750 L20,75v) + |00 51 0,755y Lo0 0,751
+lpnllzoeor;marzomvy) < cllhllrzorm- (4.1)

Second estimate: We test (2.I4]) by Av, which is perfectly admissible. Indeed, in
our approximating scheme A¢ actually stands for Av,,, which belongs to W,,. Using (2.9),
the previous estimate and the Young inequality, we deduce ||Ad,,||2¢0.7,1) < ¢. Therefore,
by elliptic regularity we realize that

190l L2007m) < €. (4.2)

Third estimate: We multiply (ZI3) by 9;n, (ZI3) by 0,p, integrate over ); and by
parts to get

1 1
o [ 10l 5 [ 1@+ [ k5 [ 1900P
Qt Q Qt Q

—— | 999, (@) (5 — )9 Oy p)(p—m) O
o n+/tP(30)( ft) n+/tP(sO)(p n) Om

- | P@xe=-moao- [ P@o-mon+ | nop

t

where we denote the six terms of the right-hand side by I, ..., I, in that order. As I
and I, are concerned, we invoke (2.7)) and (2.9]) to obtain

1| + ] < C/ (o] + [a))191]0um] +C/ (o] + aD)[v]|0:p|

t t

t t
< C/O (lalle + [l lle) 193] Oenll2 +0/0 (e lls + lzlle) 191ls]19rpll2

t
<5 / (18P + 18u0P) + cs / (ol + 1Al 913
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where in the second line we apply first the Holder inequality and then the Sobolev contin-
uous embedding of V' C L5(2). Furthermore, the last estimate is obtained by the Young
inequality combining the fact that ¢ and [, as solutions, satisfy (7)) and the above

estimate (4.]). Accounting for the Young inequality, (Z7) and (2.9), we also conclude
that

L]+ L] + 1I5] + |fo] < 26 / (10m + 10pl?) + 5 | 1000

Qt Qt
v | IP@o =)+ ey / B
<2 / (18] + 10u0?) + cs / (100 + 1ol + Inl? + |1 P).
t Qt

Choosing 0 < § < min{«/3,1/3}, we can apply the Gronwall lemma which gives

Hﬁn||H1(0,T;H)nLo<>(o,T;V) + ||PnHHl(o,T;H)nLoo(o,T;V) <c. (4.3)

Fourth estimate: Now, we test (ZI3) by —An, and ZI5) by —Ap, respectively.
Summing the resulting equalities and integrating over )y, we obtain

A+ [ 1ap=a [ amag+ [ o9an— / P'(3)( — i) A
Qt Qt Qt Qt t

- / P -+ [ apaps / P(@)(e — m)oAp

+/tP(s0)(p—n)Ap—/thAp>

where we convey to denote the integrals on the right-hand side by I, ..., Is. Except |I3]
and |Ig|, the other terms on the right-hand side that multiply —An or —Ap can be easily
managed by means of the Young inequality since they are estimated with respect to the
L?*(0,T; H) norm. Moreover, owing to the Holder and Young inequalities and (23], we

infer that
T3] + | Is] < /

<c [ Qo 1aiotian+e | Gol+ 1)

P/(§)(5 — )0 A + /Q P(9)(6 — m)0Ap

t t
<o / (5lls + alls) 9115l Anlls + ¢ / (olls + Ialls) 19115 Aplla
t
<5 / (A7 + 1A0P) + cs / (IS TS

where in the last two lines, we have used the Sobolev embeddings, the fact that ¢ and [

solve (L3)- (L) and the previous estimate. In conclusion, owing to (Z29) we can manage
the other terms and obtain

1t [ i< an [+ 10 + e
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Furthermore, we fix 0 < § < 1/4 in order to find that
1l 200w =+ [l ol L2 00w) < e (4.4)

Conclusion of the proof: Collecting all these informations, by standard compact-
ness arguments, it follows that, up to a subsequence, suitably relabeled, (9,4, pn) con-
verges weakly star to a limit (1,9, p) that solves (2I3)-(2I7) and has the following
regularity

n,9,p € H(0,T; H)yN L>(0,T; V)N L*(0,T; W).
Finally, the standard embedding results applied to each variable, imply that they all
belong to C°([0, T]; L™(Q)) for every r < 6.

Uniqueness: As the uniqueness is concerned we consider ([2.I3)-(2I7) written for
the variables (n;,9;,p;), i = 1,2, and subtract the equations. Then we denote n :=
m — 12, ¥ =191 — s, p:= p; — pe and observe that they solve (2I3)-21I7) with A = 0.
Then it immediately follows that n =9 = p = 0. O

4.3 Fréchet differentiability of the control-to-state mapping

In the following, we prove Theorem 25 Let us fix u € Ug and denote (ji, p,0) = 8(u) the
corresponding solution to (L3)-(L1). Since we are going to work with small increments

h and Ug is open, we assume h to be small enough in order that u 4+ h belongs to Uy as
well. For h fixed, we define

C=p—p—n, Yv=¢p"—p—vY, and X:=0"—-57—p.
Therefore, we aim at providing a property such as
S(u+ h) = 8(u) + [DS(w)](h) + o(||h||L20,0:m))  as || Pl 20,2,y — O.

In view of the investigation of the linearized system, by rearranging the terms, we realize
that it suffices to prove that

H(Cuwvx)Hy < CHh’Hiz(O,T;H) as ||h||L2(0,T§H) — 0, (45)
where Y stands for the space to which belongs ((, 1, X). According to Theorem 2.1l and
Theorem 24 we have that

3
Y= (Hl(O,T; H)N L>®(0,T; V)N L*0,T; W)) :

Proof of Theorem [2.3.
Consider ([L3)-(LT) associated to @ + h, and subtract ([L3)-(L7) associated to u and
(213)-(217). By combining them, we obtain that ({,, X) solves the following system

a0+ 0y —AC =0 in Q (4.6)
C=p0p—AY+7Z in Q (4.7)
OX—AX=-0 in Q (4.8)
0 =0,=0,X=0 on X (4.9)
C(0)=¢(0)=X(0)=0 in Q. (4.10)
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where Z and © are defined as follows

Z = F"(p") = F'(@) — F"(¢) U,
© = P(g")(o" — u") = P(p)(0 — i) = P'(@)(5 — ) ) = P()(p — ).

Taylor’s theorem with integral remainder, and some easy calculations, allow us to write

Z = F"(e)¢ + R (" — @)*,
= P(3)(X — O) + (P(¢") — P(9)) (0" —5) — (u" — )
+P'(p)(6 — p)Y + (6 — B)Ra(" — ¢)?,

where

R} = / (L= F"(p+2 (0" — @))dz,  Rb:= / (1—2) P'(5+ 2 (¢" — §))dz,

respectively. Before starting with the core of the proof, we introduce some preparatory
estimates that will be useful later on.

Preliminary estimates: First of all, thanks to (Z9]) and |(H5){(H8)| we have
IRl + [ B3 llq) < e (4.11)

By (2.I0)), the previous estimate and the Sobolev embeddings, we infer that for every
t € (0,77, it holds
t
/

t
< / 1" = llt < elle” — Pl miorry < clbllLaorm. (1.12)

Ri6) ()~ p0) | ds < e | 16—

Furthermore, owing to (27), (210), (211, Hélder’s inequality, and [((H5)| we get

/

<c [ l¢"=¢P(lo" = + |u" — ul?)

2

(P(") = P(@)) (0" —7) — (1" — )

<c [ lle"(s) = @()Nilllo"(s) = a(s)IIF + llu"(s) — p(s)I[3) ds
0
t
< C/o le" = @l% (lo” =Gl + 11" = ull) < cllhllz0m.m),

where in the third line we have applied the Sobolev embedding of V' C L*(€2). Moreover,

from |[(H5)| (7)) and (29), we obtain

/

<c / (11 + Vi) Wl < e | ol (4.13)

PR =], <c [ (ol + 1) 1P
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Finally, thanks to (AIT]), Holder’s inequality, (27), (210), (2I1]), and to the Sobolev
embeddings, we have

| e -mrbet —er|, < [ ok + P -
< [ (o) + 1R () = (o)l ds

t
< C/o (Il + 12l) lle" = @1y < ellhllzom.m)- (4.14)

Now, we start with the actual estimates.

First estimate: First, we add to both sides of (L7]) the term v, then we multiply
(@8] by ¢, this new second equation by —0;%, and (L&) by X. Adding the resulting
equations and integrating over ();, we get

@ 2 2 l 2 l 2 2
2/Qw<<t>\ +/Qt v¢| +2/Qw<t>\ +2/Q|w<t>\ v [ o
2 v 2: @ o F/l — 81‘,
v [ors [ v [ ec [ o

—/tRil(goh—so)?atw/twtw— ox,

Q¢

where the last five integrals of the right-hand side are denoted by I, ..., I5, in this order.

Simply using (2.9), (229), and [@I2), we deduce

Do)+ |Is] + |1,] < 36 / 0w +cs [ 2+ s / RM" — 0)??
t Qt t

<35 / Ol +es [ 101+ esllhll Lo
t Qi

Moreover, we have

1] < | g P(@)(X =) ¢+ (P(¢") = P(@)) (0" = 7) = (1" = 1)) ¢

+P (@) (7 — )¢+ (6 — p)RY (0" — )° (|
t
<ef pPe / 2+ e / 112 + el 0.z
Qt Qt 0

owing to the Young inequality, [(H5)| 7)), (29), and the estimates (LI3)-(EId). The

last term Iy is treated the same way, while it is referred to the variable X instead of (.
Choosing 0 < ¢ < /3, we can apply the Gronwall lemma in order to realize that

¢l o 0,7 myn20,1v) + 101 2 (0,752 (0,737

+ Xl 0.2 0mvy < el 20,0 (4.15)

Second estimate: Accounting for the previous estimate, by comparison in (1), we
easily conclude that

| A 22 0,1,m) < CHhH%?(O,T;H)'
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Third estimate: To recover the stated regularity, let us reformulate the equations

(£8) and ([@8) as follows
adi( — A =0 —0,p:=¢g;, and X — AX =0 := gs.

Accounting for (4.I3]), we realize that both the forcing terms g; and g, have been already
estimated in L?(0,7T; H). Moreover, owing to the smoothness of the initial conditions
([#9), the parabolic regularity theory (see, e.g., [25]) gives

<N e 0,73m90 25 0. 13 205w + X 0,0 0, mv)ne2 0wy < el 220 2y

This proves (L), that is the Fréchet differentiability of 8. O
At this point Corollary 2.7 immediately follows from (2.20) by direct calculations.

4.4 Adjoint problem

The last part of our work regards the improvement of (Z2I]) by dealing with the system
Z22)-[220). In fact, our aim is to prove Theorem

Proof of Theorem [2.8.

Existence: As in the proof of Theorem 2.4 we apply a Faedo-Galerkin scheme based on
a basis {w;}; C W, and we again refer to W,, as to the space generated by the first n
eigenvectors. We look for approximated solutions of the form

gu(z,t) =Y aptywg(x), palz,t) = bptw(x), ra(e,t) =Y cp(tuwp(x),

which satisfies, for a.a. t € (0,T") the following problem

B(Orn; v) + (=0pn, V)=V, V) — (F"(@)qn, v)

H(P'(@)(0 — 1) (rn — pn),v) = (b1 — ¢q),v) for all v € W, (4.1)
(Gn, 0)—a(O¢pn, v)+(Vpp, VU) + (P(@)(pr, — 1), v) =0 forallv e W,,, (4.2)
(=0, v) + (Vrn, Vo) + (P(@)(rn = pn), v)

= (b3(6 — ag),v) for allv e W,, (4.3)
pu(T) = Ban(T) = P(b2(P(T) = pa)),  apa(T) =0,
r(T) = P(bs(3(T) — 00)), (4.4)

where P represents the orthogonal projection in H onto 'W,,. Arguing as before, we can
easily conclude that the backward-in-time problem ({I)-(@4]) admits a unique solution
triple that satisfies the following regularity (¢, pn, ) € (W*°(0,T; Wn))3 So, to ensure
the existence of the adjoint problem, we need to provide some a priori estimates indepen-
dent of n in order to apply standard compactness arguments and motivate rigorously the
passage to the limit as n 7 4o00.

As for the notation, we again adopt the convention used in the proof of Theorem 2.4

First estimate: First, we add to both sides of (£.2]) the term p. Then, we test (4.1])
by —g, this new second equation by —0;p, and (£3]) by r. Finally, we add these equations
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and integrate over 2 x [t,T] =: QT and by parts to find the following identity

glﬂﬂﬂ?+l%@pmﬁézWM2—l%@pm+q4?@m2
w3 [I0r g 0P g [rops | o
=5 [r@E+ 5 [@r 3 [ 19pmE -5 [ e

v [ @ -me-na- [ e [ e

t t

+/Q;f bg(ﬁ—aQ)T—/TP(@)( )T—/TP(@)(r—p) 8tp—/Tpatp_

t t t

Let us note that two terms cancel out and that the first four integrals of the right-hand
side can be explicitly written using (A4]) and are bounded due to|(H1){(H2)| Let us call,
in the order, Iy, ..., I the other terms. Using (2.9) and [(H2)| we have

TAESIARSTA §c+c/ |q|2+c/ 2
or r

Q4

In addition, (Z9) and (229) yield that

Is| + || + | Io] < 26 / Bl + / P+ cs / P(@)(r —p)?
Qf Qf r

t t

tes / p|? < 26 / 0P + s / 2 + cs / Ipl2
T T T T

t t t t

Finally, we obtain from [(H5)| 2.7), (2.9), [229), the Sobolev embeddings, and the
Holder inequality that

ni<e [ P -ma e[ -

t t

<o [ G+ @il +e [ e [ 1o
Qo Qf Qr
T
) 12 9 )
<c [ (ol + lalalslala+< [ P e [ 1o
! Qf Qr
<3 [ Qe +19a) +e [ ol +Iala+e [ p+e [ 1o
o ! Qf Qr
1
35/ |VQ|2+C/ |7’|2+C/ |p|2+c/ lq*.
Qf Qf QT T

t

We now fix 0 < 0 < /2, and applying the backward in time Gronwall lemma, we infer
that

||C_In||Lo<>(0,T;H)mL2(0,T;V) + ||Pn||H1(0,T;H)mLo<>(o,T;V) + ||7’n||Lo<>(0,T;H)mL2(0,T;V) <c
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Second estimate: We test (£2]) by Ap. Using the Young inequality and the previous
estimate it is quite easy to realize that

||Apn||L2(O,T;H) <gc,

whence, from elliptic regularity, we infer that
2wl 200,y < €

Third estimate: We now test (A1) by 0,q. Integrating over €2 x [¢t,T] and by parts,
we obtain that

1 1
8 / Ol + / Va(t)? = 2 / Vo) + [ awrg

- /Q PR =) 2 + /Q RECIIE /Q P =)

and we denote by Iy, ..., I the last four summands on the right-hand side. Note that the
first term on the right-hand side is finite by (£4]) and [(H2)| A simple application of (2.9])
and of the Young inequality show that

|| + | I3] + | 14] §C5+35/ |8tQ‘2+05/ ‘atp‘2+05/ lq]>.
Qf QF QF

Furthermore, owing to the Young inequality and to the Sobolev embeddings, we also have
that

T
L] < 0/ (lo|+ [ED(rl + [pD|0w| < c/ (lelle + llalle) ([l lls + llplls) |1 Oeqll2
r t

t

T
<5 /Q 10l + e / (ol + 1) eIz + pl12),
h t

where all the terms on the right-hand side of both these inequalities have been already
estimated above. Therefore, fixing 0 < § < /4, we conclude

G || 22 0,751y Lo (0,73v) < €

Fourth estimate: Arguing exactly as above, by testing (4.3 by —0d,r, we also infer
that

HTnHHI(O,T;H)mLoo(o,T;V) <c.

Fifth estimate: Moreover, accounting for the above estimates and the Young in-
equality, by taking —Ar and Agq as test functions in ([2.22) and ([2:24]), respectively, we
can easily deduce that

gnll 207wy + 7l 2200wy < c.

Conclusion of the proof: It follows from the above a priori estimates that there
exist functions (¢, p,r) such that, possibly for some subsequence which is again indexed
by n, the following convergences

Gn — G Pn— D, Tn— 1 weakly star in H'(0,T; H)N L>®(0,T;V)N L*0,T; W)
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hold. Moreover, by continuous embedding, also

G =, Pn—D, To— 71 weakly in C°([0,T];V).
It is now a standard matter to verify that (¢, p,r) is in fact a solution to the system
([222)-[2:20)) satisfying (2.27).
Uniqueness: As before we denote ¢ := ¢ — @2, p := p1 — p2, r = r1 — ry, where
(G, pir i), 1 = 1,2, are two solutions to (Z22)—(2Z20). If we consider the system obtained

by subtracting the corresponding equations each others, we can repeat the argument of
the existence and realize that ¢ = p =1r = 0. O

4.5 Final necessary condition

We are now in the position to eliminate 9 and p from (Z21]). This procedure automatically
leads to (2.28) and prove Theorem

Proof to Theorem [2.9. Comparing (2.2I)) with (2.28)), we realize that it sufficies to show
that

/th = /Q(so — )V + by /Q(<p(T) — pa)V(T)
—l—bg/Q(O —0q)p + by /Q(U(T) —aq)p(T), (4.5)

where 9 and p solve the linearized system (2.I3)—(2.17) with h = v — @. Indeed, if this
equality are satisfied (228) directly follows by (2.2I)) by a mere substitution. In this
direction, owing to (ZI3)-(21I7), we have that the following equalities are satisfied:

0:/ I — B0 + A — F"() 9],

Q
o:/Qp[aammtﬁ—m—P'(so)(a—u)ﬁ—P(go)(p—n)],
0=/Qr[atp—Ap+P'<w><a—uw+P<¢><p—n>—h].

Hence, summing the above equalities and integrating by parts, we realize that

0—/qn+6/8tq19 ﬁ/ /Aqﬁ /QF”( qﬁ—a/@tpn
v [ o) /atpw/ T)(T) - /QAM—/QP’(@)(&—FL)M
- /Q P@pp+ /Q P(@)pn— /Q orp+ [ r(T) - /Q Arp

v [ P@@-pro+ [ Pero- [ Py [ rn

where, after the time integration, only the final conditions are remained since the initial
value of the linearized variables are all zero by (2.I7). Moreover, in the integration by
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parts of the terms with the Laplacian, we also account for the homogeneous Neumann
boundary conditions (2I6]). Therefore, by rearranging the above equality we get

/rhz/[q—aatp—pr(@)(p—r)]n
Q Q
n /Q 180 — O+ g — F'(@)q + P(@)(6 — i)(r — p)] ¥
—or — Ar 2)(r —
+/Q[ L P@)r—p)p

+/Q[—519(T)Q(T) +an(T)p(T) + p(T)I(T) + r(T)p(T)],

and invoking the adjoint system (2.22)—(2.20), this latter reduces to
[ =i [ (o= vapp b [ (2(1) - o)o()
Q Q Q
+by [ (= oa)p+ s [ @) = aa)p(T), (46)
Q Q

which is the equality we were looking for. O

Remark 4.1. Let us slightly digress to point out a mathematical issue. The choice of the
tracking type cost functional (IT]) is essentially led by the model interpretation. Indeed,
from a mathematical point of view, only little rearrangements are needed to treat the
more general version

~ bs be
(1, 0u) 1= (o 0,u) + 51 = pollizg) + 5 11(T) = nalliz ),

in which all the variables appear. At this stage, we understood the natural requirements
on the constants and on the targets that are necessary to give sense to these lines. As the
necessary condition is concerned, we expect something like (Z.21]) in which the following
additional terms on its left-hand side

bs /Q (7 — o)+ bo / (A(T) — ue)n(T)

occur. Moreover, the adjoint system will read exactly as ([222)—(220), but instead of

223) and ([2.28) we should have

q—adp—Ap+ P(p)(p—7r) =bs(i — pg) in Q,
and  ap(T) = bg(a(T) — pe) in Q,

respectively. About the existence result, note that the presence of this new term on the
right-hand side of (223 does not add difficulties since it can be easily handled by the
Young inequality. In fact, only straightforward modifications are needed to extend the
proof of Theorem to this general framework. In a similar way also the new final
condition can be handled.

To conclude, let us mention that for forthcoming contributions, it will be interesting
to couple our study for the control problem (CP) with asymptotic analysis as o and 3 go
to zero. Of course, this would require less generality for the potentials, in order to handle
the passage to the limit, as pointed out in [2], [6] and [7].
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