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Abstract—Endovascular intervention is a minimally invasive
method for treating cardiovascular diseases. Although fluo-
roscopy, known for real-time catheter visualization, is commonly
used, it exposes patients and physicians to ionizing radiation
and lacks depth perception due to its 2D nature. To address
these limitations, a study was conducted using teleoperation
and 3D visualization techniques. This in-vitro study involved the
use of a robotic catheter system and aimed to evaluate user
performance through both subjective and objective measures.
The focus was on determining the most effective modes of
interaction. Three interactive modes for guiding robotic catheters
were compared in the study: 1) Mode GM, using a gamepad for
control and a standard 2D monitor for visual feedback; 2) Mode
GH, with a gamepad for control and HoloLens providing 3D
visualization; and 3) Mode HH, where HoloLens serves as both
control input and visualization device. Mode GH outperformed
other modalities in subjective metrics, except for mental demand.
It exhibited a median tracking error of 4.72 mm, a median
targeting error of 1.01 mm, a median duration of 82.34 s, and a
median natural logarithm of dimensionless squared jerk of 40.38
in the in-vitro study. Mode GH showed 8.5%, 4.7%, 6.5%, and
3.9% improvements over Mode GM and 1.5%, 33.6%, 34.9%,
and 8.1% over Mode HH for tracking error, targeting error,
duration, and dimensionless squared jerk, respectively. To sum
up, the user study emphasizes the potential benefits of employing
HoloLens for enhanced 3D visualization in catheterization. The
user study also illustrates the advantages of using a gamepad
for catheter teleoperation, including user-friendliness and passive
haptic feedback, compared to HoloLens. To further gauge the
potential of using a more traditional joystick as a control input
device, an additional study utilizing the Haption VirtuoseTM

robot was conducted. It reveals the potential for achieving
smoother trajectories, with a 38.9% reduction in total path length
compared to a gamepad, potentially due to its larger range of
motion and single-handed control.

Index Terms—User study, Augmented Reality, Robotic
Catheter, Endovascular Intervention, Catheter Navigation
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I. INTRODUCTION

ENDOVASCULAR intervention is a minimally invasive
interventional procedure for treating various cardiovascu-

lar diseases. It involves the insertion of one or more slender,
flexible catheters into a blood vessel, allowing physicians to
access the heart and surrounding vasculature for diagnostic
or therapeutic purposes. Compared to conventional open-heart
surgery, catheterization is less invasive, requiring only a small
incision for catheter insertion [1]. This reduces the risk of
complications, shortens recovery time, and leaves minimal
scarring [2], thus gaining wide applications.

Throughout the procedure, physicians can employ real-time
imaging techniques, such as fluoroscopy, to visualize the heart
and blood vessels [7], [8]. This facilitates the identification of
lesions, the navigation itself, as well as the immediate evalua-
tion of treatment effectiveness. However, fluoroscopy exposes
both patients and physicians to ionizing radiation. In particular,
physicians who are repeatedly exposed to radiation face a
higher risk of cancer and cataracts [9]. Furthermore, the two-
dimensional (2D) nature of fluoroscopic images prevents depth
perception [10], [11], complicating the precise maneuvering of
catheters within intricate vessels.

One approach to tackle the challenges mentioned above
is 3D imaging and visualization. A variety of methods have
been used to produce a 3D model of the vessel. Some
groups employ 3D rotational angiography [12]. Others propose
to fuse the pre-acquired 3D images (e.g., from Computed
Tomography (CT) or Magnetic Resonance Imaging (MRI))
with real-time fluoroscopy [10], [13]. These methods can
provide improved depth information, yet radiation exposure
still remains a concern. Non-radiative imaging modalities, e.g.,
Optical Coherence Tomography (OCT) [14] and IntraVascular
UltraSound (IVUS) [15], could also be employed to pro-
duce some sort of depth information during catheter-based
procedures. By utilizing the aforementioned techniques, 3D
reconstruction of 2D medical images could be made available.
However, the optimal use of this 3D content still requires
further investigation. Displaying these 3D volumetric data on
a 2D screen is a cheap and common method. However, 2D
screens do not manage to convey the third dimension very
well [16]. Moreover, 2D screens hinder direct interaction with
the image [17]. Augmented Reality (AR) systems present
an appealing alternative interface by overlaying 3D rendered
images onto the physician’s field of view during the procedure.
This technology could improve depth perception and spatial
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TABLE I
COMPARISON WITH PREVIOUS WORK

References Procedure Device Manual/Motorized

catheter delivering

AR

device

Intraoperative feedback

on catheter pose

Evaluation

methods

Validation through

vessel navigation

[3] Liu et al. transseptal puncture DestinoTM Reach catheter manual HoloLens dual fluoroscopic images image registration accuracy yes, 1 user

[4] Palumbo et al. structural interventional

cardiology
guidewire manual HoloLens 2 EM tracking system registration accuracy no

[5] Garcia et al. endovascular

aneurysm repair
stent graft catheter manual HoloLens EM tracking system system feasibility yes but no

quantitative evauation

[6] Linte et al. atrial ablation FreezorTM catheter manual 2D monitor ultrasound images and

EM tracking system
targeting accuracy yes, 3 users

This work endovascular interventions custom-made

robotic catheter

motorized, teleoperation

with four modes
HoloLens 2 EM tracking system tracking, targeting accuracy

+ NASA-TLX
yes, 15 users

understanding, facilitating more accurate instrument placement
and navigation [18]. It should be noted that while many 3D
reconstruction methods have been introduced previously, the
primary objective of this study is to investigate the optimal
presentation of the 3D content, with different display tech-
niques, rather than investigating intra-operative 3D reconstruc-
tion methods themselves.

Along these lines, an image guidance system using AR
visualization is proposed for transcatheter procedures in [3].
The 3D hologram displayed in AR was the pre-operative
3D model reconstructed from CT scans. The catheter tip
position is derived from the 2D segmentation of intra-operative
fluoroscopy images and registered to the 3D model. Although
this method improves visualization, radiation exposure from
fluoroscopy remains a concern. Palumbo et al. explored the
use of AR for radiation-free catheter navigation [4]. In their
work, the guidewire’s tip pose is determined by Electromag-
netic (EM) trackers. However, their work only introduced a
registration method that aligns the EM tracker position with a
holographic marker. Guidewire or vessel phantoms were not
used to investigate in detail the influence of AR on vessel
navigation. A related approach is presented in [5] for Endovas-
cular Aortic Repair (EVAR), where the catheter tip position
is also obtained using an EM tracker. This work merely
represents the tip position as a sphere. This representation
neglects the orientation of the tip, which is crucial for assessing
whether the catheter is in a hazardous pose. Furthermore, the
paper only describes the concept and implementation without
providing any quantitative results regarding the effectiveness
of assistance offered by AR visualization.

Linte et al. achieved catheter tip visualization in AR through
ultrasound imaging [6]. The work assessed the effectiveness
of AR visualization by having three novices use a commercial
cable-driven manual catheter to target four specific locations
within a heart phantom. The results indicate that AR visu-
alization could enhance targeting accuracy when compared
to 2D ultrasound images, while the assistance provided by
AR in vascular navigation is yet to be validated. Apart from
the limitations mentioned above, physicians may need training
and time to become comfortable with AR systems, and extra
research is needed to come to an optimal integration of
AR into the clinical workflow. In addition to prior studies,
the effectiveness of AR visualization for showing hidden
anatomical structures has also been validated in the field of

neurosurgery [19].
Besides AR, Virtual Reality (VR) has also been employed

in surgical training for personalized Percutaneous Coronary
Intervention (PCI) [20]. However, the VR-based simulators
developed for this purpose are limited to pre-operative training
and rehearsal. The simulator cannot be utilized during intra-
operative procedures. The choice for AR over VR in this study
is primarily due to AR’s suitability for intra-operative use.
AR’s “see-through” feature allows interventionists to maintain
visibility of the actual operating environment [21], a critical
factor for patient safety and effective procedure execution.
Additionally, AR can be smoothly integrated into the exist-
ing setup of a catheterization lab without extensive digital
reconstruction of the environment. AR also offers improved
efficiency when interacting with virtual objects compared to
VR, owing to a more direct understanding of spatial relation-
ships [22]. Furthermore, AR tends to cause less disorientation
and discomfort [22], which are sometimes associated with VR
use.

Upon a review of the previous literature as summarized
in Table I, it was found that no studies investigated the
potential of using AR for endovascular interventions with
robotic catheters in an in-vitro study. A possible explanation
for the lack of such studies is the limited availability of robotic
catheter platforms, the recent availability of high-quality AR
Head-Mounted Display (HMD), and the complexity of inte-
grating all these components.

Teleoperated catheter navigation can also significantly re-
duce radiation exposure [23]. This technology could also
potentially allow physicians to perform intricate procedures
with enhanced precision and reduced physical strain. Tele-
operation can be accomplished using a variety of control
input devices. Researchers have explored the use of joystick-
like controllers [24], [25], haptic devices [26], and custom-
made input devices [27] for teleoperating catheters. The user-
friendly nature and widespread familiarity with joystick-like
controllers can facilitate a smoother transition from gaming to
interventions and a shorter learning time for physicians using
teleoperated catheter systems. Subsequently, this can result
in increased procedural efficiency, patient safety, and better
outcomes. The custom-made input device designed in [27]
consists of a tube and several sensors, resembling a catheter.
This allows physicians to manipulate the input device more
intuitively using familiar actions such as rotation and pushing,
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similar to how they would handle a catheter in current practice.
This work presents a user study investigating the effects

of different interactive modalities in human-in-the-loop robot-
assisted endovascular interventions. In this study, two visual-
ization methods for 3D content are investigated: 1) a standard
2D monitor and 2) an advanced 3D visualization technique
using AR. One aim of this work is to determine which
visualization approach is more effective at this stage in a
first in-vitro study. The other aim of this work is to primarily
compare the use of a gamepad and an HMD as input devices.
To the best of the authors’ knowledge, this is the first time
that an HMD has been utilized as a control input device for
catheter steering. The main contributions of this work are:

• design of an AR interface in HMD for enhanced visual
feedback and catheter steering, implementing gamepad-
based teleoperation to steer a robotic catheter system,
integrating stand-alone components such as a robotic
catheter, catheter driver, HMD and gamepad into a com-
plete robotic catheter system;

• in-vitro user study with various combinations of control
and visualization devices, involving fifteen participants
with diverse levels of experience in HMD, gaming, and
steerable catheters;

• a detailed performance analysis and discussion comparing
the different interactive modalities;

• an additional in-vitro study with a haptic device that has
a larger range of motion as the control input device and
an HMD for visualization.

The paper is organized as follows: Section II provides an
overview of the hardware components used in the system
and their integration. Section III explains the experimental
design and the performance metrics employed to evaluate
the efficacy of catheter navigation. Section IV showcases the
results, accompanied by a discussion. Section V features an
additional study employing a Haption VirtuoseTM robot as the
control input device. The Virtuose offers a broader range of
motion compared to a gamepad and allows coordination of
catheter motion with a single hand thanks to its six Degrees
of Freedom (DoFs). Section VI offers conclusions and outlines
future work.

II. EXPERIMENTAL SETUP AND METHODOLOGY

A. System Components

To investigate various interactive modalities for catheter
navigation, an experimental setup for endovascular interven-
tions was developed (as shown in Fig. 1). It consists of the
following components:

a) silicone aortic phantom: the aortic phantom (T-S-N-
002, Elastrat Sarl, Geneva, Switzerland) is made of silicone,
and hence deformable. The wall thickness has been chosen
such that deformations correspond to the deformations one
expects in a real vessel. The phantom replicates key anatomical
features such as the descending aorta, aortic arch, aortic root,
and coronary arteries.

b) robotic catheter: an in-house developed robotic
catheter with a 50 mm bendable Nitinol segment, outfitted
with a pattern of equally spaced slots produced by Electrical

Fig. 1. Experimental setup for in-vitro user study: 1. silicone aortic phantom;
2. pneumatically-driven robotic catheter; 3. catheter driver; 4. standard 2D
monitor; 5. Head-Mounted Display (HMD); 6. wireless gamepad; 7. electro-
magnetic field generator.

Discharge Machining (EDM). These slots make the segment
bendable. The remaining section, approximately 1 m in length,
is composed of a predominantly passive flexible plastic tube.
With a diameter of 7 mm, the catheter is well suited for
navigation within the aorta, as the typical diameter of the
aorta ranges between 20 and 35 mm [28]. The bendable
Nitinol segment of the robotic catheter features four Pneumatic
Artificial Muscles (PAMs), organized into two antagonistic
pairs [29]. Each PAM has one end connected off-center to
the catheter tip. When pressure is applied to the muscle, its
length decreases, generating a pulling force on the catheter tip,
forcing it to bend. By concurrently controlling two antagonistic
pairs of the PAMs, the catheter achieves a spatial 2-DoF
bending motion. A 6-DoF EM sensor (Aurora®, Northern
Digital Inc., Canada) is glued to the center of the catheter
tip, enabling precise tip localization.

c) catheter driver: the catheter driver [30] is designed
for axial rotation about the catheter’s longitudinal axis and for
1-DoF insertion or retraction of the catheter. The device relies
on two sleeve-based grippers. One end of the sleeve remains
stationary, while the other end is attached to a pneumatic
piston. As pressure increases, the sleeve expands in length,
subsequently reducing its diameter and ensuring a firm grip on
the catheter body. The two grippers operate alternately, with
one gripping as the other releases. This synchronized operation
allows for continuous catheter translation over a large stroke.

d) Head-Mounted Display (HMD): Microsoft HoloLens
2®, simply referred to as “HoloLens” in the following, is an
advanced AR HMD featuring 3D visualization. Its advanced
display technology projects holograms, which are 3D vir-
tual objects, into the user’s field of view. These holograms
blend seamlessly with the real world. The HoloLens also has
sophisticated hand-tracking capabilities for both hands. The
HoloLens hand-tracking system enables smooth interactions
for users, allowing them to select and position holograms
using direct touch, as if interacting with tangible objects in
the real-world space. Moreover, the hand-rays originating from
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Fig. 2. Schematic of the advanced human-in-the-loop vessel navigation system with multiple interactive modalities, including: (a) a gamepad or an HMD as
control devices; (b) a pneumatic valve with four output ports receives control commands from ROS; (c) the catheter driver, operated through velocity control,
regulates the insertion and retraction of the catheter; (d) the PAM-driven catheter, having 2-DoF and a 50 mm active bendable segment; (e) an EM tracking
system localizing the catheter tip, whose pose is then registered to the mesh frame of the 3D reconstructed model; (f) the virtual 3D aortic model reconstructed
utilizing high-resolution CT images, along with the guidance path and the catheter tip pose registered and rendered in this virtual model frame; (g) visual
feedback that users receive either through a standard monitor (2D) or via a HoloLens (3D).

the user’s palm center serve as an extension of their hand,
enabling seamless interaction with holograms that are beyond
physical reach. The wireless design of the HoloLens promotes
unlimited movement without the burden of external cables.
Voice control is another feature of the HoloLens. Despite its
advanced features, the HoloLens weighs only 3.28 kg.

e) gamepad: the controller (Yues, Dublin, Ireland) is a
wireless input device for gaming. The controller is equipped
with four buttons on the left, two central thumbsticks, and four
additional buttons on the right.

f) electromagnetic field generator: an EM field generator
(Northern Digital Inc., Canada) is placed beneath the phantom.
When the EM sensor enters the electromagnetic field produced
by the field generator, it induces a small current within the
sensor. This current is then converted into the corresponding
positions and orientations of the EM sensor. However, the
presence of electromagnetic materials within this field tends
to distort the accuracy of these measurements. For this reason,
the catheter driver’s metal components are located outside
the generated magnetic field so as not to disturb it. The 6-
DoF EM sensor embedded in the catheter tip allows tip pose
measurement at 40 Hz.

g) software architecture: communication between var-
ious devices is facilitated through ROS 1 [31], with each
device functioning as a distinct node within the system. The
3D content displayed on both the 2D monitor and HMD is

rendered using the Unity3D game engine [32].
Figure 2 presents the control schematic for human-in-the-

loop catheter navigation with visual feedback. Users can
interact with either a gamepad or a HoloLens to generate
control commands, while obtaining 3D visual feedback from
a HoloLens or 2D visual feedback from a standard 2D screen.

B. System Integration and User Interface Design
This subsection explains how the different parts are inte-

grated into a catheterization system and describes the design
of the user interface.

The functionalities of the various thumbsticks or buttons
are illustrated in Fig. 3a. By using a ROS joystick driver
library, the bending angle of the thumbstick can be read as a
float value between 0 and 1, while the button toggles between
two distinct values: 0 and 1. Users can control the 2-DoF
bending by directly mapping the bending angle of the left
thumbstick (φ, θ) to the pressure applied to the PAMs (pφ,
pθ), namely pφ is proportional to φ, and pθ is proportional
to θ. The maximum pressure applied to PAMs is set at 6
bar. The right thumbstick is employed to regulate the catheter
driver’s insertion/retraction motion speed. The catheter driver
is operated using velocity control. The thumbstick’s bending
angle r is mapped to the translation speed of the catheter
driver v, namely v is proportional to r. The maximum trans-
lational speed was set to 5 mm/s. To prevent excessively rapid
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Fig. 3. User interfaces for input devices and visual feedback: (a) a gamepad as a control input device; (b) a HoloLens serves as a control input device, featuring
hand gesture recognition capabilities; (c) a schematic illustration outlining the three mapping relationships corresponding to the 3-DoF for the catheter system;
(d) 2D visualization using standard monitor; (e) 3D visualization using HoloLens: Users can view the holograms from various angles by physically moving
around in real-world space.

changes in the catheter’s motion direction, e.g., when releasing
the thumbstick, which, equipped with a return spring would
quickly oscillate back and forth around the neutral position,
the motion direction is explicitly indicated by a button. The PS
(∆) and OPTIONS (X) buttons on the right (refer to Fig. 3a)
are used to indicate forward and backward motion respectively
as in:

v ∝

{
βr if r > 0

0 if r ≤ 0
andβ =

{
1 if PS (∆)
−1 if OPTIONS (X)

(1)

The method of consciously selecting between movement
directions is adopted as an alternative to the establishment of
a deadzone where the catheter driver’s speed defaults to zero.
It may be worth comparing both methods in future user trials.

Figure 3b illustrates the user interface design of the
HoloLens when used as a control input device. Users can send
control commands for steering the catheter by engaging with
virtual buttons or sliders shown by the HoloLens in a manner
akin to interacting with actual objects. The speed, v, of the
catheter driver is regulated by the translational distance of the
slider, r. An emergency button has been incorporated to allow

users to quickly stop the catheter’s translational movement in
case of an emergency. In the blue square control panel shown
on the right, a green sphere can be moved on this 2D plane.
The sphere’s coordinates are measured and proportionally
converted into pressures. These pressures are then transmitted
to the PAMs in two orthogonal directions, denoted as pφ and
pθ. Users can reposition various holographic components in
the HoloLens view by grasping and dragging them, allowing
them to customize the layout to their optimal comfort level.
Moreover, users can engage a hand-ray, a common remote
control feature in HoloLens, that extends from their palm
towards the holographic object. This allows them to interact
with the holographic object even when the object is situated
beyond their physical reach.

Control commands generated by the gamepad or HoloLens
are sent to the pressure valves, which adjust catheter bending,
and to the catheter driver, which manages the catheter’s
translational movement, as shown in Fig. 3c. This process
allows for precise control over the robotic catheter’s 3-DoF.

An EM tracker, affixed to the catheter tip, captures its pose
within the magnetic field created by an EM field generator.
The tip pose is expressed through the transformation matrix
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Fig. 4. Visualization of ten markers (A-J) located on different surfaces of
the phantom’s outer casing, along with the coordinate frames used in the
registration process. The transformations MTE achieved through registration
and ETC obtained from EM measurements enable precise representation of
the tip’s position in the mesh frame {M}.

TABLE II
STEPS TO DETERMINE THE OPTIMAL TRANSFORMATION MATRIX USING A

SVD METHOD.

Step Description
1 Centroid Calculation: Compute the centroids of datasets Ep

and Mp. Denote them as cE and cM , respectively.
2 Demean the Datasets: Translate each dataset by subtracting

its centroid. Using the equations:
Ep′ =E p− cE ,
Mp′ =M p− cM

3 Compute Cross-Covariance Matrix: Calculate H as:
H =E p′T Mp′.

4 Singular Value Decomposition (SVD): Decompose the ma-
trix H using SVD. This results in three matrices: U (left
singular vectors), S (diagonal matrix of singular values), and
V T (right singular vectors). So, H = USV T .

5 Compute Rotation Matrix: Calculate the rotation matrix R
as: R = V UT .

6 Handle Reflection Case: If det(R) is -1, correct R by
multiplying the last column of U by -1.

7 Compute Translation Vector: Compute t as: t = cM −
R cE .

8 Final Transformation: Apply R and t to align Ep with Mp.
Denote result as MTE .

ETC that registers the tip frame {C} to the EM frame {E},
with ETC determined through EM measurement. A 3D aortic
mesh model is reconstructed from CT images. To represent
the catheter pose correctly in the aortic model frame {M},
the transformation matrix MTC is needed and is calculated as
follows:

MTC = MTE
ETC =

[
R t
0 1

]
ETC (2)

Ten markers are employed to calculate the transformation
matrix MTE that registers the EM frame {E} to the virtual
mesh model frame {M}. These markers are strategically
positioned on the outer casing of the silicone aortic phantom
(refer to Fig. 4). Two datasets are involved in this process: one
comprises the positions of the ten markers Mp = {Mpi, i =
1, 2, ...,m} within the virtual model frame {M}, and the other
contains the positions Ep = {Epi, i = 1, 2, ...,m} of the ten
markers represented in the EM frame {E}, where m = 10.

The optimal transformation matrix MTE is determined
through a Singular Value Decomposition (SVD) method [33]
following the steps as shown in Table II. The objective
function is defined as follows:

min
MTE

f =

m∑
i=1

||Mpi − MTE
Epi||

2
(3)

The Root Mean Square Error (RMSE), as defined by (4),
was calculated based on the ten registration markers.

RMSE =

√∑m
i=1 ||Mpi − MTE

Epi||2

m
(4)

In our study, seven registration procedures were imple-
mented. The recorded errors for these seven registrations were
4.68 mm, 4.87 mm, 4.53 mm, 4.61 mm, 4.54mm, 4.62mm,
and 5.36mm. The registration error primarily stems from the
discrepancies between the phantom and the model, attributed
to manufacturing inaccuracies and the aging of the silicon
phantom due to wear and tear. A secondary source of error
arises from the measurement inaccuracies inherent to the
EM sensors. After the registration process, the virtual mesh
model along with the representation of the catheter tip pose
is visualized either on a conventional 2D monitor or through
a HoloLens.

The visualizations for both standard 2D monitor and
HoloLens can be seen in Fig. 3d and Fig. 3e, respectively, each
showcasing similar user interface designs. The user interface
is divided into two sections: an external view on the left and
an internal view on the right. The external view presents a
comprehensive perspective of the aorta, with a thick green line
illustrating the desired path for users to follow and a yellow ar-
row indicating the current pose of the catheter tip. The internal
view offers an inside-the-vessel, forward-looking perspective
akin to angioscopy. Within this view, several discrete green
spheres indicate the path setpoints. Specifically, there are 26
green spheres representing the 26 setpoints derived from the
path planning algorithm. The green spheres are not uniformly
distributed along the aorta. Their placement is determined by
the path planning algorithm that takes various constraints into
account. The path planning method is further elaborated in
the following paragraph. A yellow guidance arrow is added
to indicate the direction and degree to which the catheter
tip should bend from the current position. The white cross
represents the center of the field of view. A blue sphere
represents the final target at the end of the path that users
must aim to reach as accurately as possible.

The desired path of the catheter is generated through a
derivative Reinforcement Learning (RL) method based on the
approach outlined in reference [34]. This method is employed
to ensure the optimality of the path and the fulfillment of
robotic catheter constraints. The reward function of the RL al-
gorithm takes into account several criteria: the number of steps
(negative reward “-”), the number of collisions (-), whether the
target position is reached (positive reward “+”), whether a path
setpoint is close to the centerline (+), and whether the bending
angle of the catheters is sufficient to navigate a trajectory’s
curvature while staying within its bending capacity (+).
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It should be noted that the internal view is not present in
current clinical practice. In this work, the internal view serves
as an innovative feature for enhancing navigation capabilities
within the vessels. The internal view images are captured
through a virtual camera in Unity3D. The pose of the camera is
continuously synchronized with the catheter tip pose, offering
the operator a first-person view. In future clinical practice,
the internal view could be reconstructed from IVUS or OCT
images.

III. EXPERIMENTAL PROTOCOL

A. Experimental Procedure

In this study, two input devices (gamepad and HoloLens)
and two visualization techniques (HoloLens and 2D monitor)
are investigated. The combinations of these control devices and
visualization techniques could yield four possible interactive
modalities. Using the HoloLens solely as a control device
without offering visualization makes little sense and under-
utilizes its potential, as it is primarily considered an enhanced
visualization tool, with control functionality as a secondary
feature. Consequently, we concentrate on the remaining three
interactive modalities, as outlined in Table III with correspond-
ing experimental setup presented in Fig. 5. Mode GM denotes
the use of a gamepad (G) as the control input device and a 2D
monitor (M) for visualization. Mode GH denotes the use of a
gamepad (G) as the control input device and the HoloLens (H)
for visualization. Mode HH denotes the use of the HoloLens
(H) both as the control input device and for visualization. The
experimental procedure is as follows:
1. participants are asked whether they are interested in par-

ticipating in this study and if so, are asked to complete
an informed consent form based on the standard format
provided by KU Leuven [35]. The following information is
communicated to the participants: the specific tasks, namely
navigating catheters in the aortic phantom, the assurance
that the experiment will not involve the collection of any
personal information, and their right to discontinue the
experiment at any time without providing a reason.

2. the hardware, techniques, and experimental procedures are
clearly explained to the participants.

3. each participant is allotted a total of 10 minutes to famil-
iarize him(her)self with the system and its three interactive
modes.

4. participants complete three trials for each mode, advancing
to the next mode only after finishing the current one. The
order of the modes varies among users: five participants
adopt the sequence Mode GM-GH-HH, another five engage
in Mode GH-HH-GM, while the remaining five progress

TABLE III
THREE INTERACTIVE MODALITIES INVESTIGATED IN THIS WORK

control devices visualization devices
Mode GM Gamepad (G) 2D monitor (M)
Mode GH Gamepad (G) HoloLens (H)
Mode HH HoloLens (H) HoloLens (H)

through Mode HH-GM-GH. Due to practical considera-
tions, three types of order are employed instead of six. By
changing the order of the modes, the potential impact of
the learning curve is distributed across all modes, making
it less likely that the learning effect biases the results. In
total, each user performs nine trials. The specific details of
a trial are described in Sec. III-B.

5. upon completion of the three trials per mode, participants
are asked to fill out a NASA Task Load Index (NASA-
TLX) form [36]. Once the participants have completed all
nine trials, they are requested to complete an additional
tailor-made questionnaire.

The NASA-TLX form assesses user workload on a 20-point
scale using six metrics: mental demand, physical demand, tem-
poral demand, performance, effort, and frustration. Participants
rated each mode based on these dimensions by considering
task-related aspects: 1) How mentally demanding was the
task? 2) How physically demanding was the task? 3) To what
extent did you feel a sense of urgency or haste in the task’s
pacing? 4) How successful were you in completing the task? 5)
How much effort did you spend to achieve your performance
level? 6) To what extent did one feel insecure, discouraged,
irritated, stressed, or annoyed? The tailor-made questionnaire
also collected data on participants’ profession, eyewear usage,
dominant hand, prior gaming and HoloLens experience, and
their good/bad experiences during the experiment.

B. Task Details for a Single Trial

The aim of each experiment is to steer a robotic catheter
within an aortic phantom from the descending aorta to the aor-
tic root, each time with one of the three interactive modalities.

During the experiment, participants are prohibited from
viewing the transparent phantom directly. Instead, they are
asked to act upon visual feedback from either a standard 2D
monitor or from a HoloLens. When wearing the HoloLens,
participants have the flexibility to alter their positions during
the experiment to view visual feedback from various angles.
The procedure of a single trial can be outlined as follows:

1. both clamps of the catheter driver are released, and the
catheter is positioned inside the catheter driver.

2. the catheter is advanced manually until its tip reaches the
starting point of the planned path. To reduce friction, the
catheter body is lubricated with baby oil.

3. the control system is initialized.
4. the user teleoperates the catheter. The task entails aligning

the catheter tip with the predetermined trajectory until the
end, following the sequence of green spheres one at a time.
The user is suggested to follow the guidance provided by
the yellow arrow, which indicates both the direction and
degree of catheter bending required (by the length of the
yellow arrow).

5. the duration of the procedure is recorded. Users are ex-
pected to complete the experiment within three minutes. If
users feel they have not achieved the target accurately and
there is still time remaining, they may decide to retract the
catheter and attempt to target again.
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Fig. 5. Three interactive modalities investigated in this work, with their control devices and visualization devices outlined in Table III.

6. the catheter is subsequently retracted to the starting point.
This retraction is executed rapidly, without meticulous
control.

In this experiment, the focus is exclusively on validating the
insertion, which is deemed to be more challenging and safety-
critical compared to retraction. During insertion, improper tip
movement could potentially exert excessive force on the vessel
walls. This may lead to either vessel rupture or dislodgment of
calcifications. Both scenarios can be caused by the sharp tip
of the catheter. The experiment was continuously monitored
throughout its duration. If any accident would occur, such as
users damaging the aortic phantom, the experiment would be
halted immediately.

C. Performance Metrics

The performance metrics can be categorized into subjective
and objective measures. Subjective evaluations are derived
from questionnaires and the NASA-TLX form (introduced in
Sec. III-A). The objective metrics that are used to quantify the
performance will be introduced as follows.

For assessing clinical performance in endovascular interven-
tions, several gold standards and other criteria are commonly
employed by clinicians [37], including clinical outcomes,
technical success, and safety. From an engineering perspective,
previous studies [38]–[40] have aimed to objectively assess
the skill levels of cardiologists by analyzing the kinemat-
ics of catheters, which involves extracting various features
and metrics. In line with both types of evaluation methods
previously described, our study incorporates the following
specific performance metrics to comprehensively assess user
performance of robotic catheterization in in-vitro environment:

1) Duration (T ): the duration is defined as the time span
from the initiation to the completion of a single experiment. It
begins when the user starts teleoperating the robotic catheter,
marked as t0. The duration concludes when the catheter
reaches the aortic root, and the user verbally confirms his
(or her) satisfaction with the obtained targeting accuracy. This
instant is marked as tg . The duration T is then simply:

T = tg − t0 (5)

Note that the maximum allowed time for each experiment is
3 minutes. If this limit is exceeded, the user is asked to repeat
the trial.

2) Tracking Error (Tr): the tracking error refers to the
average deviation between the actual trajectory sj (j = 1, ...k
with t = t0 when j = 1, and t = tg when j = k)
and desired trajectory sdi (i = 1, ...n). In our experiments,
the number of setpoints of the desired trajectory n is set
to 500. These setpoints are interpolated from the output of
the RL path planning algorithm, originally consisting of 26
setpoints. The actual trajectory is recorded by an EM sensor
at a sampling frequency f of 40 Hz. For each point sj on the
actual trajectory, the shortest distance to the desired trajectory
is identified and treated as the deviation for that individual
point. The tracking error is computed as the mean error of all
these individual points:

Tr =
1

k

k∑
j=1

(min
i

||sdi − sj ||) (6)

Depth tracking error, denoted as Trz , specifically quantifies
the tracking error along the z-axis, representing the portion of
error related to the depth direction. This parameter serves to
determine whether the disparities in the tracking error arise
predominantly from errors in the depth direction.

3) Targeting Error (Ta): the targeting error is calculated
by searching the entire trajectory and determining the shortest
distance between the trajectory sj and the target sdn. This
metric serves as a criterion for evaluating the accuracy of
reaching the target.

Ta = min
j

||sdn − sj || (7)

4) Total Path Length (L): the path length is determined as
the summation of the Euclidean distances between consecutive
trajectory points:

L =

k−1∑
j=1

||s(j+1) − sj || (8)
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5) Dimensionless Squared Jerk (Jd): the smoothness of a
trajectory can be measured as Dimensionless Squared Jerk
(DSJ), which is designed to remain independent of both the
total duration of an experiment and the amplitude of path
length. The DSJ, introduced in [40], [41] and denoted as Jd,
is mathematically expressed as:

Jd =


1

3

k∑
j=4

( ...
s 2
x,j +

...
s 2
y,j +

...
s 2
z,j

)
∆t


× T 5

L2

where ...
s a,j =

s̈a,j − s̈a,j−1

∆t

s̈a,j =
ṡa,j − ṡa,j−1

∆t

ṡa,j =
sa,j − sa,j−1

∆t

(9)

Here, ...
s a,j represents the third-order derivative of the trajec-

tory sj along the a-axis with respect to time t, for a = x, y, z.
The total duration, denoted as T and defined in (5), and the
total path length, denoted as L and defined in (8), are used
to normalize the metric DSJ. Given the high values of DSJ
observed in our study, the natural logarithm of DSJ is shown
in figures and for comparative analysis.

The relationship between the employed evaluation metrics
and the clinical performance in endovascular interventions
is described as follows: Duration is a valuable indicator
of procedure performance, particularly with regard to safety
[42]. It not only impacts patient safety and comfort but also
determines the availability of both the catheterization lab and
clinicians. Tracking error serves as a measure of safety. A
smaller tracking error indicates a trajectory closely aligned
with the reference trajectory, reflecting a reduced risk of
complications, such as vascular injury. Targeting error serves
as a measure of the technical success of the procedure. A
smaller targeting error reflects accurate device deployment.
Total path length and DSJ are used to evaluate the smoothness
of paths. Smoother paths can lead to faster procedures and less
accidental contact with the vessel wall, thereby contributing to
a safer procedure overall.

The significance of differences between interactive modali-
ties is assessed through statistical tests. Because the selection
of the significance test method differs based on the data
distribution, the distribution of each data set was first examined
to determine whether it follows a normal distribution, using
the Shapiro–Wilk test [43] with a significance level of 0.05.
Subsequently, depending on their respective characteristics, we
applied the Kruskal-Wallis test [44] for populations that did
not follow a normal distribution, and utilized the t-test [45]
for those that were normally distributed. A significance level
of 0.05 is used for both tests.

IV. RESULTS AND DISCUSSION

A. User profiles and subjective evaluation

Fifteen participants, aged between 20 and 35 years and
with an educational background in engineering, participated
in the user study. The user profiles are summarized in Fig. 6.
Twelve out of fifteen, wear glasses, with three participants
not requiring them. Thirteen participants are right-handed,

Fig. 6. A summary of the fifteen user profiles, detailing their gaming,
HoloLens, catheter experience, handedness, and eyewear usage.

Fig. 7. NASA-TLX scores (20-scale) represent the workload associated with
three interactive modalities. Note that lower scores indicate less workload
perceived by the users.

while only two individuals are left-handed. Eight participants
identified themselves as novices with no previous experience
with the HoloLens. Four participants indicated to have an in-
termediate experience level, having used the HoloLens several
times. Three participants are highly experienced, frequently
using HoloLens as a part of their regular job duties. As for
the gaming experience with a gamepad, three participants
are novices, seven have an intermediate level of experience,
and five are highly experienced. From the aforementioned
statistics, it can be concluded that users have more experience
with gamepad compared to HoloLens. This difference in
experience may contribute to the varying levels of confidence
when using these two control devices. Lastly, with regard to
their experience with steerable catheters, nine participants have
never steered a catheter before. Three participants possess
some steerable catheter experience, and the remaining three
participants interact with steerable catheters regularly.

The perceived workload measured via NASA-TLX form is
depicted in Fig. 7. The central line illustrates the average
score (20-scale) from fifteen users across the six different
aspects of the NASA-TLX form. The colored area represents
the interquartile range, with its boundaries indicating the lower
and upper quartiles (i.e., 25% and 75%). It is important to note
that a lower score signifies less workload perceived by users,
namely better performance.
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1) Evaluation from NASA-TLX: Regarding mental demand,
both Mode GM (scored at 8.2) and Mode GH (scored at
8.6) demonstrate similar performance levels, surpassing Mode
HH, which scored 9.9. However, when considering physical
demand, Mode GM and Mode GH significantly outperform
Mode HH, suggesting that using HoloLens as input device
requires more physical effort. This may be due to HoloLens
users constantly holding their arms to maintain catheter con-
trol, concerned that dropping their arms might result in unrec-
ognized hand gestures, a loss of control, and potential damage
to the catheter or phantom. In contrast, gamepad users can rest
their elbows at their waist and lower their hands to a more
relaxed position, reducing physical strain. Regarding temporal
demand, the modes operated with a gamepad (Mode GH and
Mode GM) exhibit a marginal advantage over Mode HH.
When using the HoloLens, some novice users tend to maintain
a consistent catheter speed by placing speed control blocks
in the same position and focus on controlling the catheter’s
bending, while expert and intermediate users typically possess
a better knowledge of adjusting the catheter speed in response
to the varying locations of the catheter tip. In contrast, all
users, when using gamepad, more actively adjust the insertion
speed to their liking. In easier-to-navigate areas, such as the
descending aorta, users tend to select a higher speed. As a
result, gamepad-based catheter control is generally faster than
HoloLens-based control. The best performance is perceived
as Mode GH (7.7), followed by Mode HH (8.7), and lastly
Mode GM (9.8). This suggests that the 3D visual feedback
from the HoloLens enhances user confidence. In terms of effort
and frustration, Mode GH stands out as the most favorable,
significantly outperforming Mode HH, with Mode GM ranking
moderately between the two. This could be attributed to the
fact that most users have more experience with gamepad than
with HoloLens, making catheter control via gamepad easier for
them. In the HoloLens scenario, users with limited experience
may face challenges in achieving accurate hand recognition,
especially when employing hand rays, a method used for
interacting with holograms remotely. These issues primarily
contribute to increased effort and potential frustration for
users.

In subjective evaluations, Mode GH consistently outper-
forms the other two interactive modes, achieving an average
score of 7.2 across six aspects. This represents a 12.2%
reduction in performance compared to Mode GM, which
scores 8.2, and a 24.2% reduction compared to Mode HH, with
its higher score of 9.5. This suggests that using a gamepad for
control and a HoloLens for visual feedback creates the most
comfortable user experience. The standard deviations of Mode
GM, GH, and HH are 3.8, 3.7, and 3.8, respectively, indicating
that the difference in opinions among users is not large.

2) Results from questionnaire: Users were asked to rank the
three modes in descending order of preference. The outcomes
of this preference ranking are presented in Fig. 8. Mode GH
is the most preferred among users, with 67% selecting it as
their first choice and 33% as their second choice. Compared to
10 out of 15 users who prefer Mode GH as their first choice,
only 2 out of 15 users selected Mode GM, and 3 out of 15
chose Mode HH as their primary preference. Mode GM and

Fig. 8. User preference for three modes. The x-axis represents the percentage
of users who selected the respective mode as their top preference, second
preference, or third preference.

HH exhibit comparable preference outcomes.
In the questionnaire, users were asked to share their likes

and dislikes about the experiment, providing complemen-
tary insights into their NASA-TLX scores. For control, the
gamepad is generally preferred due to users’ familiarity and
its ergonomic design. However, the limited bending angle of
the thumbstick, combined with the control strategy that maps
the thumbstick’s bending angle to the pressure of the artificial
muscles, causes users to perceive the gamepad as overly sen-
sitive, making fine motion control challenging. This, however,
may potentially be a limitation of the current implementation
and is not necessarily a fundamental limitation of the interface.
On the other hand, the HoloLens offers a larger panel for
regulating the catheter bending, resulting in higher control
resolution and facilitating easier and finer motion control
compared to the gamepad. An additional comparative study
with a Haption VirtuoseTM robot as the control input device,
which offers a larger range of motion, is detailed in Sec. V.
The users reported that, when using the HoloLens, the primary
concern is the potential inaccuracy of hand gesture recognition.
This may stem from users’ limited experience with the device.
This can lead to anxiety over the possibility that the catheter
might not stop and cause damage to the catheter tip or phantom
due to excessive interaction force. Despite the availability of
an emergency button, users remain apprehensive, as it also
relies on hand gesture recognition.

In terms of visual feedback, users favor the HoloLens over
a standard screen, as it displays 3D trajectories and allows
users to move around the holographic phantom in the real-
world space for more effective catheter tip alignment. In
contrast, 2D screens do not offer depth perception. Users can
manipulate the virtual model to view it from various angles,
but this requires an input device and is challenging since
their hands are already engaged with the gamepad. Moreover,
this approach lacks the intuitiveness and efficiency of moving
around the hologram directly with the HoloLens. Only one
user reported dizziness from using the HoloLens.

In addition, users appreciate the HoloLens feature that
allows easy relocation of holograms according to individual
preferences. In our experiment, users differed in body height
as well as their preferred placement for the holographic com-
ponents. They reported that they utilized the relocation feature
to adjust the location of the control and visualization panel
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Fig. 9. The experimental procedure with the robotic catheter at three different
locations when steering using Mode GH: a) descending aorta; b) aortic arch;
c) aortic root.

to their preference both prior to and during the experiment.
However, there were instances where occasional modifications
were executed during the experiment. This customization
accommodates diverse user needs and enhances overall satis-
faction. Conversely, for the gamepad, two users, who identified
themselves as intermediate or experienced gamers, indicated
a preference for an arrangement where bending control is
assigned to the right thumbstick, and forward/backward move-
ment to the left thumbstick, consistent with the design found
in most computer games.

As for the investigation on the effectiveness of the internal
view, 13 out of 15 users agreed that the internal view was
beneficial during the procedure. Only one user chose the
option “neither useful nor unuseful” and one user chose the
option “unuseful” as he (she) relied entirely on the HoloLens’
3D visualization capabilities, and thus did not depend on the
internal view at all.

B. Objective evaluation

Figure 9 illustrates the experimental procedure through three
distinct stages. In Fig. 9a, the catheter is positioned in the
descending aorta, and the internal view features an arrow
pointing towards the upper left. This informs the user that the
catheter needs to start bending in that direction to follow the
optimal path and to navigate through the aortic arch. Figure 9b
shows that the catheter is almost past the aortic arch, with the
guidance arrow pointing towards the bottom left, indicating
the need for increased bending by the increased length of the
yellow guidance arrow. In Fig. 9c, the catheter successfully
reaches the aortic root, as demonstrated by the corresponding
HoloLens view where the blue target is nearly achieved. An
arrow pointing towards the bottom-right direction suggests that
by gently bending the catheter in this direction, the target can
be reached. During the entire user study, no damage to the
aortic phantom was observed. For a comprehensive recording
of the experimental procedure, please refer to the video1.

1https://youtu.be/AR95oV6o9Ls

Fig. 10. Box plots depict (a) duration, (b) tracking error, (c) depth tracking
error, (d) targeting error, (e) total path length, and (f) dimensionless squared
jerk for the three interactive modalities, showing median, interquartile range,
and data’s minimum-maximum span. The red diamond represents the median
value among users with an experienced level in HoloLens. A line labeled with
an asterisk connecting two groups indicates a significant difference between
them (i.e., p < 0.05 using Kruskal-Wallis test or t-test).

Fig. 11. The recorded trajectories of a single trial. (a) Mode GM; (b) Mode
GH; (c) Mode HH; (d) side view of a; (e) side view of b; (f) another example
in Mode GM with a zigzag-shaped trajectory due to improper control with
the gamepad.

The data gathered during the experiment was analyzed to
derive the performance metrics, as detailed in Section III-C.
Figure 10 illustrates the duration, tracking error, depth tracking
error, targeting error, total path length, and dimensionless
squared jerk for the three interactive modalities, achieved by
the fifteen participants.

Regarding the tracking error, Mode GH displayed superior
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performance among all three interactive modes, with a median
of 4.72 mm, followed by Mode HH (4.79 mm) and Mode
GM (5.16 mm). Mode GH shows an improvement of 1.5%
over Mode HH and 8.5% over Mode GM. Mode GM demon-
strated the highest variance among the three modes, indicating
considerable tracking performance disparities between users
or trials, while Mode HH exhibited the lowest variance.
These observations are in line with the results depicted in
Fig. 11, which shows the full trajectories captured by the
EM sensor for a single trial. It can be seen that Mode
HH (Fig. 11c) has a less tortuous trajectory compared to
Mode GM (Fig. 11a, f). This can be explained as follows:
both control strategies (gamepad vs. HoloLens) establish a
proportional relationship between the commands generated
by the control input device and the pressure applied to the
artificial muscle. In the HoloLens-based control, the green
sphere for catheter control remains stationary upon release,
resulting in a generally less tortuous trajectory. In contrast,
the gamepad exhibits a spring effect, automatically returning
to its neutral position when released. Consequently, improper
control may produce a zigzag-shaped trajectory, as demon-
strated in Fig. 11f. Nevertheless, as depicted in Fig. 11a, after
multiple trials, the gamepad-based control can also achieve
a smooth trajectory and performance comparable to that of
the HoloLens-based control. On the other hand, the gamepad-
based control outperforms HoloLens-based control in terms
of responsiveness and reliability. Maintaining consistent hand
gesture recognition using HoloLens was found to be difficult
for novices. This could be explained by the user feedback and
the observations made during the user study: 1) users may not
be familiar with the interacting principles of HoloLens, namely
may not interact with holograms as if they were tangible
objects. Consequently, when the hologram is not within the
user’s physically reachable range (i.e., limited by the length
of arms), users sometimes still attempt to interact directly
with the hologram; 2) users may not be fully accustomed
to the HoloLens hand gesture command known as “air tap”,
which allows the user to pinch an object using the thumb and
forefinger. During the study, some users attempted but did
not manage to implement this gesture correctly, suggesting
that they may not have fully exploited the opportunities for
interaction with the hologram. In contrast to the HoloLens, the
thumbsticks and buttons of the gamepad provide passive haptic
feedback which is known to improve proprioception, which in
turn may explain the gamepad’s superiority compared to the
HoloLens. Whereas in the HoloLens the user needs to visually
confirm the input motion that was commanded, in a gamepad
the user can rely on his/her proprioception to understand the
pose and relative displacement of the input device. Conversely,
the HoloLens, with its virtual interactive interface, requires
users to maintain constant visual focus to accurately operate
its objects.

Furthermore, it can be observed that the HoloLens signif-
icantly aids in reducing the tracking error, particularly in the
depth direction (Fig. 11d-e). This is substantiated by the depth
tracking error across the three interactive modes, as shown
in Fig. 10c. Mode GH and Mode HH exhibited compara-
ble performance, with median errors of 2.42 mm and 2.47

Fig. 12. The HoloLens enables users to see visual feedback from multiple
perspectives: (a)-(b) users observe the holographic phantom from the front;
(c)-(d) by physically maneuvering in the real world, users can observe the
catheter tip from diverse angles, not just a frontal perspective.

mm, respectively. In contrast, Mode GM performed worse,
registering an error of 2.65 mm. Figure 11d and Fig. 11e
display the side view of Fig. 11a (Mode GM) and Fig. 11b
(Mode GH), respectively, with visual feedback provided by
a standard 2D monitor and HoloLens. One can observe that
their performance in the side view varies considerably. With
HoloLens, the user effectively aligns the tip to the predefined
trajectory in the side view. Conversely, on a 2D screen, the
user may deviate from the trajectory in the side view, even if
they believe that they have achieved satisfactory performance
by solely confirming the frontal view. The results substantiate
the benefits of HoloLens feedback, primarily when users move
around the holographic phantom in real space, thereby viewing
it from diverse angles. This user behavior is illustrated in
Fig. 12. When paired with a gamepad, which offers high
responsiveness and can be easily carried, optimal performance
was achieved. On the other hand, this also suggests that there
is room for improvement in the quality of 3D visualization;
otherwise, users would not need to adjust their perspective by
moving. In future research, we plan to implement an effective
method for rotating the view displayed on the 2D screen and
subsequently draw a comparison with the 3D visualization.

Regarding the targeting error, Mode GH exhibited the lowest
error at 1.01 mm. Mode GM, with an error of 1.06 mm,
outperformed Mode HH (1.52 mm). The significance test
revealed statistically significant differences between Mode GH
and Mode HH, as well as between Mode GM and Mode
HH. The findings indicate that the gamepad demonstrates
superior targeting ability compared to the HoloLens. When
approaching the target, users can effortlessly halt the catheter
driver’s insertion, allowing ample time to modify the catheter
tip’s pose. Once prepared, they can advance the catheter
driver, achieving the target rapidly. Conversely, when using
the HoloLens as the input device, the majority of users find
that halting the driver and adjusting the orientation of the
tip necessitates synchronized movements of both the left and
right hands. This involves handling hand gesture recognition
concurrently, which could be challenging given their limited
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Fig. 13. The catheter insertion speeds (0 - 5 mm/s) in Mode HH, as performed
by users with varying levels of experience with HoloLens, are depicted as
follows: (a) novice user, (b) intermediate user, and (c) expert user.

familiarity with the HoloLens. As a result, they often attempt
to target while the motion of catheter insertion is still ongoing,
leading to increased targeting errors in Mode HH.

Concerning the duration, Mode GH (82.34 s) and Mode GM
(88.10 s) demonstrated similar performance levels, with both
being statistically distinct from Mode HH (126.53 s). This
can be attributed to the ease of controlling the driver’s speed
using a thumbstick, as users can simply bend the thumbstick to
adjust the speed. Stopping the driver is also straightforward,
as users only need to release the thumbstick. On the other
hand, when operating the system using the HoloLens, users
frequently encounter challenges in dragging the slider back to
the neutral region, where the speed is set to zero. Figure 13
illustrates the varying catheter insertion speeds of users with
different levels of experience in HoloLens, arranged from left
to right as novice, intermediate, and expert users. The color
heat map represents speed, with red indicating high speed,
yellow representing medium speed, and blue symbolizing low
speed. One can observe from the figure that a user’s level of
experience could impact his (her) steering style. Part of novice
users adhere to a consistent and moderate speed of about 2.5
mm/s, directing their primary attention towards the control
of bending maneuvers. Both the intermediate and the expert
users demonstrate the ability to adjust their speeds flexibly
according to different regions. In the descending aorta, where
the vessel is nearly straight, some intermediate and expert
users navigated at higher speeds. They choose to reduce their
speeds when crossing the aortic arch. As shown in Fig. 13b-
c, users exhibit divergent behaviors when approaching the
target. Some maintain high speeds, while others adopt a
more cautious approach by slowing down the insertion speeds
and adjusting the catheter tip’s pose for improved targeting
accuracy.

The total path length serves as a measure of the tortuosity or
static smoothness of a trajectory. In this evaluation, Mode HH
stands out for its superior performance, achieving a median
path length of 420.98 mm. This is followed by Modes GH
and GM, which show comparable results with median lengths
of 539.62 mm and 569.30 mm, respectively. This disparity
is mainly due to the gamepad’s tendency for creating zigzag
trajectories, a consequence of its lower control resolution
and our specific control strategy. Interestingly, regarding the
total path length in Mode HH, experienced HoloLens users
follow longer trajectories as their total path length is larger

than the median performance of all users. This phenomenon
can be attributed to the fact that a shorter total path length
is not always indicative of better performance. Often, more
meticulous attempts to follow the trajectory can lead to an
increased total path length. However, this observation warrants
further validation in future research. Furthermore, the natural
logarithm of the DSJ metric sheds light on the trajectory’s
dynamic smoothness, specifically the frequency of changes in
the acceleration of the catheter motion in 3D. Here, Modes
GM (42.01) and GH (40.38), both using gamepad controls,
achieved lower values compared to Mode HH (43.95). This is
a result of the limited bending range of the thumbstick on the
gamepad, which often leads users to select either its neutral
(0 mm/s) or maximum (5 mm/s) speed setting. In contrast,
HoloLens-based control offers users a wider spectrum of speed
options, facilitating control with more variable speeds.

The diamonds in Fig. 10 represent the median performance
of the users who identify themselves as experienced HoloLens
users. This representation allows for the analysis of the rela-
tionship between the users’ HoloLens experience and their
performance. Fig. 10b highlights that prior experience with
HoloLens leads to a substantial reduction in tracking error,
especially when the HoloLens is combined with a gamepad for
control. In Mode GH, the reduction of tracking error amounts
to 19.5% compared to the median of all other users in the
same mode, and a 25.6% reduction compared to their own
performance in Mode GM. A comparable trend is evident
in the depth tracking error, exhibiting a decrease of 19.5%
relative to the median of all other participants in the same
interactive mode, Mode GH. However, in terms of targeting
error, the medians of experienced users in Mode GH and Mode
HH do not show reductions, suggesting that the HoloLens
experience might not contribute to improvements in targeting
error. For the other two metrics, namely duration and the DSJ
in Mode HH, better performance is noted among users with
a higher level of HoloLens experience. The results indicate a
1.8% decrease in duration and a 7.8% decrease in DSJ.

Overall, significant differences are observed in 4 out of 6
evaluation metrics between Mode GH and Mode HH, while
Mode GM and Mode HH demonstrate significant differences
in 3 out of 6 metrics. Although Mode GH and Mode GM do
not exhibit significant differences, a trend is observable in 5
out of 6 metrics where Mode GH outperforms Mode GM, as
evidenced by the smaller median value of Mode GH compared
to Mode GM. To draw a more robust conclusion about the
comparison between Mode GH and Mode GM, an analysis
with a larger user base is envisioned in the future.

Figure 14 illustrates the users’ performance as a function of
the number of trials to determine the presence of any learning
curves. Figure 14 features a combination of a violin plot [46]
and a line plot. The violin plot is a method for visualizing
the distribution of numerical data, combining a box plot with
a kernel density estimation. The kernel density estimation is
a statistical technique used to estimate the probability density
function of a continuous random variable. In a violin plot, the
width and shape of the violin at various points depict the data
density at those locations, offering improved visualization of
data density across different values. The line plot is created
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Fig. 14. The user performance, as a function of the number of trials, is depicted using violin and line plots for comprehensive visualization.

by connecting the average values, which illustrates the trends
in the learning process. Experimental duration demonstrates
the most significant learning curve. For both Mode GM and
Mode HH, the duration decreases considerably as the number
of trials increases, as evidenced by both the line plot and data
distribution. In the case of Mode GH, although the average
duration in the third trial increases, the data distribution reveals
that this is due to outliers substantially raising the average
value. Most users complete their experiments in Mode GH
within 120 s. The reason for the maximum duration of 164 s
in trial 3 of Mode GH is that the user initially found the
target performance unsatisfactory, leading him (her) to retract
the catheter and make another targeting attempt. Regarding
tracking error, a trend of initial decrease followed by a slight
increase was observed in the three modes (see Fig. 14b).
However, upon focusing on the distribution of the data, it is
noted that the overall trend still indicates a decrease. In terms
of targeting error, Mode HH exhibits the most pronounced
learning curve. Additionally, the data distribution area narrows
as the number of trials increases, indicating fewer outliers.
In the third trial of Mode HH, all trials have an error of
approximately 1 mm. In general, it is quite challenging to
analyze the learning effects through just three trials. Future
work should have an increased number of trials to better access
the learning behavior.

To summarize, our findings can be outlined in the following
bullet points, taking into account that only a limited number
of participants were involved.

• the combination of a gamepad as a control input device
and a HoloLens as a visualization device demonstrated
the highest performance and user preference;

• compared to the HoloLens, the gamepad offers ad-
vantages such as familiarity from gaming, exceptional
responsiveness (compared to hand gesture recognition
of the HoloLens), tangible buttons that eliminate the
constant need for visual attention, and ergonomic design
enabling comfortable use;

• on the other hand, the HoloLens can provide high-
resolution control for fine motions and the flexibility to
reposition holographic control components on the spot;

• the HoloLens outperforms the 2D monitor by: a) display-
ing 3D images of the aortic phantom and catheter position
in the user’s view, offering a 360-degree interactive en-

vironment with depth perception, and b) allowing hands-
free interaction with holographic models, eliminating the
need for a mouse, keyboard, or gamepad as required with
a 2D monitor.

V. ADDITIONAL STUDY WITH HAPTION VIRTUOSETM

ROBOT AS A CONTROL INPUT DEVICE

In the previous section, a gamepad was used as the control
input device for steering the catheter. However, as noticed by
experts in the fields as well as by participants of the study,
the gamepad offers only a limited range of motion which
may be suboptimal, rendering catheter steering unnecessarily
challenging. Therefore, this section investigates the use of an
alternative control input device with a larger range of motion,
comparing its performance with that of a gamepad.

The Haption VirtuoseTM 6D RV robot (Haption Inc., France)
was utilized as another control input device in this study
(see Fig. 15). This robot, featuring a large workspace, offers
a potential solution to the limitations encountered with the
gamepad. The robot has 6 DoFs, which allows it to coordinate
the catheter control with a single hand. Prior to each use,
the Haption Virtuose 6D RV robot requires a calibration.
This is achieved by pressing the designated “force feedback”
calibration button located on the robot. This action prompts all
the robot’s joints to move to their physical limit positions, after
which the robot’s joint angles are accurately reset to predefined
neutral positions. These positions serve as the baseline from
which all subsequent movements are precisely measured and
executed.

The rotation angle of the base ψ, being the first joint, was
utilized to linearly control the velocity v of the catheter driver
as shown in (10). A button on the robot handle was used to
swap motion direction and retract the catheter. Furthermore,
the pitch and yaw angles of the handle (φ, θ) were propor-
tionally mapped to the pressure values sent to the four PAMs
of the catheter, thereby enabling control of the spatial bending
of the catheter.

v ∝ βψ and β =

{
1 if Backward button OFF
−1 if Backward button ON

(10)

As Mode GH demonstrated superior performance among
the three modes evaluated, this additional study focuses ex-
clusively on the combination of the Haption VirtuoseTM robot
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Fig. 15. Schematic representation of control input commands using the
Haption VirtuoseTM 6D RV robot. The right image illustrates the 3 DoFs
used to command the translation and bending of the catheter, while the left
image provides a close-up of the handle.

TABLE IV
COMPARISON OF PERFORMANCE BETWEEN MODE VH AND MODE GH,

PRESENTED AS MEAN ± STANDARD DEVIATION.

Mode GH Mode VH Mode VH
No. trials 1st - 3rd 1st - 3rd 4th - 6th
T [s] 143.46±23.62 119.41±16.89 143.32±23.43

Tr [mm] 3.20±0.25 2.83±0.36 2.87±0.32
Trz [mm] 1.89±0.20 1.71±0.20 1.61±0.22
Ta [mm] 0.77±0.73 2.08±1.10 0.80±0.18
L [mm] 571.58±31.98 349.18±23.45* 380.41±56.30*
ln(Jd) 41.72±0.74 47.10±4.89 44.67±5.37

Note: The value labeled with an asterisk indicates a significant
difference between this mode and the Mode GH (i.e., p < 0.05
using Kruskal-Wallis test or t-test).

as the control input device and the HoloLens for visualization
(referred to as Mode VH henceforth). A proficient user,
experienced in both HoloLens and steerable catheter operation
and who was also among the 15 participants in the user study,
took part in the additional study. The user conducted six trials
in Mode VH, which were then compared to the same user’s
three trials in Mode GH. The experimental procedure, task
details, and performance metrics employed are consistent with
those described in Sec. III. For an example of the experimental
procedure, please consult the video2.

Table IV compares the performance in Mode VH (across six
trials) with the user’s performance in Mode GH (across three
trials). To mitigate any learning effect due to the higher number
of trials in Mode VH, these six trials will be divided into two
groups: the 1st-3rd trials and the 4th-6th trials (shown in the
last two columns in Table IV), for a more fair comparison.
The values in the last two columns of Table IV that are labeled
with an asterisk indicate a significant difference between this
mode and Mode GH. If the first three trials of Mode VH are
compared to Mode GH, one can observe that the Virtuose-
based control significantly outperforms the gamepad-based
control in terms of total path length, achieving a reduction of
38.9%, with statistical significance observed between the two
modes. Figure 16 illustrates that the path taken with Virtuose-
based control is less tortuous compared to that with gamepad-
based control. The extended motion range of the Virtuose robot
facilitates finer motion and adjustment, enabling more precise
adherence to the intended target path. Additionally, the average

2https://youtu.be/4no3LYR0CZ4

Fig. 16. The recorded trajectories of a single trial: (a) Mode GH; (b) Mode
VH.

tracking error decreased from 3.20 mm in Mode GH to 2.83
mm in Mode VH.

The duration and dimensionless squared jerk are comparable
between the two modes. Mode VH shows a larger targeting
error compared to Mode GH, suggesting that for tasks de-
manding precise targeting, using both hands for control may be
easier than relying on one-handed control, which necessitates
coordinated motion. However, this inference requires valida-
tion with a larger pool of users. Furthermore, by comparing
the results of the 4th-6th trials with the 1st-3rd trials in
Mode VH, one can observe that apart from targeting error,
the learning effect is not significant. The decrease in average
targeting error from 2.08 mm to 0.80 mm demonstrates that
with adequate training, Virtuose-based control can achieve
results comparable to gamepad-based control in a targeting
task. However, it is observed that the Virtuose robot restricts
users to a fixed location during the procedure, resulting in the
loss of hands-free interaction with holographic images.

It is important to note that the study of Mode VH in
this paper serves as a supplementary investigation. It aims to
validate whether a control input device, such as the Haption
robot with a larger range of motion, could contribute to a
smoother trajectory. Meanwhile, the main focus of this paper
remains the comparison between Modes GH, GM, and HH.
We acknowledge that more conclusive findings in Mode VH
can only be obtained through the involvement of additional
users and plan to address this in future work.

VI. CONCLUSION

Fluoroscopy has been crucial for catheterization procedures,
yet it exhibits certain limitations. Firstly, it is unable to provide
depth perception. Secondly, fluoroscopy is associated with
ionizing radiation. To address these challenges, employing
teleoperation for catheter steering and using 3D visualization
devices could provide substantial benefits.

In this paper, three interactive modes using distinct control
and visualization devices are compared through a user study.
An endovascular robotic system, comprising a robotic catheter,
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HoloLens, and a gamepad, is constructed for experimental
validation. It is revealed by the user study that the greatest
appreciation and performance are achieved for the combina-
tion of gamepad as the control device and HoloLens as the
visualization device. By moving within the physical space,
users can explore various perspectives of holographic imaging
through the HoloLens. The gamepad, on the other hand, is
recognized as an easy-to-use and intuitive control device that
is highly responsive and portable. The study has been extended
to include the use of the Haption VirtuoseTM robot as a control
input device, examining whether a larger range of motion in
such a device can enhance performance. The results revealed
that paths navigated using Virtuose-based control were less
tortuous than those achieved with gamepad-based control,
while other evaluation metrics showed similar performance
levels. In the future, it would be advantageous to conduct a
user study that focuses on Virtuose-based control, which could
compare the efficacy of single-handed coordination versus
two-handed coordination.

The findings of this user study hold the potential to improve
current endovascular interventions by introducing an innova-
tive clinical workflow. In this approach, physicians remotely
maneuver the catheter using a gamepad while wearing a
HoloLens. Within the HoloLens, a holographic representation
of the anatomy is superimposed onto the patient’s body. The
catheter’s configuration, such as tip position and shape, can be
acquired through non-radiative methods like EM tracking or
Fiber Bragg Grating (FBG) sensing and subsequently repre-
sented in the holographic anatomy. Guided by AR, physicians
could potentially navigate catheters and guidewires using an
intuitive teleoperation approach.

Validation of the impact of AR and teleoperation in an in-
vitro vessel navigation study remains difficult owing to the
limited availability of robust steerable catheter systems, the
recent availability of high-quality AR HMD as well as the
complexity of integrating these components. Despite these
challenges, we have integrated these components and devised
an AR interface, which results in a robotic catheterization
system capable of operating in various interactive modes.
In this study, the guidance cues are uniformly implemented
across both 2D and 3D visualization methods. Therefore, the
comparison purely lies in the distinctive characteristics of
2D and 3D visualization. For a more comprehensive under-
standing, additional studies are required on different types of
guidance cues. Another limitation of this paper is the limited
number of trials per user conducted so far. Given the delicate
and complex structure of vessels, intuitive catheter steering
becomes crucial in these applications. Therefore, it would be
valuable to conduct an increased number of trials per user and
engage a broader range of participants, including clinicians,
in future research. Additionally, it would be advantageous to
extend this investigation to in-vivo animal experiments.
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