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#### Abstract

This paper presents a methodology to describe quantum mechanical states of charge qubits, realized as coupled quantum dots occupied by single electrons, using equivalent electrical circuits. We explain how to construct all equations starting from low-level simulations of wave functions and interpret the relationship between the parameters appearing in the resulting model and the parameters of the physical system. An efficient methodology to obtain 2D wave functions is presented. Results obtained in this study using a circuit simulator correspond to quantum dot arrays fabricated in a CMOS technology and recently published in the literature. The generalization of quantum mechanical equations, their conversion to equivalent circuits, and numerical examples are discussed.
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## I. INTRODUCTION

COMPUTING systems based on quantum mechanical properties of superposition, interference and entanglement are known as quantum computers (QC) [1]. They operate on quantum bits (qubits), analogues of the elementary unit of information used in the theory of quantum computation. The concept of the quantum computer originated from the idea that in order to efficiently simulate a quantum system, another quantum system should be used rather than a classical computer [2]. For some quantum algorithms, such as the Shor's integer-factorization algorithm [3], it has been proven that it can outperform its classical counterpart. At the moment, many algorithms and applications for quantum computing have been proposed [4], some tested in available frameworks such as IBM Qiskit, and some tried in
existing quantum computers. Operational quantum computers and processors have been actively reported in recent years in the literature, while IBM offers access to their quantum computers [5].

In addition to the superconducting transmon qubit technology dominating at the present [6]-[8], many other qubit technologies are available. Photonic systems [9], [10], trapped ions [11] and semiconductor quantum dots [12] are also recognized as an option to implement quantum processors. The current generation of quantum computers is often called Noisy Intermediate Scale Quantum (NISQ) to highlight that the count and quality of operational qubits are not enough to fully leverage "quantum supremacy" [4], [8], [13], but enough to test some of the algorithms and applications.

We focus on the semiconductor qubit technology for the reasons we outline in this paragraph. In this technology, a qubit is implemented employing an electron's spin, charge or both (a so-called "hybrid qubit") using the concept of a quantum dot ( QD ). The role of a QD is to create a spatial confinement for electrons or holes using an electric field arising either from material interfaces or by applying a confining electric potential. Semiconductor QDs have been known for about two decades [12], [14]-[20]. Key reason that makes semiconductor QDs very attractive in the context of circuit design is that they can be now implemented using Complementary Metal-Oxide-Semiconductor (CMOS) or foundry fabricated technologies [21]-[24] since the quality and reliability of commercial processes have dramatically increased [25]. Improving the material purity with finer lithographic processes, increasing the switching speed of transistors, and decreasing the size of transistors facilitate the implementation of qubits together with the integration of control electronics on the same chip. It has been recently postulated that this may open an avenue to finally achieve a large number of qubits within a single quantum processor [26]-[32]. Finally, one may note that while the superconducting qubits require ultra low temperatures ( 10 mK ), some quantum dots have been shown to operate at higher temperatures ( 1 K ) [33]. A reader interested in silicon quantum electronics will find many relevant results accumulated in the review paper [34].

The aim of this paper is to outline a methodology to convert the Hamiltonian dynamics of a quantum mechanical system into an equivalent circuit representation. We note that this representation will not be able to reduce the computational resources and time required to simulate qubits (as it does not solve the issue of the exponentially increasing state space). However, this allows one to co-simulate the quantum mechanical equation with the electronic circuitry driving and controlling qubits in a unified environment that may be useful for system verification and convenient for integrated circuit (IC) designers.

In this paper, we have chosen an example of a quantum dot array recently implemented in a CMOS technology together with their interface electronics [22], [35]. We propose and discuss in detail a modeling methodology particularly focused on the side of the problem that may be appealing to readers with background in circuit design. Indeed, in light of the rise of semiconductor and CMOS quantum technologies, recasting quantum mechanical equations into the form of electrical networks (e.g., one of the fundamental examples is presented in [36]) can be useful for a number of reasons. Firstly, it allows one to co-simulate the evolution of wave functions together with control electronics and leverage simulation packages for circuits, which are currently at a very progressed stage. Secondly, this representation may be perceived as more conventional to engineers and circuit designers.

The paper is organized as follows. In Section II, we provide the description of the system and mathematical
formalism. Section III outlines 2-dimensional simulations and a method to obtain a Hamiltonian matrix. The generalization of the description is presented in Section IV. In Section V, we propose an equivalent circuit approach, and Section VI presents numerical examples.

## II. STATEMENT OF THE PROBLEM

## A. DESCRIPTION OF THE STRUCTURE UNDER STUDY

We will consider an example of a semiconductor quantum dot array inspired by the structures published recently in the literature [21], [22], [31], [35], [37], [38]. In particular, the dimensions, material composition and material properties used in this paper for modeling and simulations correspond to the devices presented in [22] and fabricated in a $22-\mathrm{nm}$ CMOS node of fully depleted silicon-on-insulator (FDSOI) from GlobalFoundries. The description of the structure, including some technology elements, is presented in Fig. 1. Information on the composition of layers and materials can be found, for instance, in [39], [40].

This structure can be seen as a string of reduced transistors. It contains multiple gates along the depleted silicon channel and highly doped source/drain terminals at the edges of the structure. The electrical control of confinement, charge injection and charge detection are implemented using 'classical' integrated circuitry. The electrical contacts that interface the control circuitry are labeled in this schematic as imposers and floating nodes. Electrons injected into the depleted silicon channel from the edges of the structure follow the electrical control from the imposers. This means that the DC voltage applied at the imposers combined with the voltage arising from the semiconductor material interfaces create quantum dots in the silicon channel. Once injected into the channel, the electron behavior is described by the Schrödinger equation through a wave function resulting from the potential energy developed in the channel. The injection and detection of electron(s) in the silicon channel is implemented using a technique known as floating source/drain concept, which is quite commonly used in charged-coupled devices [41]. With some modifications (in the configuration of a floating gate), a similar technique, known as a single-electron detection, has been utilized with quantum dots and qubits [42]. The floating nodes are not connected directly to any voltage or current sources. Other measurement techniques, such as RF reflectrometry, can also be used [21], [43].

The potential energy seen by the electron(s) in the channel can be calculated if the voltages applied at the imposers are known. In the simplest case of one electron moving in an electric field whose scalar electric potential is $V(x, y, z)$, the potential energy is $U=-e V$, where $e$ is the magnitude of electron charge, and $x, y, z$ are the three orthogonal spatial coordinates. The case of many electrons is more complicated and will require to calculate the interactions between them. The potential energy is plugged into the Schrödinger equation and relates the "classical" electrical domain with the "quantum" domain. The Schrödinger equation is written in


FIGURE 1. Schematic view of the system under study showing some technology details. The TEM photograph of the structure can be seen in Fig. 2(c) with further details found in [22]. The electrical control of confinement, charge injection, and charge detection are implemented using 'classical' integrated circuitry [35]. The electrical contacts that interface the control circuitry are labeled in this schematic as imposers and floating nodes. Electrons, injected in the depleted silicon channel from the edges of the structure, follow electrical control from the imposers. The electron behavior is described by the Schrödinger equation through a wave function resulting from the potential energy developed in the channel.
terms of a complex-valued wave function $\Psi(x, y, z, t)$ whose magnitude squared gives the probability to locate an electron in a given region of space.

To be more specific, we will consider two particular cases, shown schematically in Fig. 1. The first case is quite simple since it looks into the dynamics (equilibrium oscillations) of one electron confined in three dots (see Fig. 1(a)). Despite its simplicity, this example extends beyond the standard twolevel (two-dot) system, and can be easily expanded into the case of one electron confined in an arbitrary number of dots. The second case is more interesting as it considers two interacting quantum dot arrays, each consisting of three dots (see Fig. 1(b)). With this example, we demonstrate how to model the Coulomb interaction between electrons.

## B. MATHEMATICAL FORMALISM

This short tutorial section summarizes the basic ideas from Quantum Mechanics used in the paper with the purpose of reminding the reader about these concepts, their role and connections to observable quantities in this system. For an introduction to this field, we can suggest one of many textbooks on the topic, such as [44]-[46].

The fundamental equation of quantum wave mechanics is the time-dependent Schrödinger equation written, for instance, in a 3-dimensional (3D) Cartesian space for one particle:

$$
\begin{equation*}
i \hbar \frac{\partial \Psi(x, y, z, t)}{\partial t}=\left[-\frac{\hbar^{2}}{2 m_{e}^{*}} \nabla^{2}+U(x, y, z, t)\right] \Psi(x, y, z, t) \tag{1}
\end{equation*}
$$

where $\hbar$ is the reduced Planck's constant, $i$ is the imaginary unit, $m_{e}^{*}$ is the effective mass of the particle (electron in


FIGURE 2. Two particular examples considered in this study: (a) a quantum dot array consisting of three dots, (b) two interacting quantum dot arrays, $\alpha$ and $\beta$, each consisting of three dots, (c) a photograph of dot arrays (from [22]). Each dot array edge is connected to interface circuitry performing charge injection and detection (schematically denoted by a gray rectangle and highlighted by red dashed lines). Structures denoted as imposers are MOS transistor gates controlling the local electric field.
our case), and $U(x, y, z, t)$ is the potential energy function. The complex-valued wave function $\Psi(x, y, z, t)$ describes the dynamics of the particle in space and time. The potential energy of the electron, as mentioned earlier, is obtained from the electric fields (or scalar electric potentials) acting on the particle. The Schrödinger equation can formally be written also for an $M$-particle case assuming that the wave function becomes a function of the respective coordinates of the particles $\Psi\left(x_{1}, y_{1}, z_{1}, \ldots x_{M}, y_{M}, z_{M}, t\right)$. The wave function and its derivatives are continuous, and the wave function itself
is normalized:

$$
\begin{equation*}
\int_{\infty}|\Psi(x, y, z, t)|^{2} \mathrm{~d} v=1 \tag{2}
\end{equation*}
$$

where $\mathrm{d} v$ denotes the infinitesimal volume element (in Cartesian coordinates $\mathrm{d} v=\mathrm{d} x \mathrm{~d} y \mathrm{~d} z$ ). The wave function itself has no interpretation, but its magnitude squared can be interpreted as the probability density function, giving information about the location of the particle:

$$
\begin{equation*}
\operatorname{Pr}(x, y, z, t)=|\Psi(x, y, z, t)|^{2} \tag{3}
\end{equation*}
$$

The straightforward solution of this equation is very problematic for many reasons. Firstly, solving it in three dimensions and time is extremely resource consuming. Even though many efficient numerical schemes exist [47], solving this equation for a given configuration of parameters provides little insight into the physics of a given system. In addition to that, even though the formal extension to the many-particle case can be made, additional information is required to handle symmetrization and antisymmetrical in the bosonic and fermionic cases.

The first simplification is made when the time-independent Schrödinger equation is introduced by separating the variables in $\Psi(x, y, z, t)=\sum_{n} A_{n} \cdot \exp \left(-i E_{n} t / \hbar\right) \psi_{n}(x, y, z)$ :

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 m_{e}^{*}} \nabla^{2}+U(x, y, z)\right] \psi_{n}(x, y, z)=E_{n} \psi_{n}(x, y, z) \tag{4}
\end{equation*}
$$

where $E_{n}$ are the eigenenergies of the system and $\psi_{n}(x, y, z)$ are their corresponding eigenfunctions. This variable separation is valid when the potential function of the system is constant (and is also held in some particular cases of time-dependent energy functions). The time-independent Schrödinger equation allows one to solve many practical examples, analytically or numerically, and obtain the set of space-dependent functions $\psi_{n}(x, y, z)$ and energies $E_{n}$ of the system. The eigenfunctions $\psi_{n}$ are normalized and orthogonal:

$$
\begin{equation*}
\int_{\infty} \psi_{m}^{*} \psi_{n} d v=\left\langle\psi_{m} \mid \psi_{n}\right\rangle=\delta_{m n} \tag{5}
\end{equation*}
$$

where $\delta_{n m}$ is the Kronecker delta symbol, and the symbol $*$ means complex conjugation. The expression above makes use of the Dirac notation that draws analogies between quantum mechanics and the algebra of complex vector spaces. Using this notation, equation (4) can be written in the form $\hat{H}\left|\psi_{n}\right\rangle=E_{n}\left|\psi_{n}\right\rangle$ where the operator $\hat{H}=\left[-\frac{\hbar^{2}}{2 m_{e}^{*}} \nabla^{2}+U(x, y, z, t)\right]$ is the total energy (Hamiltonian) operator giving the energy of the system. Thus, $E_{n}$ are the eigenvalues and $\psi_{n}$ are eigenfunctions of the operator $\hat{H}$.

Assuming that a set of orthonormal functions $\phi_{n}$ is given, by presenting the full wave function in the form $\Psi(x, y, z, t)=\sum c_{n}(t) \phi_{n}(x, y, z)$, and plugging it into
equation (1), we obtain:

$$
\begin{equation*}
i \hbar \frac{\mathrm{~d} c_{m}}{\mathrm{~d} t}=\sum_{n} H_{m n} c_{n} \tag{6}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{m n}=\int \phi_{m}^{*}(x) \hat{H} \phi_{n}(x) \mathrm{d} v=\left\langle\phi_{m}\right| \hat{H}\left|\phi_{n}\right\rangle \tag{7}
\end{equation*}
$$

By doing so, the time-independent Schrödinger equation is written as a set of ordinary differential equations (ODE) in terms of the coefficients $c_{n}$. We note that if the set of functions $\phi_{n}$ represents the eigenfunctions of the energy operator $\phi_{n} \equiv \psi_{n}$, the Hamiltonian matrix $\hat{H}$ in expression (7) will be diagonal. For any other orthonormal set $\phi_{n}$, the Hamiltonian matrix $\hat{H}$ contains non-diagonal terms. As follows from expression (7), matrix $\hat{H}$ is Hermitian (or self-adjoin) implying $\hat{H}=\hat{H}^{\dagger}$.

Hence, solving a problem in the context of timeindependent wave mechanics requires one to obtain the functions $\phi_{n}$ that provide the information about the probability density of particle(s) in a given potential energy, calculating the matrix elements $H_{m n}$ (7) and solving the set of ODEs (6). In the next section, we show how to carry out the calculations by the two examples we described earlier in this section.

## III. NUMERICAL SIMULATIONS OF THE SPATIAL WAVE FUNCTIONS OF ONE ELECTRON IN A QUANTUM DOT ARRAY

This section shows how to connect the potential energy (expressed through the circuit voltage that drives qubits) and the system dimensions with the eigenenergies and wavefunctions in the Schrödinger equation. This methodology corresponds to the realistic devices and technology [22], [35] and results in the parameter values used throughout this work.
Firstly, we start with the one-electron case. We consider a 2D QD array consisting of two and three dots. The schematic of the top-view 2D geometry is shown in Fig. 3. To calculate the wave functions, we will need to specify the potential energy $U(x, y)$ as a function of the spatial coordinates $x$ and $y$. To obtain $U(x, y)$, we need to calculate the electric potential in the silicon channel in response to the voltages applied at the imposers and developed in the floating nodes. As briefly outlined in [37], a typical depth of the potential (quantum) well in the channel is about 5 meV . For the calculations in this paper, we assume that the bottom of the well is at 0 meV , the potential energy barrier separating two neighboring dots is $U_{\mathrm{bar}}=10 \mathrm{meV}$, and these confining potentials are 'embedded' into another potential of $U_{\text {board }}=1 \mathrm{eV}$ that reflects the electric fields due to the material interface (silicon channel vs. insulating materials).

To find the eigen wave functions $\psi_{j}$ and eigenenergies $E_{j}$ we solve the time-independent Schrödinger equation of an electron in a 2D electrostatic potential:

$$
\left\{-\frac{\hbar^{2}}{2 m_{e}^{*}}\left[\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}\right]-e V(x, y)\right\} \psi_{j}(x, y)=E_{j} \psi_{j}(x, y)
$$



FIGURE 3. Geometry of the one-electron case study. The main case we focus on is geometry 4 with three dots having a step shift between the middle dot and the edge dots. The other three cases can also be easily calculated using the presented methodology. The bottoms of the confining potential wells are set to zero potential energy. The potential energy of the barriers separating the wells is set as
$U_{\text {bar }}=20 \mathrm{meV}$ (denoted by the green color). The structures are embedded into a global potential well $U_{\text {bord }}=1 \mathrm{eV}$ (denoted by the grey color).
where the constants appearing in the above equations are the same as in equation (1), and $V(x, y)$ is the scalar electric potential (voltage) in the silicon channel. The potential energy $U(x, y)=-e V(x, y)$ is indicated in Fig. 3. In this study, we look into the formation of the lateral confinement wells in the structure.

We can reduce the problem of finding the eigensystem (energies and functions) of the Hamiltonian energy operator (8) to finding the eigenvectors and eigenvalues of a sparse matrix, which is a very common task in physics and engineering. In our case, we use the 'scipy' package of Python. To do this, we apply a square mesh to the wave function $\psi_{j}(x, y)$ and use a standard finite-difference method with zero boundary conditions (these conditions are imposed since we assume that the injected electron is localized somewhere in the QD array). The numerical method returns a set of energies $E_{j}$ and a set of corresponding wave functions $\psi_{j}\left(x_{k l}, y_{k l}\right)$, defined at the discrete nodes of the mesh, as shown in Fig. 4. They provide an estimate of the eigenenergies and eigenfunctions of the original problem.

Note that there are some inherent features of the finite difference method when applied to our problem. The method works with matrices of a very high rank $N_{x}^{2} \times N_{y}^{2}$, where $N_{x}$ and $N_{y}$ are the number of nodes in the mesh in the $x$ - and $y$-dimensions. However, while the matrix may be extremely large, it almost fully consists of zeros. Compressed formats to store the matrix in the PC's RAM can be used, and there are specific stochastic methods developed for sparse matrices to obtain their eigenvalues. For this reason, this computational technique can be made very efficient in 2D cases. We also note that the obtained wave functions are normalized $\left\langle\psi_{i} \mid \psi_{j}\right\rangle=\delta_{i j}$.

To understand if our method is self-consistent, we compare the eigenenergies obtained from this method $\left(E_{j}\right)$ with the energy expected from a given function $\left(\psi_{j}\right)$ by applying the


FIGURE 4. Illustration of a finite difference method used in this study to obtain an estimate of the eigenenergies and eigenfunctions of the time-dependent Schrödinger equation. For the QD arrays with the dimensions as shown in Fig. 3, a square mesh with a cell of 2 nm is applied. As a result of the calculations, a set of matrices containing discretised functions $\psi_{k l}^{j}$ is obtained.

Hamiltonian operator to it:

$$
\begin{equation*}
\varepsilon=\frac{\left.\left|\left\langle\psi_{j}\right| \hat{H}\right| \psi_{j}\right\rangle-E_{j} \mid}{E_{j}} \tag{9}
\end{equation*}
$$

We calculate the term $\hat{H} \psi_{j}$ in the above equation by using the discrete representation of the second derivative:

$$
\begin{align*}
\hat{H} \psi(x, y) \simeq-\frac{\hbar^{2}}{2 m_{e}^{*}} & {\left[\frac{\psi_{i, j+1}-2 \psi_{i, j}+\psi_{i, j-1}}{\Delta x^{2}}\right.} \\
& \left.+\frac{\psi_{i+1, j}-2 \psi_{i, j}+\psi_{i-1, j}}{\Delta y^{2}}\right]+U_{i, j} \psi_{i, j} \tag{10}
\end{align*}
$$

The error obtained from expression (9) in our simulations is less than $1 \%$ for the mesh reported in Fig. 4.

It is very important to highlight that by solving equation (8), we obtain eigenfunctions in the energy representation (since each function $\psi_{j}$ appears together with the corresponding energy $E_{j}$ ), and these eigenfunctions diagonalize the matrix (7). However, quantum mechanics allows one to straightforwardly convert between different representations by applying an appropriate unitary transform. Why should we apply this transform? Eigenfunctions in the energy representation may have spatial distributions that do not correspond to localised electron states.

This example is demonstrated in Fig. 5 where the left panel of wavefunction subfigures presents the probability density $\operatorname{Pr}(x, y)$ corresponding to the first three eigenstates: state $|0\rangle$ expressed by the function $\left|\psi_{0}(x, y)\right|^{2}$ with $E_{0}$ (the very first state with the lowest eigenenergy $E_{0}$ is usually called the ground state), state $|1\rangle$ expressed by $\left|\psi_{1}(x, y)\right|^{2}$ with $E_{1}$, and state $|2\rangle$ expressed by $\left|\psi_{2}(x, y)\right|^{2}$ with $E_{2}$. One can see that while the state given by the function $\psi_{0}(x, y)$ corresponds to the localization of the injected electron in the middle dot, the other two states $\psi_{1}(x, y)$ and $\psi_{2}(x, y)$ are 'delocalised'.

This delocalization actually plays a very important role. Depending on the potential energy, its symmetry and the


FIGURE 5. Left panel of the wavefunctions: the probability densities of the first three eigenstates: $\left|\psi_{0}(x, y)\right|^{2}$ with $E_{0},\left|\psi_{1}(x, y)\right|^{2}$ with $E_{1}$, and $\left|\psi_{2}(x, y)\right|^{2}$ with $E_{2}$, showing that the eigenfunctions $\psi_{1}$ and $\psi_{2}$ are delocalised (or hybridized) allowing a wavefunction overlap. This representation is called the energy representation. Right panel of the wavefunctions: a linear transform is applied to switch to the position representation where the probability densities correspond to localised states. The bar on the left of the figure shows energy spectrum of these three eigen wavefunctions. The wavefuncitons are plotted against the normalized coordinate $x_{0} / L$ where $L=20 \mathrm{~nm}$ is the technology feature size.
height of the barriers separating the quantum dots, the eigen wavefunctions can represent solutions localized in the first, second and third dots, respectively. Decreasing the height of the potential barrier results in a hybridization of some wavefunctions and split of the energy levels. The case of the eigen wavefunctions becoming 'delocalised' is presented in Fig. 5. As we will see later, this delocalization will allow transitions between the states and results in the equilibrium dynamics presented in the sections. Note how the eigenenergies for the excited states ( $|1\rangle$ and $|2\rangle$ ) are very close (but not exactly the same).

However, if we want to use this result to model the behavior of the classical charge detection circuit, we would rather know the amount of charge in each of the dots than the system's energy. For this reason, it may be convenient for us to switch to position representation by applying a linear transform. This transform leaves the ground state unaffected but changes the other two states, as shown again in Fig. 5 in the right panel of subfigures.

Mathematically, we can express this transformation as follows:

$$
\left\{\begin{array}{l}
\phi_{0}(x, y)=\psi_{0}(x, y)  \tag{11}\\
\phi_{1}(x, y)=\frac{1}{\sqrt{2}}\left(\psi_{1}(x, y)+\psi_{2}(x, y)\right) \\
\phi_{2}(x, y)=\frac{1}{\sqrt{2}}\left(\psi_{1}(x, y)-\psi_{2}(x, y)\right)
\end{array}\right.
$$

The functions $\phi_{j}(x, y)$ are orthonormal but are not the eigenfunction of the Hamiltonian operator anymore and will not
diagonalize the matrix (7). Expression (7) still applies in this case:

$$
\begin{align*}
H_{i j} & =\iint \mathrm{d} x \mathrm{~d} y \phi_{i}(x, y) \cdot\left[\hat{H} \phi_{j}(x, y)\right] \\
& \simeq \mathrm{d} x \mathrm{~d} y \sum_{i=0}^{N_{x}} \sum_{j=0}^{N_{y}} \phi_{k l}^{(i)}\left[\hat{H} \phi_{k l}^{(j)}\right] . \tag{12}
\end{align*}
$$

Hence, if we limit ourselves to the first three states, the dynamics of the system will be described by equation (6) and we can write down three equations for the probability amplitudes $\left(c_{0}, c_{1}, c_{2}\right)$ of states $\left(\phi_{0}, \phi_{1}, \phi_{2}\right)$. The Hamiltonian matrix is a $3 \times 3$ matrix with the elements $H_{i j}, i=1,2,3$ and $j=1,2,3$ calculated numerically using expression (12).

Finally, we expand this formalism to our second case of two interacting electrons shown in Fig. 2(b). The combined wave function describing the two electrons $\phi=\phi^{\alpha} \otimes \phi^{\beta}$ is obtained by applying the tensor product to the function $\phi^{\alpha}$ of the electron in the upper QD array (line $\alpha$ ) and to the function $\phi^{\beta}$ of the electron in the lower QD array (line $\beta$ ). The Hamiltonian matrix will require adding additional terms describing the Coulomb interaction (more details will be given when we discuss formula (17)):

$$
\begin{equation*}
H_{i j}^{\mathrm{int}}=\left\langle\phi_{i} \phi_{j}\right| U_{\mathrm{int}}\left(x_{i}, y_{i}, x_{j}, y_{j}\right)\left|\phi_{i} \phi_{j}\right\rangle \tag{13}
\end{equation*}
$$

where the potential energy of the interaction between two electrons can be found from the Coulomb Law:

$$
\begin{equation*}
U_{\mathrm{int}}\left(x_{i}, y_{i}, x_{j}, y_{j}\right)=\frac{1}{4 \pi \varepsilon_{r} \varepsilon_{0}} \frac{e^{2}}{\sqrt{\left(x_{i}-x_{j}\right)^{2}+\left(y_{i}-y_{j}\right)^{2}}} \tag{14}
\end{equation*}
$$

where $\varepsilon_{0}$ is the permittivity of the free space and $\varepsilon_{r}$ is the relative permittivity of the medium where the interaction takes place (in our case, the electrons are placed in silicon). Note that (13) requires resource-intensive calculations since it contains a 4-D integral. For this reason, a custom lowlevel high-performance C-code is developed to calculate this term.

Finally, we note that the following workflow has been employed to obtain useful results. We perform electromagnetic calculations using a finite-element method (FEM) solver to calculate the potential energy $U=-e V$. This energy is used in eq. (8) to calculate the wave-functions and Hamiltonian matrices that correspond to this potential energy. The relationship between the Hamiltonian matrix elements and driving voltages can be approximated by some nonlinear function and later used in the circuit solver described in this paper to avoid unnecessary invoking of FEM solvers.

## IV. GENERALIZATION OF THE APPROACH USING THE SECOND QUANTIZATION FORMALISM

In this section, we aim to show a generalization of the approach to generate the set of ODEs, vectors and Hamiltonian matrices using the formalism of the second quantization method. This is a method that is straightforward to read and expand to an arbitrary number of electrons and quantum dots. This method, as an illustration, will be applied to the two case studies presented in Fig. 2. Note that the method is particularly suitable for multi-electron systems. Using this method, the state of the system is represented by a vector containing occupation numbers:

$$
\begin{equation*}
|n\rangle=\left|n_{1} n_{2} \ldots, m_{1} m_{2} \ldots\right\rangle, \tag{15}
\end{equation*}
$$

where the occupation number $n_{j}$ represents the occupation of the $j^{\text {th }}$ 'state' associated with line $\alpha$ and the occupation number $m_{j}$ represents the occupation of the $j^{t h}$ state associated with line $\beta$. In the fermionic case, which applies to electrons, there is an additional restriction that two fermions cannot occupy the same state. Hence, each occupation number can be either zero or one: $n_{j}=\{0,1\}$ and $m_{j}=\{0,1\}$. Each occupation number $n_{j}$ is associated with the creation and annihilation operators $\hat{c}_{j}^{\dagger}$ and $\hat{c}_{j}$ so that $\hat{n}_{j}=\hat{c}_{j}^{\dagger} \hat{c}_{j}$ is the occupation number operator for a state labeled with index $j$.
Furthermore, the excitation operator $\hat{c}_{i}^{\dagger} \hat{c}_{j}$ is introduced. This operator removes an electron from the $j^{\text {th }}$ state and places it in the $i^{\text {th }}$ state. Its Hermitian conjugate is the operator $\hat{c}_{j}^{\dagger} \hat{c}_{i}$ that, vice versa, removes an electron from the $i^{\text {th }}$ state and places it in the $j^{\text {th }}$ state. If we want to consider more than one electron, we can use the notations $\hat{c}_{\alpha, j}^{\dagger}, \hat{c}_{\alpha, j}$ and $\hat{c}_{\beta, j}^{\dagger}, \hat{c}_{\beta, j}$ for the creation and annihilation operators acting in lines $\alpha$ and $\beta$, respectively. Hence, in the most general
case, these operators will be denoted as $\hat{c}_{i, j}^{\dagger}$ and $\hat{c}_{i, j}$, where $i=\alpha, \beta$ and $j=\{1, \ldots, N\}$ with $N$ representing the total number of states for an electron in each line. This labeling approach can be easily extended to an arbitrary number of lines (electrons) with an arbitrary number of states.

If we want to present the first case study (one electron oscillating in three dots, Fig. 2(a)) using second quantization, we can use, for convenience, the position representation, agreeing that the states $|0\rangle,|1\rangle$ and $|2\rangle$ will correspond to the occupations of the dots in the pre-defined order. For example, we can agree that $|0\rangle$ corresponds to the occupancy of the middle dot, and $|1\rangle$ and $|2\rangle$ correspond to the occupancy of the left and right edge dots. (While this may seem odd, the order of these labels reflect the energy levels rather than direct labeling of the dots from right to left.) The three-dot system is described by the following Hamiltonian matrix:

$$
\hat{H}=\begin{array}{ccc}
|0\rangle & |1\rangle & |2\rangle  \tag{16}\\
\langle 0| \\
\langle 1| \\
\langle 2|
\end{array}\left[\begin{array}{ccc}
E_{p 0} & t_{h, 01} & t_{h, 02} \\
t_{h, 10} & E_{p 1} & t_{h, 12} \\
t_{h, 02} & t_{h, 21} & E_{p 2}
\end{array}\right],
$$

where the tunneling (or hopping) terms $t_{h, i j}(t)=\tau_{h, i j}(t)-$ $i \alpha_{h, i j}(t)(i, j=0,1,2$ with $i \neq j)$ describe the transition of the electron between the $i^{\text {th }}$ and $j^{\text {th }}$ dots and $E_{p j}(j=0,1,2)$ describe the energy the electron possesses in the $j^{\text {th }}$ dot. The tunneling terms can be complex valued.

The tunneling coefficients are complex valued in the most general case since they are obtained by integrating two generally complex-valued wavefunctions with the Hamiltonian operator. The complex value reflects either the presence of a phase shift between the wavefunctions corresponding to the respective states (which could happen, for example, due to initial conditions) and/or the appearance of an additional phase shift due to specific physical interactions in the system. (A phase shift is usually induced due to the Aharonov-Bohm effect that can be electrical or magnetic.) The presence of the imaginary part of a Hamiltonian matrix due to some phase difference between the eigenfunctions is not necessarily physically meaningful. For example, it can contribute to the phase-factor of the entire matrix, known as the global phase, that is not observable. For simplicity, in the paper we have imposed specific conditions so that the eigenfunction are real valued, and the resulting Hamiltonian is real valued, too.

We note that the states $|j\rangle$ in equation (16), with $j=0,1,2$, need not be necessarily written in the position representation, implying that an electron is physically occupying a given dot. This is a convenient representation, but not the only one possible. One can think of an electron physically occupying a quantum dot (position representation) or occupying an energy level (energy representation). Since the wave function vector and the creation and annihilation operators are rather abstract concepts, switching between the two representations only involves the unitary transform as described by formula (11) and this can be very easily done for single electron examples.


FIGURE 6. (a) Hamiltonian matrix of the three-dot array case study from Fig. 2(a). It is a $3 \times 3$ matrix describing transitions between state $|0\rangle$ (occupancy of the middle dot), state $|1\rangle$ (occupancy of the left dot) and state $|2\rangle$ (occupancy of the right dot). (b) Hamiltonian matrix of the dual three-dot array case study from Fig. 2(b). It is a $9 \times 9$ matrix describing transitions between the state of the upper and lower lines $|n\rangle \otimes|m\rangle$. Here $|n\rangle=|0\rangle,|1\rangle$ or $|2\rangle$ describe the occupation of the middle, left and right dots in the upper line and $|m\rangle$ describes that of the bottom line. The energies in these Hamiltonian matrices are given in meV.

With regard to the second case study (two interacting electrons in Fig. 2(b)), we create the Hamiltonian matrix as follows:

$$
\begin{equation*}
\hat{H}=\hat{H}^{(\alpha)} \otimes \hat{I}+\hat{I} \otimes \hat{H}^{(\beta)}+\hat{H}^{\mathrm{int}} \tag{17}
\end{equation*}
$$

where $\hat{H}^{(\alpha)}$ and $\hat{H}^{(\beta)}$ are the Hamiltonian matrices each describing its respective lines. The component $\hat{H}^{\text {int }}$ represents the Coulomb interaction between the two electrons, and $\hat{I}$ is the identity matrix. The tunneling terms are still denoted as $t_{h, i j}(t)$ where $h=\alpha, \beta$ and $i, j=0,1,2$ with $i \neq j$.

The total Hamiltonian matrix $\hat{H}$ becomes a $9 \times 9$ matrix in this case. The interaction component of matrix $\hat{H}^{\text {int }}$ contains only the main diagonal

$$
\begin{equation*}
\hat{H}^{\text {int }}:=\operatorname{diag}\left(U_{00}, U_{01}, U_{02} U_{10}, U_{11}, U_{12}, U_{20}, U_{21}, U_{22}\right), \tag{18}
\end{equation*}
$$

where $U_{i j}$ is the energy of Coulomb interaction between $i^{\text {th }}$ dot in line $\alpha$ and $j^{\text {th }}$ dot in line $\beta$ and can be calculated using formula (13). Since the interaction case with two or more electrons requires calculating the Coulomb interaction terms, one needs to consider also the distances associated with the electron locations. For this reason, the interaction case is more conveniently represented through the position representation and dot occupation numbers rather than through the energy states.

Taking the following physical parameters from [22], [35]: dot area $80 \mathrm{~nm} \times 80 \mathrm{~nm}$, MOS gate length 20 nm , effective mass $m^{*}=1.08 \times m_{0}$, where $m_{0}=9.1 \times 10^{-31} \mathrm{~kg}$ is the rest mass of the electron, gate voltages set at 160 mV ; and applying expressions (12), (13) and (14) on the wavefunctions obtained in the previous section, we obtain the Hamiltonian matrices for the two case studies as shown in Fig. 6. The presented matrices correspond to well-isolated dots, hence the non-diagonal elements (the tunneling terms) are quite small. By changing the gate voltages (i.e., potential energy barriers) within a range of 100 to 150 mV , one alters the non-diagonal terms that usually have an exponential sensitivity to these voltages. The energies in these Hamiltonian matrices are given in meV . We note that the Hamiltonian terms on the order of $10^{-6}$ and below are at the margin of the numerical accuracy of the method, and can be viewed as negligibly small.

## V. CIRCUIT EQUIVALENT OF THE TIME-INDEPENDENT AND TIME-DEPENDENT SCHRÖDINGER EQUATION

By introducing a proper scale factor $\chi$, and defining $\tilde{H}(t)=$ $\frac{\chi}{\hbar} \hat{H}(t)$ we can write

$$
\left\{\begin{array}{l}
\chi \frac{d C_{R}(t)}{d t}=\tilde{H}_{I}(t) C_{R}(\tau)+\tilde{H}_{R}(t) C_{I}(\tau)  \tag{19}\\
\chi \frac{d C_{I}(t)}{d t}=\tilde{H}_{I}(t) C_{I}(\tau)-\tilde{H}_{R}(t) C_{R}(\tau)
\end{array}\right.
$$



FIGURE 7. Equivalent circuit implementing (8). The real part, $C_{R_{k}}(t)$, and imaginary part, $C_{I_{k}}(t)$, of the $C_{k}(t)$ complex probability amplitudes of the states $|k\rangle$ are interpreted as voltages across a pair of capacitors. The $\mathcal{Y}_{1}$ time-varying conductance matrix implements a multi-gyrator, whereas $\mathcal{Y}_{2}$ represents a non-energetic multi-terminal resistor.
where $\tilde{H}_{R}(t)=\Re\{\tilde{H}(t)\}, \tilde{H}_{I}(t)=\Im\{\tilde{H}(t)\}, C_{R}=\mathfrak{R}\{C\}$, and $C_{I}=\mathfrak{\Im}\{C\}$. If we define

$$
\left[\begin{array}{c}
Y_{R}  \tag{20}\\
Y_{I}
\end{array}\right]=\underbrace{\left[\begin{array}{cc}
-\tilde{H}_{I}(t) & 0 \\
0 & -\tilde{H}_{I}(t)
\end{array}\right]}_{y_{1}(t)}\left[\begin{array}{c}
C_{R} \\
C_{I}
\end{array}\right],
$$

and

$$
\left[\begin{array}{l}
W_{R}  \tag{21}\\
W_{I}
\end{array}\right]=\underbrace{\left[\begin{array}{cc}
0 & -\tilde{H}_{R}(t) \\
\tilde{H}_{R}(t) & 0
\end{array}\right]}_{y_{2}(t)}\left[\begin{array}{c}
C_{R} \\
C_{I}
\end{array}\right],
$$

we can interpret (19) as a set of $2 N$ Kirchhoff current law equations governing the circuit in Fig. 7.
By doing so, $C_{R}$ and $C_{I}$ are viewed as the voltages across two sets of $2 N$ identical capacitors of capacitance $\chi$. Since $\tilde{H}=\tilde{H}^{\dagger}$, we have $\tilde{H}_{R}=\tilde{H}_{R}^{T}$, and $\tilde{H}_{I}$ is skewed-symmetric, i.e., $\tilde{H}_{I_{j j}}=0$ and $\tilde{H}_{I_{j k}}=-\tilde{H}_{I_{k j}}=0$ (for $j \neq k$ ). These properties reflect on $\mathcal{Y}_{1}$ and $\mathcal{Y}_{2}$ making the former a multigyrator [48], and the latter a non-energetic multi-terminal resistor. The energy stored in the capacitors is thus preserved, i.e., $\frac{1}{2} \chi \sum_{k}\left[C_{R_{k}}^{2}(t)+C_{I_{k}}^{2}(t)\right]$ holds a constant value. It is thus



FIGURE 8. Schematic referring to the $\boldsymbol{k}$-th pair of capacitors in Fig. 7 and thus involving the $\boldsymbol{k}$-th row of both $\tilde{H}_{R}$ and $\tilde{H}_{l}$.
possible to derive the probability of a particle to be found in the state $|k\rangle$ through the energy stored in the $k$-th pair of capacitors. In particular, $\left|C_{k}(t)\right|^{2}=C_{R_{k}}^{2}(t)+C_{I_{k}}^{2}(t)$, for $k=0, \ldots, N-1$, corresponds to the probability of a particle to be found in state $|k\rangle$.
The internal structure of the multi-terminal elements in Fig. 7 can be achieved by resorting to time-varying ${ }^{1}$ voltagecontrolled current sources as sketched in Fig. 8. Since typically $\tilde{H}(t)$ is sparse, only a limited amount of controlled sources is needed. Obviously, in case $\tilde{H}(t)$ is real, the multigyrator vanishes and so do the corresponding sources in Fig. 8.
We remark that the synthesis of the multi-terminal components in Fig. 7 is not aimed at deriving a low-level description of these electrical devices. This means that it is not relevant to achieve a typical electrical device that realizes each controlled current source shown in Fig. 8. Actually, we are just interested in a high-level synthesis that allows to easily implement the dynamics inherent to (19) in a circuit simulator.

## VI. NUMERICAL EXAMPLES

The simulations described in this section were performed by resorting to the circuit simulator PAN [49], [50].

The simulation duration for the two examples described in this section, limited by the numerical solution of the state equations, was almost 60 s on a laptop equipped with Intel(R) Core(TM) i7-5600U CPU @ 2.60 GHz and 16.0 GB RAM. On average, the number of states introduced by qubits that we can simulate within a reasonable CPU time with conventional numerical approaches is $10^{5}$. We implement partitioning techniques that split the equivalent model into a non-linear sub-part and in a linear one. In some peculiar cases, the number of states can be increased to $10^{6}$ and above. We remark that the circuit simulator PAN is still not

[^0]

FIGURE 9. The case study of one electron in three dots: probability to occupy the three dots as a function of time (time axis is in [ $\mu \mathrm{s}$ ]).
optimized for these kind of simulations, and consequently, there is room for future development.

## A. A VERY SIMPLE CASE

The first example refers to a 3-dot 1-line system. In this case, the structure of the Hamiltonian matrix is reported in (16) in the position representation, and the numerical values of its entries are shown in Fig. 6(a). As was mentioned earlier, this reference case corresponds to well-isolated dots. The elements of the matrix imply that tunneling (transitions) are possible (although with the small probabilities) between the states $|1\rangle$ and $|2\rangle$ while the rate of tunneling between the states $|0\rangle$ and $|1\rangle$ and $|0\rangle$ and $|2\rangle$ is negligibly small or zero.

Concerning the equivalent circuit used to emulate (19), we choose $\chi=\frac{\hbar}{10^{-3} e} \mathrm{~F}$ (where $e$ is the magnitude of electron charge) to observe the dynamic evolution of the system on a proper time-scale in s, and use the entries of the Hamiltonian matrix without converting them into J . The initial conditions were chosen as $C_{R}(0)=[0,1,0]^{\mathrm{T}}$ and $C_{I}(0)=[0,0,0]^{\mathrm{T}}$. The selection of the initial conditions is not very important, but in our case it means that the electron starts in one of the edge dots labeled in the position basis as $|1\rangle$.

When presenting the results of numerical simulations, we can visualize the probability of states. Figure 9 shows the time evolution of the states (in the position representation). One of the states is zero (up to the accuracy of numerical integration) and the other two states display occupation oscillations which correspond to the tunneling of the electron from one edge dot to another edge dot. At the same time, one can note that $\left|C_{0}\right|^{2}+\left|C_{1}\right|^{2}+\left|C_{2}\right|^{2}=1$ and the normalization condition is preserved.

This case illustrates an interesting example of oscillations that occur between the two edge dots, skipping completely the middle dot. While it may seem unusual, such oscillations can be easily understood from the energy spectrum shown in

Fig. 5. Due to a specific symmetry of the system, the states that correspond to the location of an electron in the edge left or right dot form a split energy level. Because there is no overlap in the wavefunctions $|0\rangle$ and $|1\rangle$ and the wavefunctions $|0\rangle$ and $|2\rangle$, and the system is considered to be isolated (no mechanism to pump or remove energy), the equilibrium oscillations occur only between the two levels with the same energy, which happen to correspond to the edge dots. This effect can also be confirmed with a topological theory.

## B. A MORE COMPLEX CASE STUDY

This second example refers to a 3 -dot $\times 2$-line system and we use the position representation. In this case, the structure of the overall Hamiltonian matrix is captured by (17) and reported in Fig. 6(b) (the units of the matrix entries are meV ). The results are presented in Fig. 10.

Concerning the equivalent circuit used to emulate (19), we choose once more $\chi=\frac{\hbar}{10^{-3} e} \mathrm{~F}$. The initial conditions were fixed at $C_{R}(0)=[0,0,0,0,1,0,0,0,0]^{\mathrm{T}}$ and $C_{I}(0)=[0,0,0,0,0,0,0,0,0]^{\mathrm{T}}$ for the simulations shown in Figs. 10(a)-(b), and $C_{R}(0)=[0,0,0,0,0,1,0,0,0]^{\mathrm{T}}$ and $C_{I}(0)=[0,0,0,0,0,0,0,0,0]^{\mathrm{T}}$ for the simulations shown in Fig. 10(c). The agreement on the initial conditions can be understood from Fig. 6(b) where the state $|11\rangle$, which corresponds to the initial occupation on the edge left dot in line $\alpha$ and also the edge left dot in line $\beta$, is described by the fifth component of the state vector. All other states do not contribute to the initial conditions.

When presenting the results, we must understand now that each probability amplitude derived from the entries of the equivalent circuit state vector corresponds to a state of the combined system. For example, the first entry in the state vector $\left|C_{0}(t)\right|^{2}=C_{R_{0}}^{2}(t)+C_{I_{0}}^{2}(t)$ corresponds to the probability of the electron in line $\alpha$ to occupy dot 0 while, at the same time, the electron in line $\beta$ also occupies its respective dot 0 . As follows from the tensor product, there are nine combined states possible.

The six states of interest in our case are the probability $p_{0}^{\alpha}$ to locate the electron in dot zero of line $\alpha$ regardless of the state of the electron in line $\beta$; the probability $p_{1}^{\alpha}$ to locate the electron in dot 1 of line $\alpha$ regardless of the state of the electron in line $\beta$; the probability $p_{2}^{\alpha}$ to locate the electron in dot 2 of line $\alpha$ regardless of the state of the electron in line $\beta$; and the three counterpart probabilities $p_{0,1,2}^{\beta}$ for the electron in line $\beta$. These are expressed as follows:

$$
\begin{align*}
p_{0}^{\alpha} & =\left|C_{0}(t)\right|^{2}+\left|C_{1}(t)\right|^{2}+\left|C_{2}(t)\right|^{2} \\
p_{1}^{\alpha} & =\left|C_{3}(t)\right|^{2}+\left|C_{4}(t)\right|^{2}+\left|C_{5}(t)\right|^{2} \\
p_{2}^{\alpha} & =\left|C_{6}(t)\right|^{2}+\left|C_{7}(t)\right|^{2}+\left|C_{8}(t)\right|^{2} \\
p_{0}^{\beta} & =\left|C_{0}(t)\right|^{2}+\left|C_{3}(t)\right|^{2}+\left|C_{6}(t)\right|^{2} \\
p_{1}^{\beta} & =\left|C_{1}(t)\right|^{2}+\left|C_{4}(t)\right|^{2}+\left|C_{7}(t)\right|^{2} \\
p_{2}^{\beta} & =\left|C_{2}(t)\right|^{2}+\left|C_{5}(t)\right|^{2}+\left|C_{8}(t)\right|^{2} \tag{22}
\end{align*}
$$

The case study of two interacting particles in accordance with the interaction and tunneling terms in the Hamiltonian


FIGURE 10. Case study of two interacting particles in two lines $\alpha$ and $\beta$ showing the dot occupation probability with time. The effect of the interaction and tunneling terms in the Hamiltonian matrix and the initial conditions is presented in this figure. The initial conditions are schematically shown on top by highlighting the initially occupied dot by blue. (a) The case of the reference Hamiltonian from Fig. $\mathbf{6 ( b )}$ shows no change in the dot occupation probability with time since the interaction between the particles is too strong. (b) The case when the diagonal elements of the Hamiltonian matrix are reduced by $\mathbf{3 0 \%}$ and the tunneling terms are increased 10 times shows synchronous oscillations of charges. (c) The case when the diagonal elements of the Hamiltonian matrix are reduced by $\mathbf{3 0 \%}$ and the tunneling terms are increased 10 times shows oscillations of charges in the opposite dots.
matrix and the initial conditions is presented in Fig. 10 in the form of the dot occupation probabilities as a function of time. The initial conditions are schematically shown at the top of the figure by highlighting the initially occupied dot with the blue color. Figure 10(a) shows the case of the reference Hamiltonian matrix from Fig. 6(b) that, as mentioned earlier, corresponds to well-isolated dots and strong electrostatic interaction (since the straightforward formula of the Coulomb Law (14) with no screening effect was used to calculate the matrix). The initial conditions correspond to the left edge dot in line $\alpha$ and left edge dot in line $\beta$ being occupied at the initial instance of time. There is no change of the dot occupation probabilities over time in this case since electrons are strongly repelled (with no possibility to increase their separation) and there is not enough tunneling energy to allow them to tunnel through.

In order to observe some dynamics, we have increased the tunneling terms tenfold (they are controlled by the imposer voltages and feature an exponential sensitivity) and decreased the interaction terms by $30 \%$. Having the same initial conditions as in the simulation from subfigure (a), one observes synchronous oscillations of dot occupation probabilities in subfigure (b), implying that electrons are coupled and move synchronously between the edge dots. Similar effects of synchronized motion in QD arrays have been reported in [51]. Finally, the case shown in subfigure (c) illustrates a different
type of initial conditions when electrons start in the opposite dots in lines $\alpha$ and $\beta$ and oscillate in 'anti-phase' due to the electrostatic repelling force between them.

## VII. DISCUSSION ON INCORPORATING DEPHASING PHENOMENA AND TEMPERATURE DEPENDENCE

So far we have considered an isolated quantum system, without any external fluctuations that may appear due to interactions with the system's environment. Such effects arise mainly from the coupling between the quantum system under consideration and the environment, a phenomenon which is usually denoted as quantum decoherence. In particular, charge noise is the main effect of dephasing (decoherence) in quantum systems that are based on the manipulation of single electrons. This will lead eventually to the loss of fidelity. In this section, we would like to examine how temperature effects and decoherence can be taken into account.

The discussed model can be easily extended to include dephasing phenomena by the use of the theory of open quantum systems [52]-[54]. However, the description of the system will have to be done through a density matrix rather than a state vector. In the ideal case, we have assumed that our system is described by an ensemble of pure states, i.e., the system can be described by a ket $|\psi\rangle$. However, in the most general case, one deals with mixed states. For example,
when one wishes to include an ensemble at thermal equilibrium or to formulate independently the prepared states, then a statistical treatment is a necessity in order to describe quantum observables. In such a case, it is useful to introduce the density matrix.

To take into account the temperature effects, a mixed state density matrix is used, which is defined as follows:

$$
\begin{equation*}
\rho=\sum_{k} p_{k}\left|\psi_{k}\right\rangle\left\langle\psi_{k}\right| . \tag{23}
\end{equation*}
$$

Here, $p_{k}$ gives the classic probabilities to occupy given states $|\psi\rangle_{k}$. These probabilities appear in the matrix following the principles of Statistical Mechanics. If we assume that the system has a contact with a thermal bath, each quantum state can be occupied only with some probability. These probabilities are related to the absolute temperature $T$ (in kelvin units) and the energies $E_{k}$ of the states as $p_{k} \propto$ $\exp \left(-\beta E_{k}\right)$ where $\beta=1 /\left(k_{B} T\right), k_{B}$ is Boltzmann's constant. The above matrix is known as the thermal density matrix.

The density matrix is also subject to a differential equation. While the state vector is governed by the Schrödinger equation (6), the density matrix is governed by the Liouville-von Neumann equation that is derived from the Schrödinger equation:

$$
\begin{equation*}
\dot{\rho}=-\frac{i}{\hbar}[H, \rho] . \tag{24}
\end{equation*}
$$

Here, the pair of brackets denotes a commutator of two operators (in our case $[H, \rho]=H \rho-\rho H \neq 0$ ). For example, in the three-dot study case, the wavefunction is represented as $|\phi\rangle=\left(c_{0}, c_{1}, c_{2}\right)$ with $c_{k}(k=0,1,2)$ being the probability amplitudes of the basis states $|0\rangle,|1\rangle$ and $|2\rangle$. The pure state (no temperature effects) density matrix in this case becomes:

$$
\rho=|\psi\rangle\langle\psi|=\left(\begin{array}{lll}
\left|c_{0}\right|^{2} & c_{0} c_{1}^{*} & c_{0} c_{2}^{*}  \tag{25}\\
c_{0}^{*} c_{1} & \left|c_{1}\right|^{2} & c_{1} c_{2}^{*} \\
c_{0}^{*} c_{2} & c_{1}^{*} c_{2} & \left|c_{2}\right|^{2}
\end{array}\right),
$$

which is a Hermitian matrix. One can see, similarly to the state vector, that the density matrix also contains the information about the probability amplitudes $c_{k}$, but in a different form. Furthermore, the Lindblad equation of the density matrix can be used if one wants to model the decoherence effects. With regard to the methodology of equivalent circuits presented in this paper, the decomposition described in Section V should be applied to eq. (24) rather than to eq. (6) if the temperature effects and decoherence are to be taken into account.

## VIII. DISCUSSION ON CO-SIMULATION OF QUANTUM DOT ARRAY REGISTER AND CONTROL ELECTRONICS

The model described by eq. (19) can be implemented in a testbench that integrates the quantum dot array shown in Fig. 2 with control and detection electronics [22], [35]. The preferred language for this modeling is Verilog-AMS, which can be compiled and executed by a time-domain simulator such as Cadence Spectre. With this approach, the


FIGURE 11. Time-domain signal waveforms from and into the quantum dot array [55]. This snapshot shows the first five trials of the quantum experiment with $\mathrm{d} T$ of 2 ns . The probabilities of states are shown in the last row in the chart.
analog interface circuits can be coupled to the quantum dot array seamlessly while the Verilog-AMS platform offers a diverse range of mathematical functions to model the states of interest in the quantum register. The testbench environment can be enhanced to model the impairments in the quantum register and electronic circuitry. The model inputs are the simulation timestamps and the real-time imposer voltages. The process starts as the imposer voltage is elevated by the control circuitry. At each subsequent timestamp, the probability of the states of interest are calculated. Those states are associated with nodes coupled to the detector circuitry. The process stops with the lowering of imposer voltage and the computed probabilities are frozen; and from those probabilities a bi-modal distribution is generated. One sample from that distribution is selected and scaled to an analog voltage to be used as register output. This output is processed by the detector chain and can be sampled by the testbench over many iterations for statistical analysis.

An example of a time-domain Spectre co-simulation of the quantum dot array with its control electronics is shown in Fig. 11 [55]. The quantum structure used in this simulation is a simple two-dot system separated by a single imposer. Each quantum dot is connected to a "quantum point contact" (QPC) and their respective voltages are $V_{\text {Welle }}$ and $V_{\text {WellR }}$. The QPCs are directly coupled to the detector circuits. The model is written in Verilog-A and the inputs to it are the RST, START, and READ signals that are asserted by an on-chip controller. The RST signal initializes the QPCs to a predefined DC voltage. The START signal controls the imposer gate with a pulse width $\mathrm{d} T$. The READ signal commands the detector to take a snapshot of the QPC voltage. The model continuously computes the probabilities of the states of the two quantum dots from the rising edge of START, as shown in the bottom trace of Fig. 11. The process stops at the falling edge of START and. At that point, $V_{\text {WellL }}$ and $V_{\text {WellR }}$ voltages are generated by randomly selecting a sample from the bi-modal distribution as mentioned earlier. Those voltages are sampled by the detector at the rising edge of READ signal and are stored in the database. The sequence of RST, START, and READ signals are repeated every 10 ns
over a period of 10 us and all the recorded samples analyzed during post processing. All critical parameters, such as DC biases, detector high and low voltages, and $\mathrm{d} T$, can be swept to perform a regression analysis.

## IX. DISCUSSION AND CONCLUSION

This paper presented a methodology to describe quantum mechanical states of charge qubits (electrons placed in coupled quantum dots) using equivalent electrical circuits. The choice of the studied system was motivated by recent advances in semiconductor (particularly CMOS) qubit technologies. We have provided a detailed description of the system and the general mathematical formalism of quantum wave mechanics. We showed how to relate the equations to simulations of wave functions and we explained the relationship between the parameters appearing in the resulting model and the parameters of the physical system under study. An efficient methodology to obtain 2D wave functions was outlined. Using this methodology, simulations corresponding to the quantum dot arrays fabricated in a CMOS technology and recently published in the literature are presented. The generalization of quantum mechanical equations, their conversion to equivalent circuits, and two numerical examples are discussed. The two examples are illustrative but simple enough, with the second example illustrating two interacting electrons.

Some specific highlights of this study include:

- Solving a problem in the context of time-independent wave mechanics requires one to obtain time independent functions $\phi_{n}$ that provide the information about the probability density of particle(s) in a given potential energy, calculating the matrix elements $H_{m n}$ (7) and solving the set of ordinary differential equations (6).
- For this reason, once the functions $\phi_{n}$ are obtained, formulating the ODEs is straightforward. In general, a set of ODEs can be conveniently presented as an electrical network or solved using a package suitable for circuit modeling.
- The reason we believe the electrical network representation may be convenient is that there are a number of packages optimized to work with circuit design and simulations, as well as a number of analysis tools (e.g., working with noise) designed specifically for circuits.
- In addition to the point above, the probability amplitudes in this representation can be related to the variables of an equivalent electrical circuit. This interpretation of probabilities may be used for the analysis and modeling of interface circuitry. Since this particular study is aimed at CMOS qubits, we briefly discussed how to incorporate charge readout. Other types of readout (e.g., dispersive) may also be incorporated into this methodology.
- Temperature and decoherence effects can be incorporated if the description in terms of the density matrix, rather than the state vector, is used. In this case, an electrical network representation should be attempted on the

Liouville-von Neumann equation (that is derived from the Schrödinger equation).

- In order to estimate the parameters of the equivalent circuit, time-independent wave functions are most important. While solving the full time-dependent Schrödinger equation is challenging, solving a time-independent equation on single-electron wave functions can be made effective. In this study, we tried a technique developed for sparse matrices, and it returned a very good result.
- Once the ODEs representing the dynamics of the wave function are formulated and presented in the form of an equivalent electrical network, there is no reason the result obtained from simulating the electrical network should be different than that obtained from the wave equation.
- Two case studies were presented and discussed. The simpler case study included one line of three dots that can accommodate one electron. This case study was used to test the methodology. However, even in this simple case, oscillations between the edge dots are possible due to the specific symmetry of the system.
- The second case study included two lines, each containing three dots and each accommodating one electron (two electrons in total). Hence, this example included interaction between the electrons. Depending on initial conditions, either synchronous motion of the charges or 'anti-phase' oscillations can be seen. Similar effects were reported earlier, hence indirectly confirming the validity of the results.
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[^0]:    1. Depending on the adopted circuit simulator, these time-varying components can be implemented by resorting to different strategies. In our simulator PAN [49], [50], for instance, one can choose either the Spice like formalism or the Verilog-A one.
