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Abstract7

Computational fluid dynamics of the air flow in the human nasal cavities, starting from

patient-specific Computer Tomography (CT) scans, is an important tool for diagnostics

and surgery planning. However, a complete and systematic assessment of the influ-

ence of the main modeling assumptions is still lacking. In designing such simulations,

choosing the discretization scheme, which is the main subject of the present work, is

an often overlooked decision of primary importance. We use a comparison framework

to quantify the effects of the major design choices. The reconstructed airways of a

healthy, representative adult patient are used to set up a computational study where

such effects are systematically measured. It is found that the choice of the numerical

scheme is the most important aspect, although all varied parameters impact the solution

noticeably. For a physiologically meaningful flow rate, changes of the global pressure

drop up to more than 50% are observed; locally, velocity differences can become ex-

tremely significant. Our results call for an improved standard in the description of this

type of numerical studies, where way too often the order of accuracy of the numerical

scheme is not mentioned.

Keywords: Nasal cavities, Computational Fluid Dynamics, RANS, LES, numerical8

schemes.9

1. Introduction10

Nasal breathing difficulties are a widespread pathological condition, accompanied11

by significant economical and social costs (Smith et al., 2015; Rudmik et al., 2015).12

A precise diagnosis is often difficult to achieve, corrective surgeries are sometimes13

required, yet after certain nose surgeries the majority of patients remains unsatisfied14

(Sundh and Sunnergren, 2015).15

Starting about two decades ago, numerical studies of nasal airflow based on Com-16

putational Fluid Dynamics (CFD) began to increase in number and quality. Nowadays,17

Ear, Nose and Throat (ENT) doctors envisage the use of a detailed CFD solution to di-18

agnose pathologies and to plan surgeries (Radulesco et al., 2020; Singh and Inthavong,19

2021). A recent, broad and insightful account of potential and open problems is given20

by Inthavong et al. (2019).21



There is thus a growing need for a thorough validation and standardization of CFD22

methods and procedures. Several aspects, like the spatial resolution of the computa-23

tional mesh (Frank-Ito et al., 2015), or the radio-density threshold employed for CT24

segmentation (Zwicker et al., 2018) have been specifically discussed, but a systematic25

assessment of the sensitivity of the CFD outcome to the various sources of uncertainty26

involved in the procedure is still required, noticeably so in respect to the discretization27

errors incurred by the numerical method. The present work describes and compares28

within a unified framework two major contributors to the global error in a well con-29

ducted CFD simulation: how the flow physics is modeled, and which schemes are used30

in the numerical solution. The former contribution has been discussed several times,31

while the latter has never been addressed.32

CFD simulations of the nasal airflow nowadays leverage the entire spectrum of flow33

modeling choices, ranging from Direct Numerical Simulations (DNS) to Large-Eddy34

Simulations (LES) and Reynolds-averaged Navier–Stokes equations (RANS). More-35

over, ”laminar” simulations are also employed, where the same steady solver used for36

RANS is ran without a turbulence model, under the assumption of steady flow. RANS37

assumes the flow to be turbulent, employs a (dissipative) turbulence model to describe38

the effect of the turbulent fluctuating field on the time-averaged motion, and only com-39

putes a time-averaged solution via a steady solver; it represents the computationally40

cheapest approach, with the largest amount of modeling error. DNS is at the other41

end of the spectrum: it solves the unsteady equations of motion without a turbulence42

model, because the solution takes place on a spatial mesh fine enough to resolve all43

the significant flow scales; the obvious downside is the computational cost. LES is44

midway between the two extrema, but akin to DNS: the solution is time-dependent and45

relatively expensive from a computational standpoint, while the role of the turbulence46

model, which is still required, is relatively minor and can be controlled via the size of47

the mesh. A further option, still used scarcely in this field, is the combined use (see e.g.48

Van Strien et al., 2021) of RANS and LES with the so called hybrid methods, which49

are able to bring forth the unsteady character of the flow in the nasopharynx even at50

low flow rates.51

The importance of flow modelling is well known. For example, Zhao and cowork-52

ers (Li et al., 2017) thoroughly compared results from several RANS models, one LES53

model and a reference DNS, for an artificial anatomy deprived of sinuses for which54

prior experimental information was available. Within a commercial solver, they used55

second-order numerical schemes for RANS and bounded second-order schemes for56

LES. The laminar flow model was found to perform well, at low breathing intensity,57

to predict the pressure drop, but was observed to not excel at predicting local velocity58

profiles compared to other approaches. In fact, even for steady boundary conditions,59

the complex anatomy of the nasal cavity may lead to a three-dimensional and unsteady60

flow in the nasal fossae of a healthy subject (Churchill et al., 2004) which is mostly61

laminar at low flow rates (Chung et al., 2006), but becomes transitional and/or turbu-62

lent at higher respiratory rates, especially in the rhinopharynx. Unsteadiness becomes63

locally very important, even at slow flow, in presence of anatomic anomalies (Saibene64

et al., 2020), suggesting LES as the preferred approach, especially when particle track-65

ing is involved (Farnoud et al., 2020). While many valuable contributions (Liu et al.,66

2007; Calmet et al., 2020) employ a time-dependent solution, owing to the lower com-67
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putational cost several works being published nowadays still remain of the laminar or68

RANS type.69

Less attention has been devoted to another important design choice, whose effects70

are often underestimated, to the point that most papers do not even mention it: one71

needs to decide how to discretize the differential operators in the equations of fluid mo-72

tion. In a finite-volumes CFD software (the most widespread approach), it is customary73

to have at least two choices available, depending on whether differential operators are74

discretized at first- or second-order accuracy; some codes allow to pick a different75

scheme for each term in the differential equations. The formal order of accuracy is76

the integer power of of the cell size that brings the discretization error towards zero77

(Ferziger and Peric, 2002).78

The present work introduces a comparison framework where the effects of the dis-79

cretization scheme are quantified and compared to those related to the choice of the80

flow model (laminar, RANS or LES/DNS). Additionally, the same framework is used81

to quantify the effects of a computational domain truncated at the nasopharynx. Study-82

ing domain truncation is not new: e.g. Choi et al. (2009) did a similar study for the83

flow in the lungs, but only considered lower truncations below the larynx with breath-84

ing through the mouth. In the present context, and in view of the increasing availability85

of cone-beam CT scanners, which impart smaller radiation dosages with better spatial86

resolution at the cost of a smaller field of view (Tretiakow et al., 2020), it is interesting87

to observe the effects of domain truncation just after the nasal fossae.88

2. Methods89

This paper discusses results from 24 simulations, consisting in 12 inspiration and90

expiration pairs where every combination of i) first- and second-order numerical schemes,91

and ii) laminar, RANS and LES modeling is considered. The entire study is carried out92

twice, on standard (CT) and truncated (TrCT) volumes. A larger LES case with second-93

order accuracy achieving quasi-DNS spatial resolution provides reference (inspiration94

only). A detailed comparison between CT and TrCT is described in the Supplementary95

Material, where additional details of the entire procedure are also mentioned. The var-96

ious cases are indicated in this paper as for example CT-RANS-II-i, meaning CT-type97

scan, RANS modeling, second-order schemes, and inspiration. HRLES-II-i indicates98

the High-Resolution LES case. Normal breathing at rest is simulated by enforcing a99

steady volumetric flow rate of 280 ml/s for all cases (see e.g. Wang et al., 2012). The100

baseline head CT scan is that of a male patient with healthy sinonasal anatomy. Figure101

1 (top) presents the anatomy, reconstructed via standard CT segmentation procedures102

(Quadrio et al., 2016), and also indicates where the original CT model is truncated103

above the epiglottis to obtain the TrCT version; the reference system used in the fol-104

lowing is shown.105

[Figure 1 about here.]106

All simulations are incompressible and carried out within the OpenFOAM (Weller107

et al., 1998) finite-volumes software package, also used to create the volume mesh.108
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The surface of the nasal cavities is considered as a solid wall, where no-slip and no-109

penetration boundary conditions are applied; pressure is set to zero at the outlet. The110

external ambient is represented via a sphere placed in front of the nose. RANS and111

LES require different meshes, and we have chosen their sizes to be typical of either ap-112

proach, as determined from a broad literature scan: the RANS mesh has 3.2× 106 cells113

(which drop to 2.8 × 106 for TrCT where the total volume is smaller) whereas the LES114

mesh has about 1.5×107 millions of cells (1.4×107 for TrCT and more than 50 millions115

cells for the reference HRLES). A mesh refinement analysis carried out for the RANS116

mesh at both discretization accuracies is described in the Supplementary Material, and117

confirms the adequacy of the employed mesh at properly describing the geometry and118

producing mesh-independent results. The flow is always solved down to the wall, and119

the use of wall functions is avoided. Figure 1 shows a comparison between the RANS120

and LES meshes. It can be appreciated that the use of prism layers is avoided, and that121

the regular background mesh becomes finer near the solid boundaries to provide the122

extra resolution required by the larger velocity gradients.123

The RANS turbulence model is the k − ω − S S T model, which is quite popular in124

such low-Reynolds and transitional flow, and was shown by Li et al. (2017) to provide125

satisfactory results. The LES turbulence model is WALE (Wall-Adapting Local Eddy126

viscosity), which suits complex geometries well (Nicoud and Ducros, 1999); the high127

spatial resolution makes the details of the LES model relatively unimportant.128

3. Results129

[Figure 2 about here.]130

The 24 cases are first compared in figure 2 in terms of a global quantity, i.e. the131

(absolute value of the) mean pressure drop ΔP between the outer ambient and the132

lower end of the TrCT scan, marked by the red line in figure 1. The percentage flow133

distribution in the left/right passageway is also displayed. Switching from first- to134

second-order schemes consistently reduces the pressure drop by about 4 Pa. RANS-135

I and LAM-I always predicts the highest pressure drop, followed by LES-I, RANS-136

II and LAM-II. LES-II, arguably the most reliable approach, provides the smallest137

pressure drop which is in agreement with HRLES-II. The left/right share of the flow138

is nearly unchanged, with about 58% passing through the left and 42% through the139

right, an asymmetry that Borojeni et al. (2020) show to be well within normal values,140

in light of anatomical asymmetries and the effects of the nasal cycle. Switching from141

LAM/RANS to LES for the same numerical scheme brings the pressure drop down by142

about 1.5–2.5 Pa.143

[Figure 3 about here.]144

Before examining how these global changes reflect locally in the mean velocity145

and pressure fields, the general features of the solution (which is qualitatively similar146

across all cases) are briefly described. The mean fields computed in the CT-LES-II147

case are taken as example and shown in figure 3. During the inspiration phase, the148

outer air is accelerated at the nostrils and then around the turbinates through the meati,149
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with the velocity magnitude reaching up to 2–3 m/s. In the nasopharynx, the flow150

rotates downwards, but also produces a recirculation (visualized by the positive Uy151

component) at the posterior wall of the nasopharynx. The largest velocity values in the152

flow field reach up to 4–5 m/s: this happens in particular for the Uz component near153

the laryngeal stricture. Pressure, which is relative to the level P = 0 set at the outlet,154

undergoes the largest drop under the epiglottis, in the lower region of the oropharynx.155

During expiration, air flows through a contraction at the laryngopharynx and pro-156

duces a strong vertical jet, which impacts on the rear portion of the nasopharynx, then157

turns horizontally to enter the fossae and eventually reaches the outer ambient. The158

largest component is again Uz, as shown in Figure 3 (right), with a maximum of about159

5 m/s. Pressure distribution qualitatively resembles the inspiration plot (except the160

direction of gradients), with the strongest drops at the larynx and in the meati.161

Having illustrated the general features of the mean flow field, we can proceed now162

to illustrate the changes induced by the parameters of interest.163

3.1. First- vs second-order schemes164

[Figure 4 about here.]165

Figure 4 plots the two largest Cartesian components of the difference velocity field166

UII − UI , with UI and UII being the time-averaged velocity fields computed with first-167

and second-order schemes, respectively.168

In the RANS inspiration, differences up to 2.1 m/s are found. In the coronal view,169

peak differences reside in the areas with the largest rate of flow, with maxima of 1.1170

m/s in the left inferior meatus and the right part of the middle meatus. The sagittal171

view shows significant velocity differences over the whole domain, except the exter-172

nal spherical volume and the sinuses. For the corresponding expiration, the coronal173

view shows similar differences still located in the middle meatus; the sagittal view,174

instead, shows a remarkable difference of 4.3 m/s in the Uz component, located in175

the nasopharynx. A rather similar picture is shown by the LES results, with compara-176

ble or even larger changes. To appreciate these differences, we observe that the bulk177

(area-averaged) velocity computed at the nostrils is 0.96 m/s.178

[Figure 5 about here.]179

Figure 5 focuses on the largest changes, occurring in the laryngeal jet, and com-180

pares its spatial structure in expiration for numerical schemes of different accuracy.181

(Only LES is shown, RANS is similar.) The laryngeal jet is substantially different: the182

lower-accuracy case shows a rather short jet that ends within the nasopharynx, whereas183

the higher-accuracy case presents a longer, more coherent jet that crosses the entire184

pharynx and impacts on the posterior wall.185

3.2. RANS vs LES186

[Figure 6 about here.]187

RANS and LES results are compared via the difference of their mean velocity188

fields, i.e. ULES − URANS . Since these differences are found to be rather independent189
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from the numerical scheme, only cases computed at second-order accuracy are shown190

in figure 6. The horizontal component ΔUy reaches up to 2.2 m/s in the area of the191

nasopharynx. In inspiration, differences are related to the shear layers detaching from192

the vestibular region; in expiration, differences extend to the meati. Especially during193

expiration, significant differences are observed in the vestibular area of the nose, of the194

order of 2 m/s for both velocity components.195

[Figure 7 about here.]196

Significant differences are also expected in the correct representation of turbulence,197

and in particular the field of turbulent kinetic energy k, which is entirely modelled by198

RANS and computed by LES. Figure 7 confirms that k largely differs between RANS199

and LES.200

4. Discussion201

The present results describe how the discretization scheme affects the CFD-computed202

airflow in the human nose, both globally and locally, and compares this effect to the203

modeling approach and to the type of CT scan.204

The global effect has been quantified by measuring the pressure drop for a given205

flow rate. Figure 2 shows that the formal order of accuracy of the discretization scheme206

plays a crucial role, independently from the flow model. On a given mesh, low-order207

numerical schemes are found to predict larger pressure drops, consistently with their208

more dissipative nature. Similarly, for a given numerical scheme, RANS predicts a209

larger pressure drop than LES, again because of the dissipative nature of the RANS tur-210

bulence models based on the concept of turbulent viscosity (Pope, 2000). The changes211

are substantial: at this flow rate, the pressure drops computed by a first-order RANS and212

by a second-order LES differ up to 6 Pa, which in the TrCT case is a difference of more213

than 60%. Higher-order schemes imply a larger computational cost, but marginally so:214

we have measured a modest 15% increase in CPU time for all the considered flow215

models. The large effect of the numerical scheme of choice is an important element to216

consider in the ongoing discussion, see e.g. Cherobin et al. (2020) and Berger et al.217

(2021), whether nasal resistance computed via CFD agrees with nasal resistance clin-218

ically measured with a rhinomanometer, and clearly advocates the specification of the219

employed numerical schemes in papers dealing with airflow in the human nose: over-220

estimating the pressure drop by lower-accuracy methods would further increase the221

gap between the two measuring techniques, while the scatter among CFD datapoints222

would be most probably reduced by accounting for the study-specific discretization.223

Unfortunately, however, in the current literature this essential information is often not224

reported.225

Global differences arise as the integrated effect of a number of localized changes226

in the pressure and velocity fields. First-order numerical schemes misrepresent impor-227

tant parts of the flow physics, by for example failing to correctly capture the free shear228

layers in the nasopharynx during inspiration, or the massive laryngeal jet that develops229

during expiration. Use of CFD for detailed surgery planning would certainly bene-230

fit from a reliable representation of the whole flow physics, and thus mandates close231

attention to the numerical schemes employed in the CFD solution.232
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Flow modelling has been discussed multiple times in the past, and it comes at no233

surprise that laminar/RANS and LES outcomes are quite different, in terms of both234

pressure and velocity fields. Pressure differences indicate that RANS overestimate235

pressure drop by 2–4 Pa, independently from the numerical schemes; velocity dif-236

ferences are more delicate to interpret. The most affected flow region seems to be237

where free shear layers develop (the nasopharynx, and the vestibular area during expi-238

ration). Laminar/RANS modelling, although perhaps acceptable for normal sino-nasal239

anatomies like the present one, might become questionable when anatomic anomalies240

disturb the flow field, inducing a more complex flow even in the relatively quiescent241

yet surgically delicate region of the nasal meati. Obviously, this has to be considered242

jointly with the different computational cost: speaking of CPU time alone, the typical243

mesh sizes used here lead to LES being approximately 60 times more expensive than244

RANS. Significant differences have been also found in the correct representation of245

turbulence, e.g. the turbulent kinetic energy field shown in figure 7, thus reinforcing246

the case for the inadequacy of RANS modelling whenever anatomic anomalies induce247

significant localized flow unsteadiness.248

This study has also considered the effect of a computational domain truncated well249

above the larynx, as it would happen when cone-beam CT scans are used. Changing250

the position of the lower boundary has little influence when inspiration is computed,251

but expiration is much more affected: the lack of the laryngeal restriction makes the252

laryngeal jet impossible to predict correctly. Given the undeniable convenience of253

cone-beam scans, and the importance of imparting lower radiation doses to the patient,254

we envisage the need for a suitable inlet boundary condition for expiration to implicitly255

compensate for the missing part of the domain.256

Discussing differences between velocity fields would be incomplete without recall-257

ing that alternate ways exist to compare two vector fields. For example, one should be258

aware that looking at the Cartesian components of the velocity difference vector might259

misrepresent changes that would appear under different light if e.g. the modulus of the260

difference is considered. Also, differences should be evaluated by bearing in mind the261

intensity of the local mean value.262

[Figure 8 about here.]263

Finally, so far we have discussed ”differences” with the implicit assumption that264

LES-II naturally represents the most accurate approach in terms of both turbulence265

modelling versus RANS-II and numerics versus LES-I. However, LES-II results them-266

selves are affected by modelling and discretization error: they would become error-free267

only on a very fine mesh. It is thus instructive to compare LES-II with the result of268

HRLES-II, where the larger mesh with 50 millions cells (more than 3 times the cells of269

LES-II) makes it approach the DNS limit. The global result of HRLES-II was already270

plotted as inspiration reference in figure 2; now figure 8 clearly shows how LES-II is271

nearer than RANS-II to the reference, with residual errors that decrease both in spatial272

extension and absolute value as the spatial resolution increases and the LES modelling273

improves accordingly.274
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5. Conclusion275

The impact of key methodological choices in the numerical simulation of the air-276

flow in the human nasal cavities has been quantitatively assessed, by comparing the277

importance of the numerical scheme accuracy to that of the flow modelling. Within278

a well-defined comparison framework, the output of 24 simulations has been evalu-279

ated at both the global and local level in terms of pressure losses, mean velocity and280

pressure fields. The choice of a laminar/RANS/LES modelling approach is very im-281

portant, especially in such flows that are often laminar, albeit vortical, chaotic and282

three-dimensional. However, we have ascertained that the numerical scheme is even283

more important, leading to differences to more than 50% in global indicators (e.g.284

nasal resistance), and to local differences that can be extremely significant. Finally,285

we have also indirectly assessed that cone-beam CT scans can be used proficiently, at286

long as inspiration is considered; in expiration, however, the proximity of the inflow287

to the nasopharynx is responsible for a significant misrepresentation of the laryngeal288

jet that propagates up to the nostrils. Overall, the study confirms that high-fidelity289

and time-resolved LES/DNS computations (Calmet et al., 2020) are probably neces-290

sary for a reliable simulation of the full breathing cycle at intermediate intensity, and291

advocates once again for high-quality numerical and experimental benchmarks, placed292

on the public domain and fully reproducible, to arrive at a rigorous assessment of the293

adequacy of the modelling choices in the CFD of the nasal airflow.294
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Figure 1: Top: three-dimensional view of the CT reconstructed anatomy, the red line is where the volume is

cut to mimic the TrCT anatomy. Bottom: coronal section of the volume mesh employed for LES (left) and

RANS (right) simulations. Although no prism layers are employed, both meshes feature a refinement near

the solid boundary.
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Figure 2: Mean pressure difference ΔP between inlet and outlet, for all the computed cases. The percentage

share of the flow rate in the left (L) and right (R) fossa is also shown within each bar. For CT cases, the

measurement is taken at the red line shown in figure 1. The vertical line is the reference pressure difference

measured by HRLES-II-i.
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Figure 3: Mean velocity and pressure fields in sagittal view. Left: CT-LES-II-i; right: CT-LES-II-e.
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Figure 4: Differential velocity field UII − UI : RANS (left) and LES (right) for the CT anatomy.
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Figure 5: Sagittal view of CT-LES-e: Uz computed with first-order (left) and second-order (right) schemes.
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Figure 6: Differential velocity field ULES − URANS , for CT-II cases. The left and right columns describe

the Uy and Uz velocity components respectively, while the top and bottom rows concern inspiration and

expiration. For each panel, the largest figure plots the difference field, while the smallest panels plot the LES

(left) and RANS (right) fields from which the difference field is generated.
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Figure 7: Field of turbulent kinetic energy k as computed from CT-RANS-II (left) and CT-LES-II (right).
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Figure 8: Differential velocity field (sagittal component) HRLES-II - LES-II (left) and HRLES-II − RANS-II

(right).
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