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In this work, we present a model of fission gas behavior in U3Si2 under light water reactor (LWR) conditions for application in engineering fuel 
performance codes. The model includes components for intra-granular and inter-granular behavior of fission gases. The intra-granular component is 
based on cluster dynamics and computes the evolution of intra-granular fission gas bubbles and swelling coupled to gas diffusion to grain boundaries. 
The inter-granular component describes the evolution of grain-boundary fission gas bubbles coupled to fission gas release. Given the lack of 
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experimental data for U3Si2 under LWR conditions, the model is informed with parameters calculated via atomistic simulations. In p
fission gas diffusivities through density functional theory calculations, and the resolution rate of fission gas atoms from intra-granu
binary collision approximation calculations. The developed model is applied to the simulation of an experiment for U3Si2 irr
conditions available from the literature. Results point out a credible representation of fission gas swelling and release in U3Si2. Fi
sensitivity analysis for the various model parameters. Based on the sensitivity analysis, indications are derived that can help in addres
on the characterization of the physical parameters relative to fission gas behavior in U3Si2. The developed model is intended to
infrastructure for the engineering scale calculation of fission gas behavior in U3Si2 that exploits a multiscale approach to fill the ex
and can be progressively improved as new lower-length scale calculations and validation data become available.
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]. In this context, the 
elerated research in this

area, promoting the Fuel Cycle Research and Development 
Advanced Fuels Campaign (AFC). The goal of the ATF program of the 
AFC is to guide the selection of promising fuel concepts to start a 
test rod irradiation in a commercial reactor by 2022.

Focusing on the nuclear fuel, uranium silicides are potential 
candidates to substitute uranium dioxide in LWRs. Among uranium 
silicides, compounds such as U3Si, U3Si2, and U3Si5 emerge, thanks 
to their interesting thermophysical properties and high uranium 
densities [5,6]. Those characteristics make these compounds 
attractive from the economic and safety point of view.

A wide experience exists worldwide in using uranium U3Si and 
U3Si2 as fuel for research and test reactors [7e12]. On the other 
hand, to the best of the authors’ knowledge, only one experiment
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has been carried out for U3Si2 under power reactor conditions [13].1
Based on the experience with research and test reactors, po-

tential concerns about the adoption of uranium silicides in com-
mercial reactors are related to the progressive amorphization of the 
crystalline structure under irradiation and high swelling rates 
[15e17]. In particular, amorphization of U3Si2 has been observed in 
research reactor conditions [18,19], where fuel temperatures are 
lower compared to LWR conditions. However, recent studies car-
ried out on U3Si2 with Xe ion implantation [20e24] suggest that 
U3Si2 would remain crystalline under irradiation in LWR condi-
tions. The polycrystalline structure of U3Si2 irradiated at power 
reactor temperatures finds confirmation in the post-irradiation 
metallographic images in Ref. [13].

Given the aggressive schedule, the AFC is carrying out 
comprehensive experiments to characterize the innovative fuel 
systems, as well as computational analyses to investigate the pro-
posed materials. In this framework, given the importance of fission 
gas swelling and release in the thermo-mechanical performance of 
nuclear fuel rods, the accurate modeling of fission gas behavior as 
part of engineering fuel rod analysis is of the utter importance [25]. 
Mechanistic modeling of fission gas behavior calls for the descrip-
tion of complex processes, both within the fuel grains and at the 
grain boundaries. Intra-granular behavior involves gas bubble 
evolution and swelling coupled to gas atom diffusion to grain 
boundaries. Grain-boundary processes include precipitation, 
growth, and coalescence of lenticular bubbles contributing to fuel 
swelling, and the eventual gas venting from the grain boundaries 
leading to thermal fission gas release (FGR). Venting occurs after 
extensive gas bubble growth and interconnection, driven by gas 
atom and vacancy diffusion to the bubbles [25].

Rest [26] proposed a model for fission gas behavior (FGB) in 
U3Si2, tailored for research reactor conditions, where fuel 
amorphization occurs. In the aforementioned work, the nucleation 
of fission gas bubbles was described as related to the 
amorphization process itself. This latter aspect constitutes a 
limitation to the application of the model in the analysis of U3Si2 in 
LWRs conditions. Miao et al. [27] adopted the GRASS-SST rate 
theory model [28], calibrating it with a combination of 
experimental data on U3Si2 from research reactors and density 
functional theory calculations. They studied fission gas swelling in 
U3Si2 under LWR conditions, simulating an idealized fuel rod 
irradiated at constant power (average linear heat rate equal to 20 
kW m�1) for about 3 years. Moreover, they developed a steady-
state gaseous swelling corre-lation based on the rate theory model 
to be included in the BISON fuel performance code [29]. The 
GRASS-SST model is based on rate theory and calculates fission gas 
bubble size distributions consid-ering the evolution of clusters of 
fission gas atoms of different sizes explicitly. While such a level of 
complexity provides valuable insight into the physical details, a 
simpler approach that only tar-gets the average bubble size and 
number density may allow for a more efficient application in 
engineering codes, while still providing accurate calculation of the 
quantities of interest for the fuel rod thermo-mechanical analysis, 
i.e., bubble swelling and FGR.

In this work, we propose a multiscale model of fission gas 
swelling and release in U3Si2 under LWR conditions for application 
in engineering fuel analysis. The model includes components for 

intra-granular and grain-boundary behavior of fission gases. The

1 In addition, a new experiment is underway in the framework of the ATF�1 tests 
series of the AFC/ATF program, with two rodlets of U3Si2 pellets with ZIRLO® 

cladding being irradiated in the Idaho National Laboratory Advanced Test Reactor 
(ATR) under LWR conditions. The first nonedestructive and metallography exam-
inations demonstrated a good performance under irradiation of the U3Si2 fuel, at 
least at the low burnup (less than 20 GWd tHM�1) targeted [14].
intra-granular component describes the evolution during irradia-
tion of the average size and number density of intra-granular 
fission gas bubbles coupled to gas diffusion to grain boundaries. 
The grain-boundary component is based on the modeling approach 
originally developed for UO2 in Ref. [30], and describes the evolu-
tion of inter-granular fission gas bubbles coupled to fission gas 
release from the grain boundaries to the fuel rod free volume. 
Experimentally derived values for important modeling parameters, 
such as the lattice diffusion coefficient of gas atoms and the rate of 
irradiation-induced re-solution of gas atoms from intra-granular 
bubbles, are unavailable at this time for U3Si2 under LWR condi-
tion. To overcome this limitation, we adopt a multiscale modeling 
approach (e.g. Refs. [31e34]), whereby the engineering scale model 
is informed with parameters extracted at the lower-length scale via 
atomistic simulations. In particular, we calculate the fission gas 
atom and point defect diffusivities through density functional 
theory (DFT) calculations, and the re-solution rate through binary 
collision approximation (BCA) calculations.

For an initial assessment of the model, we analyze the U3Si2 
irradiation experiment from Ref. [13] and compare the results to 
the experimental data of gaseous swelling and fission gas release. 
Finally, we perform a sensitivity analysis to assess the importance 
of the various model parameters on the calculated fission gas 
swelling and release, and to derive recommendations for future 
research on the characterization of the physical parameters.

Extensive model validation will be performed as more sub-
stantial experimental data for U3Si2 under LWR conditions become 
available. The work is intended to provide an initial framework for 
the engineering analysis of fission gas behavior in U3Si2 that is able 
to exploit lower-length scale modeling for the fundamental pa-
rameters. Such a multiscale approach is particularly beneficial to 
accelerate progress in modeling new fuel concepts such as U3Si2, 
for which experimental data is limited. The developed model can 
be progressively improved as new lower-length scale calculations 
and validation data become available.

The outline of the paper is as follows. In Section 2 we present 
the lower-length scale calculations for the derivation of model pa-
rameters. In Section 3 we describe the new engineering fission gas 
behavior model for U3Si2. In Section 4 we apply the model to the 
simulation of an irradiation experiment for U3Si2 irradiated at 
temperatures compatible with LWR conditions. In Section 5 we 
present the sensitivity analysis. Finally, in Section 6 we draw the 
conclusions and discuss perspectives for this work.

2. Lower-length scale calculations

In this Section, we present the methodology and the results of 
the lower-length scale calculations for the derivation of the pa-
rameters used in the engineering scale model. The DFT calculations 
employed to derive fission gas and point defect properties in U3Si2 
are presented in Section 2.1, while the calculation of the re-solution 
rate is presented in Section 2.2.

2.1. Density functional theory calculations of defects and fission gas 
properties

The fission gas model derived in this paper requires the diffu-
sion rates of Xe atoms and uranium vacancies in U3Si2. We rely on 
density functional theory calculations to provide initial estimates of 
these rates. The full results of the DFT calculations are presented 
elsewhere [35]. Here, we briefly outline the computational meth-
odology and the key results used in the fission gas model presented 
in Section 3.

The approach and underlying model are the same as those 
described in Ref. [27], but the calculations were performed on



2 � 2 � 3 instead of a 2 � 2 � 2 U3Si2 supercells and a few as-
sumptions regarding entropies were slightly modified. The reason 
for increasing the size of the supercell is to improve the accuracy of, 
in particular, migration barriers in the c lattice direction of U3Si2. 
However, none of these updates in the methodology give rise to 
substantial changes as compared to Ref. [27]. As an example, the 
predicted barriers decrease by a few tenths of an eV compared to 
the earlier results [27]. The DFT calculations were performed with 
the Vienna Ab initio Simulation Package (VASP) [36,37] and the 
projector augmented-wave (PAW) method for the core electrons. 
The exchange-correlation potential was described by the Perdew-
Burke-Ernzerhof (PBE) potentials and a Hubbard U parameter was 
added for the uranium 5f electrons [38], which follows the same 
methodology as used by Noordhoek et al. [39], Middleburgh et al.
[40], and Miao et al. [27]. Migration barriers were calculated using 
the Nudged Elastic Band method (NEB) [41]. The energy cut-off for 
the plane-wave expansion of the wavefunctions was set to 500 eV 
and sampling in reciprocal space was performed on 2 � 2 � 2 
Monkhorst-Pack meshes. All defect structures were fully relaxed 
(volume and atomic positions), while migration barriers were 
calculated for the volume fixed at that of the initial state.

Diffusion in U3Si2 is anisotropic due to its tetragonal crystal 
structure, which results in unique diffusion rates in the basal a-b 
plane and along the c axis. The migration barriers of vacancies and 
Xe atoms were calculated for a range of possible mechanisms, see 
Ref. [35] for additional details. Here we are only concerned with the 
fastest diffusion rate of Xe and uranium vacancies. For both of these 
species, the highest diffusivity is obtained for vacancy mechanisms 
along the c axis. The Xe diffusion mechanism refers to a Xe atom 
occupying a U 2a trap site in the U3Si2 crystal structure, with an 
assisting U 2a vacancy providing the diffusion pathway. A sche-
matization of the aforementioned diffusion process is provided in
Fig. 1. Xe diffusion mechanism in U3Si2 involving a Xe atom in a uranium vacancy trap
site and a second uranium vacancy assisting diffusion in the c direction. The red arrow
indicates the migration step of the Xe atom, but the rate-limiting step corresponds to
diffusion of the assisting uranium vacancy from one side of the cluster to the other as
shown by green arrows.

Table 1
The point and Xe defect properties used to estimate the diffusion rates in U3Si2.

Energy (eV)

U 2a Frenkel reaction 2.55
U 2a vacancy formation 1.275
U 2a migration along c axis 1.22
Binding of U 2a vacancy
to Xe in a U 2a site �0.90
Migration of the bound
XeeU 2a vacancy cluster 1.62
Fig. 1. The rate-limiting step is given by the U 2a vacancy migrating 
from one side of the cluster to the other in order to initiate a new 
step. The intra-cluster step for the Xe atom has a much lower 
barrier, similar to Xe migration in UO2 [42]. In addition to the Xe-
vacancy cluster migration rate, the diffusion coefficient is a func-
tion of the relative concentration of mobile Xe clusters, which is 
determined by the binding energy of a U 2a vacancy to a Xe atom 
occupying a U 2a trap site and the concentration of U 2a vacancies 
in the bulk. The concentration of vacancies in bulk U3Si2 is esti-
mated from the U 2a Frenkel reaction and assuming close to perfect 
U3Si2 stoichiometry, which is here assumed to imply an equal 
concentration of interstitials and vacancies such that the vacancy 
formation energy is equal to half of the U 2a Frenkel energy. It is 
also important to point out that the U 2a substitutional position is 
the most favorable trap site for Xe. The fastest uranium vacancy 
migration mechanism also involves a U 2a vacancy moving along 
the c axis of the U3Si2 crystal structure. The rate applicable to the 
present study is the uranium self-diffusion rate, which in addition 
to the vacancy migration properties also includes the concentration 
of vacancies obtained from the formation energy discussed above 
in the context of binding to the Xe trap site. These two mechanisms 
are assumed to provide the most relevant rates governing fission 
gas behavior in the present study. Note that anisotropy in diffusion 
may also affect these rates, however, the evaluation of this aspect is 
left as future work.

The defect formation and migration energies used to estimate 
diffusion properties are listed in Table 1.

In order to predict the actual diffusion rates, the entropies that 
correspond to the energies discussed above, as well as the attempt 
frequencies for migration, must be estimated. Those values require 
calculations of phonons in U3Si2 as well as in U3Si2 containing de-
fects, which is a much more challenging and time-consuming task 
than the energies. For this reason, we have resorted to approxi-
mations based on experience from other materials such as UO2 
[33]. Note that these assumptions are meant to give an order of 
magnitude result rather than an exact value. The U 2a Frenkel en-
tropy was set to 5 kB, the binding entropy of a vacancy to the Xe 
atom in U 2a trap site to 0 kB and the attempt frequency for all 
migration events to 5 � 1012 s�1. These values are also summarized 
in Table 1.

The final diffusion rates are calculated from.

D ¼ va2Z expð � Ga=ðkBTÞÞ=6 (1)

where v is the attempt frequency (s�1), a the jump distance (m), 
and Z (�) the number of sites available for the Xe atom or vacancy 
to jump to, Ga (eV) is the activation free energy given by the 
migration enthalpy and the defect formation and binding energies 
and entropies. The resulting activation energies and pre-
exponential factors for diffusion are listed in Table 2.

The diffusion model above only applies to intrinsic diffusion, 
which implies regimes where the thermal concentration of point 
defects dominates over irradiation induced defects. Estimation of 
the latter contribution would require a combination of extensive
Entropy (kB) Attempt frequency (s�1)

5 N/A
2.5 N/A
N/A 5� 1012

0 N/A

N/A 5� 1012



Table 2
Values adopted for the parameters of the model.

Symbol Value or expression Reference

D D0exp(�DHa/kT) Section 2.1 and Ref. [35]
D0¼ 5.91,10�6m2s�1

DHa¼ 4.41,10�19 J
fn 10e4 e.g., Veshchunov [72]
a0

2:80,10�25 5,10�10

Rb

!0:23

m�3
Section 2.2

g 1.16 Jm�2 Miao et al. [27,73]
Dv
ig Dv

ig;0 expð� DHv
a;ig=kTÞ Section 2.1 and Ref. [35]

Dv
ig;0 ¼ 3:35,10�6m2 s�1

DHa¼ 4.63,10�19 J
U 4.09,10�29m3 Kogai [71]
u 8.5,10�29m3 e

Dv
gb 106,Dv

ig
Olander and Van Uffelen [69]

dgb 5,10�10 m Kogai [71]
q 50+ Assumption
molecular dynamics simulations of cascades and cluster dynamics
modeling. This is beyond the present scope and must be left as
future work. Neglecting the contribution of irradiation-enhanced
diffusion is expected to lead to an underestimation of the diffu-
sion rates at low temperature.
2.2. Intra-granular re-solution calculation

The re-solution rate, or rate of fission gas knock-out from bub-
bles, is a key parameter for calculation of intra-granular fission gas
concentrations. The balance between absorption by bubbles and
knock-out leads to a pseudo steady-state concentration of mobile
fission gas atoms within the grain that ultimately leads to the
growth of grain-face bubbles, interconnection, and fission gas
release. The full results of the calculation of re-solution in uranium
silicide will be presented elsewhere, with a brief overview of the
methodology given below in order to provide a reference for the
values utilized in Section 3.

The total re-solution rate at which atoms are knocked back into
the fuel can be calculated by,

_R
�
s�1
�
¼ _F

ð
a0ðRbÞnðRbÞrðRbÞdRb; (2)

where Rb is the bubble radius, F_ is the fission rate density, a0 is the
re-solution parameter, n is the number of atoms in a bubble, and r is
the bubble concentration distribution function,

N
�
m�3

�
¼
ð
rðRbÞdRb: (3)

Here, N is the total concentration of bubbles in the sample.
Using Equation (2), the physics of re-solution can be distilled in 

a single re-solution parameter for a given fuel type, a0, effectively 
separating environmental variables such as fission rate, tempera-
ture, and the bubble concentration distribution. The re-solution 
parameter has units of knocked-out atoms per atoms in the bub-ble 
per fission, and essentially gives the probability of any given atom 
in a bubble to be knocked-out per fission.

The first conceptual model of fission gas re-solution was the so-
called homogeneous model presented by Nelson in 1969 [43]. The 
homogeneous model treats the collision of fission fragments 
ballistically, with gas atoms being knocked out of a gas bubble due 
to a collision with the fission fragments, or indirectly through a 
damage cascade produced by an adjacent fuel atom. In contrast to 
the chipping out process described by Nelson, Turnbull's model of
resolution published in 1971 was based on the assumption of total-
destruction of the fission gas bubble by passing fission frag-ments 
[44].

The apparent conflict between the two re-solution theories lies 
directly with the difference of oxide nuclear fuel; calculations by 
Blank and Matzke showed that the poor thermal conductivity of 
UO2 results in a very large, localized thermal spike around the 
passing fission fragment, on the order of 2000 K [45,46]. The large 
temperature gradient results in a strong thermo-mechanical pulse, 
causing mixing of the lattice and destruction of nearby bubbles 
[47]. The same calculations performed for uranium carbide, which 
benefits from metallic-like thermal properties [45] showed a cor-
responding thermal spike on the order of 50 K, with effectively no 
resulting thermo-mechanical pulse. In light of the differences be-
tween UO2 and UC, it is easy to see why Turnbull's theory has seen 
success in oxide fuels, while Nelson's theory has seen success in 
non-oxide fuels [48]. As a first approximation, the thermal con-
ductivity of the fuel can be used as an indicator of the energy 
transfer mechanism, with poorly conducting fuels (here only UO2) 
suffering from large heterogenous re-solution, and highly con-
ducting fuels (UC, UN, U3Si1,2,5) exhibiting homogenous re-solution 
behavior.

Modern calculations of re-solution have focused on UO2 through 
the utilization of Molecular Dynamics (MD) simulations [49e51], 
but ultimately suffer from the high computational cost of MD. In 
light of the above discussion, re-solution in fuels with good thermal 
behavior can be modeled using the homogeneous model, allowing 
less computationally expensive models and codes to capture the re-
solution behavior.

Recently, the Binary Collision Approximation (BCA) has been 
utilized to calculate the re-solution rate in uranium carbide fuels 
for a wide range of bubble sizes [48]. Benefiting from the simpli-
fication of the collision kinematics to a two-body problem, the 
code 3DOT (3D Oregonstate TRIM) utilizes the TRIM (the Trans-
port of Ions in Matter) algorithm [52] to capture the full cascade 
behavior of fission fragments interacting with fission fragments in 
fuel.

Utilizing the techniques provided in Matthews et al. [48], the 
re-solution parameter for U3Si2 was calculated for a variety of 
different conditions such as bubble shape, surface energy, bubble 
radius, and temperature. Beyond a general decrease in a0 as a 
function of radius, many of the parameters that go into the BCA 
calculations result in minimal deviation in the re-solution 
parameter a0. As a result, a simple correlation provided in 
Table 2 can be utilized for these studies. Further parametric 
studies on the impact of parameters in the 3DOT simulation is left 
as future work.

3. Engineering-scale fission gas behavior model

Considering that U3Si2 under LWR conditions retains a poly-
crystalline structure, fission gas behavior is modeled as consisting 
of two main stages for intra-granular and inter-granular behavior, 
by analogy with UO2 (e.g., Refs. [25,30,53e56]. The intra-granular 
component of the model (Section 3.1) includes the fundamental 
mechanisms of nucleation and re-solution of intra-granular fission 
gas bubbles, gas atom trapping from the matrix into the bubbles, 
and gas atom diffusion to grain boundaries. The inter-granular 
component (Section 3.2) also adopts a mechanistic but relatively 
simple approach that encompasses grain-boundary bubble growth 
with inflow of gas atoms and vacancies, bubble coalescence, and 
fission gas release from the grain boundaries. The modeling 
approach is based on the concepts originally developed for UO2 in 
Refs. [30,57]. However, the current model is tailored to the specific 
physical mechanisms and material properties for U3Si2.



Fig. 2. Sketch of the mechanisms of cluster dynamics considering (a) homogeneous
and (b) heterogeneous re-solution.
3.1. Intra-granular fission gas behavior model

The intra-granular component of the model provides the 
calculation of the gas diffusion rate to grain boundaries and of the 
intra-granular fission gas bubble swelling. The latter is computed 
based on a description of intra-granular bubble evolution in terms 
of number density and average size. A detailed description of intra-
granular bubble evolution can be accomplished by employing 
cluster dynamics approaches to calculate the bubble size distribu-
tion and the evolution of the distribution over time. However, these 
detailed modeling approaches are computationally intensive and 
simpler models are normally used for engineering fuel perfor-
mance code applications.

Following Clement and Wood [58], we derive our model 
starting from the detailed cluster dynamics representation, but we 
simplify the problem by considering only the moments of the size 
distri-bution of the clusters. Assuming that bubbles include all 
clusters containing two or more gas atoms, we define the total 
concentra-tion of bubbles N (m�3) and the mean of the size 
distribution n (/), respectively

N ¼
X∞
n¼2

cn (4)

n ¼
P∞

n¼2ncn
N

(5)

where cn (at m�3) is the number density of atom clusters (or bub-
bles) containing n atoms (with c1 indicating the concentration of 
single gas atoms). The detailed cluster dynamics formulation of the 
master equations considered here is [59]

8>>>>>>>>>>><
>>>>>>>>>>>:

vc1
vt

¼ DV2c1 þ G� 2nþ a2c2 �
X∞
n¼2

bncn þ
X∞
n¼3

ancn

vc2
vt

¼ D2V
2c2 þ n� ðb2 þ a2Þc2 þ a3c3

«

vcn
vt

¼ DnV
2cn þ bn�1cn�1 � ðbn þ anÞcn þ anþ1cnþ1

(6)

where an (s�1) represents the probability per second that an atom is 
re-solved from a cluster containing n atoms, bn (s�1) the probability 
per second that a single atom is trapped by a cluster containing n 
atoms, Dn (m2 s�1) is the diffusion coefficient of the cluster con-
taining n atoms, n (at m�3 s�1) is the nucleation rate of fission gas 
dimers, and G (at m�3 s�1) is the production rate of gas atoms. A 
schematic of the master equations governing the bubbles’ nucle-
ation, growth due to single atom trapping and shrinkage due to re-
solution of single atoms in the fuel matrix is reported in Fig. 2.

The re-solution of gas atoms from the intra-granular bubbles 
into the fuel matrix is modeled as an irradiation-driven mechanism. 
Accordingly, we express the re-solution rate for U3Si2 as

a ¼ a0 _F (7)

where a0 (m3) is a coefficient, which can in principle depend on the 

cluster size, and F_ (m�3 s�1) is the fission rate.
The trapping of gas atoms into intra-granular bubbles is 

modeled as a purely diffusion-driven process, and the trapping rate 
is calculated according to the formulation by Ham [60], considering 
immobile and dilute clusters
bn ¼ 4pDRnc1 (8)

where D is the single gas atom diffusion coefficient in the fuel 
matrix, Rn (m) is the cluster size, and c1 is the concentration of 
atoms in the matrix.

The nucleation of bubbles in U3Si2 is modeled as a diffusion-
dependent process, consisting of dimer formation upon interac-
tion of single gas atoms driven by atom diffusion in the matrix (so-
called homogeneous nucleation [61,62]). The resulting nucleation 
rate can be expressed as [63].

n ¼ 8pDRsgfnc21 (9)

where D is the diffusion coefficient of single gas atoms in the fuel 
matrix, Rsg (m) is the radius of a gas atom, and fn (/) is the nucleation 
factor.

Combining Eqs. (5) and (6), we derive a single-size model con-
sisting of expressions for the time evolution of N and n, as follows. 
After algebraic summation, a first order Taylor expansion in the 
phase space is performed, namely

ðbn;an; cnÞ¼ ðbðnÞ;aðnÞ; cðnÞÞzðbn;an; cnÞ þ
vðb;a; cÞ

vn
dn…

(10)

Introducing the further assumption that the nucleation process
occurs on a faster time scale compared to the growth process (i.e.,
dN =dtz0 in the equation for dn =dt), leads to

dN
dt

¼ n�a2c2 ¼ n�a2fN

dn
dt

¼ bn �an

(11)

where we account for the fact that homogeneous (i.e., by ejection of
individual atoms) re-solution, in fact, results in complete bubble
destruction if the re-solution event occurs for a dimer. The factor
f¼ c2/N represents the fraction of dimers over the total number of
bubbles. The term a2f represents the probability per second of
bubble destruction applied to the total number density of clusters,
N. A bubble of size nwill require on average n� 1 homogeneous re-
solution events before being destroyed. Considering this, in the
single-size approach we estimate f as

f ¼ 1
n� 1

(12)
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We define the total concentration of gas in bubbles, m (at m�3),
as

m ¼ nN (13)

With the approximations of Eq. (10) and considering Eqs. (13) 
and (11), Eq. (6) reduce to

8>>>>>>><
>>>>>>>:

dN
dt

¼ n�afN

vc1
vt

¼DV2c1 � bnNþafmþG�2n

vm
vt

¼ 2nþ bnN�afm

(14)

Note that we introduced the additional assumption of immobile
bubbles, with the diffusion term being considered for single gas
atoms only. Differently from previous formulations of the single-size
homogeneous model [62], the evolution of the bubble num-ber
density, N, considers also a term of bubble destruction, which
corresponds to dimers affected by a homogeneous re-solution event
Moreover, homogeneous nucleation is consistently consid-ered as a
process of formation of dimers rather than considering nucleation at
the average bubble size, which in previous work has been deemed
as “the Achilles heel of the single-size method because it implies
essentially instantaneous growth of dimers” to the average bubble
size [62]. Hence, our model derived from a detailed cluster dynamics
approach retains important bubble-distribution related effects in a
formulation that in its final form only includes equations for the
average quantities. Furthermore, the present model includes gas
diffusion to grain boundaries in conjunction with bubble evolution.

The set of coupled partial differential equations (Eq. (14)) is
solved using the recently developed PolyPole-2 algorithm [64]
extended to the solution of the 3-equation system. Details of this
extension are not given here for brevity, however, the concept o
the algorithm is the same as described in Ref. [64].
 
 
l 
 
 
 
 
 
 
 

 
 

2 The radius of the Wigner-Seitz cell is determined from the relationship 
4 =3pNr3 ¼ 1.

3 For xenon, the van der Waals equation of state can be reduced to Eq. (19), 
neglecting the pressure correction due to xenon covolume (e.g. Ref. [25]).
3.1.1. Calculation of bubble size and swelling
The solution of Eq. (14) provides the bubble number density, the

rate of single gas atom diffusion to grain boundaries, and the
average number of atoms per bubble. While for UO2 substantia
experimental data is available, including data on the gas density in
intra-granular bubbles that can be used to determine the average
bubble size given the average number of gas atoms per bubble in a
simple way [57,62], such information is missing for U3Si2 under
LWR conditions. Therefore, we developed a physics-based
approach to model intra-granular bubble growth considering the
interactive gas atom and vacancy absorption at the bubbles, as
follows.

Intra-granular fission gas bubbles are assumed spherical. The
mechanical equilibrium of a spherical bubble is governed by the
Young-Laplace equation

peq ¼2g
Rb

� sh (15)

where peq (Pa) is the equilibrium pressure, g (J m�2) is the U3Si2/gas
specific surface energy and sh (Pa) is the hydrostatic stress
(considered negative if the medium is under compression). In
general, the bubbles are in a non-equilibrium state and tend to the
equilibrium condition by absorbing or emitting vacancies. The
bubble volume is calculated through
dVb
dt

¼ u
dn‾

dt
þ U

dniv
dt

(16)

where Vb (m3) is the bubble volume, u (m3) is the van der Waals 
atomic volume for xenon, and U (m3) is the vacancy volume. The 
variation rate of the number of atoms per bubble, dn =dt, is ob-
tained from Eqs. (13) and (14). The vacancy absorption/emission 
rate at the bubble, dniv/dt, is calculated based on [65] as

dniv
dt

¼ 2pDv
igr

kTz

�
p� peq

�
(17)

where niv (/) is the number of vacancies per intra-granular bubble, 
Dv
ig (m

2 s�1) is the intra-granular vacancy diffusion coefficient, r (m) 
is the radius of the equivalent Wigner-Seitz cell2 (e.g. Ref. [66]) 
surrounding a bubble, k (J K�1) is the Boltzmann constant, T (K) is 
the local temperature, and z (/) is a dimensionless factor calculated 
as [67].

z ¼
10j

�
1þ j3

�
�j6 þ 5j2 � 9jþ 5

(18)

where j ¼ Rb/r is the ratio between the radii of the bubble and of 
the cell. The present model for vacancy absorption/emission at 
intra-granular bubbles is a reformulation of the Speight and Beere 
model for behavior at grain boundaries of bubbles of circular pro-
jection (2D problem) [56,65]. In particular, Eqs. (17) and (18) 
represent the equivalent model for vacancy absorption/emission at 
spherical bubbles in the bulk (3D problem). The different dimen-
sionality of the problem yields a different expression for z relative 
to Refs. [56,65]. Eq. (18) was first derived in Ref. [67] for the 
problem of pore growth in the UO2 high burnup structure.

Considering a rearranged formulation of the van der Waals 
equation of state3 and Eq. (16), the pressure of the gas in the bubble 
is

p ¼ kT
U

h (19)

where h (/) is the ratio between n and niv.
The intra-granular bubble radius is

Rb ¼
ffiffiffiffiffiffiffiffi
3Vb

4p
3

r
(20)

Finally, the fractional volume change due to intra-granular
fission gas swelling is calculated as�
DV
V

�
ig
¼ VbN (21)
3.2. Inter-granular model

The inter-granular component of the model for fission gas 
behavior in U3Si2 is based on the model originally developed for 
UO2 in Refs. [30,68], assuming that the same qualitative assump-
tions for gas behavior at grain boundaries apply to UO2 and U3Si2. In



particular, we consider the development of a population of lentic-
ular bubbles at grain faces, bubble coalescence during bubble 
growth, and fission gas release following saturation of the grain 
boundaries [30,56]. These similarities to UO2 appear coherent when 
considering that both materials exhibit a polycrystalline structure 
under LWR conditions. They are also corroborated by the evidence 
from the metallographic images of U3Si2 irradiated at power 
reactor temperatures from Ref. [13].

The inter-granular model allows for the concurrent calculation 
of fission gas swelling due to grain-boundary bubbles and FGR 
through a direct description of bubble evolution [30]. The main 
features of the model are the following.

The absorption rate of gas at the grain-boundary bubbles is 
assumed to equal the arrival rate of gas at the grain boundaries 
[56,69]. An initial number density of grain-boundary bubbles, Ngf,0, 
is considered, and further nucleation during the irradiation is 
neglected (one-off nucleation, e.g. Ref. [56]). All grain-boundary 
bubbles are considered to have, at any instant, equal size and equal 
lenticular shape of circular projection. The flux of gas atoms from 
the grain boundaries to the grain interior by irradiation-induced re-
solution of grain-boundary bubbles is neglected, in line with 
[30,70]. Grain-boundary bubble growth (or shrinkage) by inflow of 
gas atoms from within the grains and concomitant ab-sorption (or 
emission) of vacancies from the grain boundaries is considered. The 
bubble growth/shrinkage rate is calculated as

dVgf

dt
¼u

dng
dt

þ U
dnv
dt

(22)

where Vgf (m3) is the bubble volume, u (m3) the van der Waals' 
volume of a fission gas atom, ng (/) the number of fission gas atoms 
per bubble, U (m3) the atomic (vacancy) volume in the bubble, and 
nv (/) the number of vacancies per bubble. The gas atom inflow rate 
at the bubble, dng/dt, is obtained from Eq. (14). The vacancy ab-
sorption/emission rate at the bubble, dnv/dt, is calculated using the 
model of Speight and Beere [65]

dnv
dt

¼ 2pDv
gbdgb

kTS

�
p� peq

�
(23)

where Dv
gb (m

2s�1) is the vacancy diffusion coefficient along grain 
boundaries, dgb (m) the thickness of the diffusion layer in grain 
boundaries, and the parameter S (�)4 depends on the fraction of 
grain faces covered by bubbles (fractional coverage) as detailed in 
Ref. [56]. The pressure of the gas in the bubble, p (Pa), is calculated 
based on the van der Waals equation of state as [56]

p ¼ kT
U

ng
nv

(25)

The mechanical equilibrium pressure, peq (Pa), is given by the 
sum of the bubble surface tension force and the hydrostatic stress 
in the surrounding medium (analogous to Eq. (15)). Given the 
volume (Eq. (22)) of a lenticular bubble of circular projection, the 
bubble radius of curvature is
4 As mentioned above, the parameter S depends on the geometrical represen-
tation of the emission/absorption phenomena. For behavior on a surface (grain 
boundary), the expression for S reads [56]

S¼ � ð3� FcÞð1� FcÞ þ 2 lnFc
4

(24)

Where Fc ¼ NgfAgf (�) is the fractional coverage. Equation (24) is conceptually 
identical to Eq. (18), but considers an emission/absorption process constrained to a 
2D geometry.
Rgf ¼
�

3Vgf

4p4ðqÞ
�1=3

(26)

where 4 ¼ 1�1.5cos(q)þ0.5cos3(q) is the geometric factor relating 
the volume of a lenticular bubble to that of a sphere, and q is the 
bubble semi-dihedral angle.

Grain-boundary bubble coalescence is described using an 
improved model of White [30,56]. The variation rate of the bubble 
number density, Ngf (m�2), due to coalescence is calculated as a 
function of the variation rate of the bubble projected area on the
grain face, Agf ¼ pR2gf (m

2). More details are given in Ref. [30]. A 
lower limit, Ngf,low ¼ 1010 m�2 is set.

Under the above assumptions, the fractional fuel volume change 
due to grain-boundary fission gas swelling is calculated at each 
time step as

DV
V

¼ 1
2

3
rgr

Ngf Vgf (27)

where V (m3) is the fuel volume, rgr (m) the grain radius, and 3/rgr
represents the grain surface to volume ratio.

Thermal FGR is modeled based on a principle of grain face
saturation. More precisely, after the fractional coverage attains a
saturation value, Fc,sat, further bubble growth is compensated by gas
release in order to maintain the constant coverage condition

dFc
dt

¼
d
�
Ngf Agf

�
dt

¼ 0 if Fc ¼ Fc;sat (28)

Note that fission gas release and swelling are described as 
inherently coupled phenomena, as fission gas release from the 
grain faces counteracts bubble growth and thereby fission gas 
swelling. In the absence of specific experimental data for the 
saturation coverage in U3Si2, we choose Fc,sat ¼ p/4, which corre-
sponds to the theoretical, geometrical interlinkage condition for 
uniformly arranged bubbles of circular projection. This value has 
been used also for UO2 [71], although more recent models generally 
adopt a lower value of 50% that is based on the empirical evidence 
available for UO2 [56]. A specific investigation of the saturation 
coverage in U3Si2, e.g., by means of meso-scale techniques such as 
phase field modeling, would be useful to provide a more accurate 
saturation threshold. This improvement is being pursued in the 
near future. Also, at this stage, the model does not take into account 
the effect of as-fabricated porosity in fission gas behavior, i.e., gas 
trapping at fabrication pores.

3.3. Values for the model parameters

Nominal values and correlations used for the parameters of the 
model presented in Sections 3.1 and 3.2 are summarized in Table 2. 
These values are based either on the lower-length scale 
calculations performed in the present work (Section 2) or on 
information available from the literature. As significant 
uncertainties still exist in many of the parameters, a sensitivity 
analysis is performed in Section 5.

The adopted single gas atom diffusion coefficient, D is the one 
for the migration of Xe in a U (U 2a) vacancy assisted by a second U 
2a vacancy along the c axis of the ideal U3Si2 unit cell. Indeed, this is 
the dominant mechanism over the temperatures of interest for 
LWR applications, as it is associated with a larger diffusivity 
compared to the other processes, as discussed in Section 2.1. For 
analogous reasons, for the intra-granular vacancy diffusion coeffi-
cient, Dv

ig , we chose the one for the U (U 2a) vacancy diffusion along 
the c-axis.



4.2. Setup of calculations

4.3. Results and discussion

Table 4
Post-irradiation examination and image analysis results for fuel slug #14 from the
AI-7-1 irradiation experiment.

Quantity Value Reference

Final local fuel stoichiometry (wt.%) 6.79 [13]
Overall density variation (%) �12.6 [13]
Specimen length variation (%) 3.0 [13]
Specimen diameter variation (%) 3.0 [13]
Fission gas release (%) 2.6 [13]
Final grain radius, 3D (mm) 28±7 75][
Intra-granular gaseous swelling (%) 2.9 [75]
Inter-granular gaseous swelling (%) 9.2 [75]
The nucleation factor, fn, represents a sort of nucleation effi-
ciency, i.e., the probability that, after impinging, two atoms actually 
form a dimer. For this parameter, we adopt a value within the 
accepted range for UO2, e.g., Ref. [72]. Indeed, the nucleation factor 
is one of the most uncertain parameters (even for UO2), and specific 
information for U3Si2 is missing. Investigation of the impact of this 
parameter on the results is included in the sensitivity analysis 
presented in Section 5.

To the best of our knowledge, no values for the grain-boundary
vacancy diffusion coefficient, Dv

gb, for U3Si2 under LWR conditions 
are available at this time. As a preliminary approach, we choose to 
employ the intra-granular vacancy diffusion coefficient derived in 
Section 2.1 and reported in Table 2, multiplied by a scaling factor 
equal to 106. The magnitude of the scaling factor is related to 
atomic jump frequencies at grain boundaries, which are roughly 
106 times higher than jump frequencies for lattice atoms [69].

For the semi-dihedral angle of grain-boundary bubbles, we 
tentatively use a value of 50+, commonly accepted for UO2 (e.g. Ref. 
[56]). Using a specific U3Si2 value, which can be derived from 
recent molecular dynamics calculations of grain boundary and 
surface energies in Ref. [74], is planned for the near future.

4. Irradiation experiment simulation

In this Section, we present and discuss the simulation of the 
U3Si2 irradiation experiment from Shimizu [13]. To the best of the 
authors’ knowledge, this is the only in-pile experiment on U3Si2 
fuel under temperatures and irradiation conditions compatible 
with commercial LWRs and whose details and data are available in 
the open literature. The simulation is intended to demonstrate a 
physically meaningful representation of fission gas behavior of 
U3Si2 under LWR conditions with the model presented in Section 3. 
The more substantial validation of the model will require a larger 
amount of experimental data and will be the subject of future work 
as new experiments are performed, e.g., in the framework of the 
AFC.

4.1. Description of the analyzed experiment

The considered experiment, referred to as AI-7-1 [13], was 
performed by Atomics International to determine U3Si2 irradiation 
behavior characteristics, i.e., dimensional stability and fission gas 
release. The irradiation involved a single fuel rod. The fuel column 
(H30.5 cm, /0.889 cm) was made of six slugs of 10% 235U enriched, 
slightly hypo-stoichiometric U3Si2. The cladding was stainless steel 
(SS 304) and the gap between the fuel and the cladding was filled 
with sodium to provide efficient heat transfer. The fuel was irra-
diated to a maximum average burnup of 7.3 GWd tU�1 at a power 
of 46 kW m�1 with maximum center and surface temperatures of 
1230 K and 970 K, respectively.

In particular, in this work we focus on one of the slugs 
composing the fuel column, labelled as specimen #14, whose 
irradiation conditions are summarized in Table 3. We chose to focus 
on this slug for several reasons:
Table 3
Irradiation conditions for the fuel slug labelled specimen #14 from the AI-
7-1 irradiation experiment.

Irradiation conditions

Fresh fuel stoichiometry (wt.%) 7.08
Linear heat rate (kWm�1) 37.4
Burnup (GWd tU�1) 6.0
Average centerline temperature (K) 1050
Average surface temperature (K) 850
� The specimen did not crack under irradiation, allowing for
higher precision in determining the dimensional changes of the
fuel.

� The thermocouple installed near the slug exhibited a stable
behavior throughout the irradiation, enabling a proper estima-
tion of local fuel temperature.

� After irradiation, the slug was sectioned and a metallographic 
image in the fuel central region was taken. Based on this 
metallographic image, an estimation of local fuel swelling due to 
fission gas bubbles was possible and has been performed [75]. 
Detailed post-irradiation examinations (PIE), have been pro-

duced during the experimental campaign. Those data have been 
complemented by recent image analyses to determine gaseous 
swelling and grain size [75]. The original PIE data reported by 
Shimizu on specimen #14, together with the recent data from 
image analysis according to Ref. [75], are reported in Table 4. This 
first set of experimental data is used here for comparison with 
model calculations.
We performed the calculations using a stand-alone Cþþ code 
for the fission gas behavior model presented in Section 3. The 
irradiation conditions applied in our simulation are coherent with 
those reported in Ref. [13] and summarized in Table 3. In particular, 
we performed a local analysis for the centerline portion of the 
specimen, where local experimental data from image analysis [75] 
are available. Local temperature considered for the simulation is 
1050 K (Table 3).
In Fig. 3, we compare the results of our simulations in terms of 
fission gas release and gaseous swelling to the experimental data. 
FGR is defined as the ratio of the released to generated gas, whereas 
gaseous swelling is calculated as defined in Section 3 and is the 
sum of the intra- and inter-granular contributions. FGR (dashed-
blue line) exhibits an incubation behavior [76], with no release 
being observed until the grain-boundary bubble coverage attains a 
saturation level. Also, as fission gas swelling and release are 
described as inherently coupled in the model (Section 3.2), a 
change of the swelling rate can be observed at the onset of FGR. In 
particular, the swelling rate is reduced by the loss of gas from the 
grain faces as FGR takes place. The agreement between calculations 
and the experimental results appears reasonable for a preliminary 
model. Note that the FGR comparison is not fully consistent, as the 
calculation refers to the centerline (hottest) portion of the spec-
imen only. As expected, FGR is thus over-estimated.
    In Fig. 4, we show results specific to the intra-granular model
(Section 3.1). In particular, the calculated number density and radius



Fig. 3. FGR and total gaseous swelling as a function of irradiation time for specimen #
14 of the AI-7-1 experiment. Calculation results and experimental data are included.

Fig. 4. Calculated volumetric number density and radius of intra-granular (IG) bubbles
as a function of irradiation time for specimen # 14 of the AI-7-1 experiment.

Fig. 5. Calculated areal number density and radius of curvature (a) of grain-boundary 
(GB) bubbles as a function of time for specimen # 14 of the AI-7-1 experiment. Grain-
boundary fractional coverage and swelling (b) as a function of time. The saturation 
fractional coverage of p/4 [71] is also reported.

Table 5
Parameters considered in the sensitivity analysis and corresponding ranges of variation.

Parameter Nominal value Scaling factor range

Intra-granular diffusion coefficient, 5:91,10�6expð� 4:41,10�19=kTÞ [0.1; 10]
atoms (m s�2)
Intra-granular diffusion coefficient, 3:35,10�6expð� 4:63,10�19=kTÞ [0.1; 10]
vacancies (m s�2)
Nucleation factor (/) 10e4 [10�5;102]
Re-solution rate (s�1)

2:80 ,10�25 5,10�10

Rb

!0:23

, _F
[0.1; 10]

U3Si2/gas specific surface energy (J m�2) 1.16 [0.5; 1.5]
Inter-granular diffusion coefficient, 106,Dv

ig
[10�2;102]

vacancies (m s�2)
Inter-granular bubbles 2,1012 [10�3;103]
initial number (bblm�2)
Inter-granular bubbles dihedral angle (deg) 50 [0.5; 1.5]
Saturation coverage of grain faces (/) p/4

�
2
p
;1
�



800 850 900 950 1000 1050 1100 1150 1200
Temperature (K)

0.6

0.4

0.2

0.0

0.2

0.4

0.6

Pe
ar

so
n 

co
rr

el
at

io
n 

co
ef

fic
ie

nt
 (

/)

Fission gas release

Intra-granular diffusion coefficient (atoms)
Intra-granular diffusion coefficient (vacancies)
Intra-granular nucleation factor
Re-solution rate
Surface energy
Inter-granular diffusion coefficient (vacancies)
Inter-granular bubbles initial number
Inter-granular bubbles dihedral angle
Saturation coverage of grain faces

800 850 900 950 1000 1050 1100 1150 1200
Temperature (K)

2.0

1.5

1.0

0.5

0.0

0.5

1.0

N
or

m
al

iz
ed

 s
en

si
tiv

ity
 c

oe
ff

ic
ie

nt
 (

/)

Fission gas release

Intra-granular diffusion coefficient (atoms)
Intra-granular diffusion coefficient (vacancies)
Intra-granular nucleation factor
Re-solution rate
Surface energy
Inter-granular diffusion coefficient (vacancies)
Inter-granular bubbles initial number
Inter-granular bubbles dihedral angle
Saturation coverage of grain faces

a

b
Fig. 6. Pearson coefficient (a) and normalized sensitivity coefficient (b) of the selected
parameters to fission gas release at various temperatures.
of intra-granular fission gas bubbles are shown. The results point 
out a lower number density and a higher radius of intra-granular 
bub-bles compared to UO2 under operational LWR conditions (e.g. 
Refs. [57,62]). This appears consistent with the metallographic im-
ages from Ref. [13] and with the higher diffusivities of gas atoms 
and vacancies in U3Si2 compared to UO2 as indicated by the lower-
length scale calculations performed in this work (Section 2).

Fig. 5 illustrates results specific to the inter-granular model 
(Section 3.2). In Fig. 5a, we show the time evolution of the areal 
number density and radius of curvature of grain-boundary fission 
gas bubbles. The decrease in the bubble density is due to the pro-
gressive bubble coalescence during growth. Correspondingly, the 
bubble radius increases. The evolution during irradiation of grain-
boundary fractional coverage and grain-boundary swelling are 
illustrated in Fig. 5b. FGR commences at the attainment of satura-
tion coverage (see Fig. 3), and the swelling rate correspondingly 
decreases.

5. Sensitivity analysis

The irradiation experiment simulation presented in Section 4 is 
complemented with a sensitivity analysis aimed at assessing the 
impact on the results of the model parameters. This sensitivity 
analysis is essential for at least two reasons: (i) in view of the lack 
of data for U3Si2, in the selection of some parameters (i.e., 
nucleation factor, diffusion coefficient of vacancies at grain 
boundaries, inter-granular bubbles dihedral angle) assumptions 
were made; (ii) a sensitivity analysis can provide guidance for 
future research on characterization of the physical mechanisms 
and the associated engineering parameters, including both 
experimental and lower-length scale modeling efforts. In this 
Section, we present the methodology employed for the sensitivity 
analysis and discuss the results obtained.

The parameters considered in the sensitivity analysis are re-
ported in Table 5 along with the considered nominal values and 
ranges of variation. We performed the analysis for various tem-
peratures, i.e., from 800 to 1200 K at intervals of 50 K. For the other 
boundary conditions (including irradiation time, fission rate, grain 
size) we adopted the same as in Section 4. For each one of the 
considered temperatures, we performed 10,000 simulations, 
randomly sampling the scaling factors in the ranges specified in 
Table 5, i.e., adopting a Monte Carlo approach. Uniform distribu-
tions were assumed for the parameters. The tool employed to carry 
out the sensitivity analysis is the RAVEN statistical analysis 
framework [77,78], developed at INL. Considered figures of merit 
for the analysis are calculated fission gas release, intra-granular 
swelling, and inter-granular swelling.

In Figs. 6e8, we show the results of the sensitivity analysis in 
terms of Pearson correlation coefficient and normalized sensi-
tivity coefficient on the three selected outputs, namely fission gas 
release, intra- and inter-granular swelling. The Pearson coefficient 
indicates how strong the correlation of a certain parameter is with 
respect to the chosen figure of merit, while the normalized 
sensitivity coefficient provides a measure of the relative variation 
of the figure of merit with respect to the variation of a specific 
parameter.

The re-solution rate and the intra-granular nucleation factor 
exhibit a strong correlation with FGR (Fig. 6) on the whole tem-
perature range considered, as they are characterized by the highest 
Pearson coefficient. However, only the re-solution rate is associated 
with an appreciable sensitivity coefficient. Results suggest that the 
choice of the nucleation factor, which involved a strong assumption 
based on the experience on UO2, has nevertheless a low impact on 
the calculation results.

As shown in Fig. 7, the calculated intra-granular swelling results
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Fig. 7. Pearson coefficient (a) and normalized sensitivity coefficient (b) of the selected
parameters to intra-granular gaseous swelling at various temperatures.
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Fig. 8. Pearson coefficient (a) and normalized sensitivity coefficient (b) of the selected
parameters to inter-granular gaseous swelling at various temperatures.



Fig. 9. Normalized sensitivity coefficients of the selected parameters to fission gas release, intra- and inter-granular swelling at the temperature of 1050 K.
are mostly sensitive to the re-solution rate and specific surface 
energy, while the dominant parameters for the calculated inter-
granular swelling (Fig. 8) are the grain-boundary bubbles dihe-dral 
angle and saturation coverage. The estimation of the saturation 
coverage in U3Si2 through phase field techniques or experimental 
measurements, complemented by the recent molecular dynamics 
calculations for grain boundary and surface energies [74], will be 
used to improve the presented inter-granular model in the near 
future.

In Fig. 9, we show the sensitivity coefficients calculated at the 
same temperature as the simulation in Section 4, i.e., 1050 K. It is 
noted that the vacancy diffusion coefficients are associated with 
low sensitivity coefficients, indicating that both intra- and inter-
granular bubbles rapidly reach the equilibrium pressure and size 
(Section 3) due to the high mobility of vacancies in U3Si2 according 
to the adopted diffusivity model.
6. Conclusions

In this work, we presented a model for fission gas behavior in
U3Si2 under LWR conditions. The model includes components for
intra-granular and grain-boundary behavior of fission gases and
describes the evolution of fission gas bubbles within the grains and
at grain boundaries, intra-granular gas atom diffusion, and fission
gas release. In order to fill the gap in the experimental data avail-
able for U3Si2 under LWR conditions, we adopted a multiscale
approach whereby lower-length scale modeling for the parameters
is used to inform the engineering scale calculation. In particular, we
derived the intra-granular single gas atom diffusion coefficient and
point defect properties through DFT calculations, and the re-
solution parameter through BCA calculations. The model was
applied to the simulation of an experiment for U3Si2 at power
reactor temperatures available in the literature, pointing out a
physically meaningful representation of fission gas swelling and
release. Moreover, we carried out a sensitivity analysis to assess the
importance of various model parameters in the calculated fission
gas swelling and release. On the one hand, the saturation coverage
of grain faces, the re-solution parameter, and the U3Si2/gas specific
surface energy emerged as a set of high-priority parameters to be
further investigated. On the other, the sensitivity analysis indicated
that some of the most uncertain parameters of the model, i.e. the
intra-granular nucleation factor and the grain-boundary vacancy
diffusion coefficient, are associated with weak Pearson and sensi-
tivity coefficients over the considered temperature range.
We conclude that the work (i) demonstrated an operational 
multiscale modeling approach for fission gas behavior in U3Si2, (ii) 
provided a modeling framework with a promising potential for the 
calculation of fission gas swelling and release in U3Si2 under LWR 
conditions for engineering fuel analysis, and (iii) provided in-
dications that can help addressing future research on the charac-
terization of the parameters through a sensitivity analysis. The 
model can be progressively improved as new data become available 
from theoretical and experimental research. The model of fission 
gas behavior in U3Si2 under LWR conditions presented in this paper 
is currently available in the BISON fuel performance code of Idaho 
National Laboratory.

Further developments of the model will involve the incorpora-
tion of improved parameters from new atomistic and meso-scale 
calculations. These will include, in particular, updated models for 
the diffusivities of fission gas atoms and vacancies in the U3Si2 
lattice, also accounting for irradiation-driven diffusion of fission gas 
atoms, as well as improved estimates for the grain-boundary 
bubble coverage at saturation and for grain-boundary and surface 
energies.
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