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Abstract 

Novel open and disaggregated optical-networking technologies promise to enhance multi-vendor interoperability thanks to their open 

interfaces in both data-plane and control/management-plane. From the viewpoint of disaster resilience in optical networks, such interoperability 

will significantly improve the flexibility in product selection with regard to replacing damaged subsystems with products of different vendors. 

We investigate an approach to enhance resilience of future optical networks with two dimensions: openness and disaggregation. We report our 

studies on the control and optical performance monitoring/telemetry of optical networks with this approach and show the experimental results 

in disaster recovery scenario. 

. 
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Outline

• Background and motivations
• Why are openness and disaggregation beneficial to enhance resilience of optical networks?

• Research activities in  disaster-resilient optical networks with openness and disaggregation
• Part-1: Integration and control of diverse optical subsystems

• Diverse blade integration and unified control of disaggregate/legacy ROADMs
• Part-2: Optical performance monitoring (OPM) and robust telemetry

• Offer robust OPM/Telemetry in post-disaster recovery with open APIs and data models

• Summary
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An Open Approach to Meet Carriers’ Requirements —
SDN + Open + Hardware Disaggregation in Optical Networks

• Break vendor-lock, decreasing CAPEX (D-Plane)

• Be able to mix and match best-in-class platform

• Automated reconfiguration and API to Apps, decreasing OPEX (C/M-plane)

• Be able to achieve SDN-based multi-layer automated control

• Timely utilization of the new system/subsystems based on the latest and advanced
technologies

• Decouple the entire optical system and replace the short life-cycle 
subsystems to better-fit the technology evolution and market maturity, e.g., 
TPND

• Accelerate innovation (both carriers and vendors)

• Empower carriers to leverage new architectures and offer new innovative 
services, thanks to the open architecture and more App developers involved

• Also, offer subsystem vendors incentives on innovations, therefore offer 
system integrators more choices to cost-efficiently customize their products
meeting carriers’ needs

• Enhance the resiliency of optical networks

• Easy to offer and flexibly integrate more interoperable and alternative 
resources for early disaster recovery

Blades
in
ROADMs

Conventional all-in-one 
ROADM system

Open & Disaggregation 
ROADM systems

Device model (YANG)

Network model (YANG)

Service model (YANG)

User Apps

OSS/BSSOrchestrator

Network topology
abstraction

Network topology
abstraction

Hierarchical controller
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Why are openness and disaggregation beneficial? 
(from the resilience perspective)

New 
Paradigm

In case of disasters, failure parts are 
replaced with different vendors’ 

blades, and communication 
functions are quickly rebuilt.

• Emergency recovery might be hard due to the 
shortage of the vendor’s products.

• Further exacerbated during large-scale disasters.

High risk of resource shortage in Emergency recovery

• Simply replace the damaged part (blades) with new 
blades.

• Broadly available blades supply from different 
vendors, qualitatively reduced the risk of resource 
shortage in all-in-one single optical network

• Enable swift recreation of lost communication 
functions.

Broadly available interoperable resource

Conventional all-in-one ROADM 
optical network (vendor-lock)

Disaggregation and Opening Up 
optical networks (w/o vendor-lock)

Optical node composed of 
disaggregated products 

(blades) from different vendors

Single vendor all-in-one product
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Outline

• Background and motivations
• Why are openness and disaggregation beneficial to enhance resilience of optical networks?

• Research activities in  disaster-resilient optical networks with openness and disaggregation
• Part-1: Integration and control of diverse optical subsystems

• Diverse blade integration and unified control of disaggregate/legacy ROADMs
• Part-2: Optical performance monitoring (OPM) and robust telemetry

• Offer robust OPM/Telemetry in post-disaster recovery with open APIs and data models

• Summary
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Modeling of Disaggregate Optical Networks 

ROADM
&
Intra-node topology

Blade level model (components)

Node level model (node device)

Network level model (network)

Service level model (network)

Device model (YANG)

Network model (YANG)

Service model (YANG)

User AppsUser Apps

OSS/BSSOSS/BSSOrchestratorOrchestrator

Network topology
abstraction

Network topology
abstraction

Hierarchical controllerHierarchical controller

Blade model
Large number of diverse blades

How to handle?

Open & Disaggregation systems

Blades
&
Intra-blade topology

TAPI
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Fundamental Works for Diverse Hardware Integration 
Functional Block-based Disaggregation (FBD) Model
Component-level model Node-level model Network-level model

set AvailableConnection := {i in 
InputPort, j in Channels, k in 
OutputPort, l in Channels : j = l}; 
s.t. input{j in Channels, k in 
OutputPort}: sum{i in InputPort} 
c[i, j, k, j] <= 1;

Intra-component connectivity 
constraints:

- ILP method

- Machine-readable

Intra-node fiber connections are precisely described Inter-node fiber connections 
are described[K. Ishii, et al., IEEE/OSA JLT, vol. 37, no. 21, 2019] 7
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Proposal Highlight
Handling the Diverse Hardware Systems with FBD-BAI

Existing All-in-One legacy ROADMs

Repair

Partially failed Legacy 
ROADM, e.g., in disaster

Recreate lost Funs with 
disaggregate blade

Hybrid systems enhancing resiliency

Functional Block-based Disaggregation (FBD) ModelDevice level 

Network level

Service level

Blade level

FBD-based and unified
• blade modeling
• blade configuration
via Blade Abstraction Interface (FBD-BAI).

Single-component 
type blade

Compound-component 
type blade

Open & Disaggregation Systems

Device models, e.g., OpenROADM

Heterogeneous systems with diverse Functionalities, Structures, Constraints, and APIs

Unified FBD-BAI

8
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FBD-BAI

Structure of FBD-based Node and FBD-BAI
OpenROADM

SDN Ctlr

NETCONF/OpenROADM YANG (device)

FBD
Blue Box

Blade level

Node level

Network level

Single-component type blade Compound-component type blade Legacy ROADM type blade

BBCtlr

Initial model (convert from FBD model to OpenROADM)

Model updates & difference

FDB model

Blade Info Components conf-listBlades name-space mapping Info

In/Egress IFs 
(FBD model)

FBD-BAI (gRPC)

Blades DB

FBD Core Manager

Intra-node topology (from blade info)FBD DB

OpenROADM config Rep

Rep

Rep

FBD-BAI Blade Adapter

Blade Manager

Blade 
model

Blade 1
FBD-BAI Blade Adapter

Blade 2
FBD-BAI Blade Adapter

Blade 3

Blade info&
API info

Blade Ctlr
(vendor-x)

Get-blade-info 
Req/Rep

Config-blade 
Req/Rep

OpenROADM-to-FBD 
mapping info

Vendor API 
(blade config)

FDB model

FBD-BAI Blades Operator

Rep

Blade Manager
Blade Ctlr
(vendor-y)

Blade Manager ROADM Ctlr
(vendor-z)

HW
device

BBupdateReverse HW MapperHW Diff Mapper

OpenROADM
NETCONF Server

HW Mapper

FBD
blade

FBD
node

S. Xu, K. Ishii, N. Yoshikane, T. Tsuritani, Y. Awaji, and S. Namiki, OFC2021, June 2021. 9
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ROADM port (outward in/egress)

Blade port (outward in/egress)

Component port (outward in/egress)

Blades info aggregation

Blade-B (vendor-y)

Blade port(s) 
(outward 
ingress) Blade port(s) 

(outward 
egress)

C-1

Chain-mode Intra-node Topology Manipulation

C-1 C-2

FBD model (topology & constraints) 

C-4

Node

Overlap-mode Intra-node Topology Manipulation

Intra-node topology (w/ blade info)Node

ACC-1

C-1 C-2 C-3
ACC-2

C-4

Replace and bypass the failed C3
(in ACC-1) with C4 (in ACC-2) to
restore the ROADM (e.g., legacy all-
in-one ROADM).

Model unification

Intra-node topology (w/ blade info)Node

ACC-1 ACC-2

C-1 C-2 C-3 C-4

C-1 C-2

FBD model (topology & constraints) Node

C-3 C-4

Blade port(s) 
(outward 
ingress)

Blade port(s) 
(outward 
egress)

C-1 C-2 C-3

Blade-A (vendor-x)

Blade info Aggregation and Intra-node Topology Manipulations

FBD-BAI

Connect ACC-1 and ACC-2 to form
a disaggregate ROADM.
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Blade-A (vendor-x)

Blade Manager
ROADM Ctlr
(vendor-x)

FBD-BAI Blade Adapter

Vendor API
(blade config)

No. Compo
#

Func Sequence
#

Para1 Para2 Para3 Para4 Para5 Etc.

1 1 WSS 2 Action
=SET

Ingress 
port=1

Egress 
port=2

Center 
Freq=195.20 THz

Slot-width 
=100 GHz

VOA=xxx

2 3 EDFA 1 Action
=SET

Ingress 
port=1

Egress 
port=1

Center 
Freq=195.20 THz

Slot-width 
=100 GHz

PWR=xxx

…

Blade port# Center-Freq Slot-width Etc.

1 195.20 THz 100 GHz xxxBlade port# Center-Freq Slot-width Etc.

1 195.20 THz 100 GHz xxx

Blade port# Center-Freq Slot-width Etc.

1 195.20 THz 100 GHz xxxBlade port# Center-Freq Slot-width Etc.

2 195.20 THz 100 GHz xxx

Configuration of Diverse Blades via FBD-BAI

FBD-BAI Blades Operator

FBD-BAI Blade Adapter

Egress info of blade

Blade-B (vendor-y)

FBD-based compo-conf-list meta-info: intra-node path info, Center-Freq, BW, etc.  (blade-unaware)

Blade-conf-packages: In/Egress ports per blade, Center-Freq, BW, etc.  

FBD-BlueBox Ctlr

Ingress info of blade

Egress info of blade

Ingress info of blade

FBD-BAI

FBD-based intra-node paths computation

Intra-
node 
path
in FBD

Vendor API (blade config)
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Demonstration of FBD-BAI-based Integration of Diverse Blades

Node D
(Vendor-X ROADM)

Blue Box

WSS 
(ADD)

EastWest

WSS 
(DROP)

TR TR

OTU2e 
TRPN OTU2e 

TRPN

Temporary hybrid node A
(Vendor-X ROADM +    
3rd party WSS blade)

Node B
(Disaggregate ROADM)

Node C
(Vendor-Y ROADM)

Blade Adapter

BB-A BB-B

A1 A2 B1 B2 B3 B4 C1 D1

BB-C BB-D

OpenROADM SDN Ctlr

195.2 THz 195.2 THz195.2 THz
195.3 THz

Demonstration Scenario (e.g., emergency disaster recovery scenario):
Phase-I:   Blade model info collection via FBD-BAI
Phase-II:  OpenROADM device mode data mapping via FBD mappers and collection
Phase-III: Path Provisioning with OpenROADM and configured by FBD and FBD-BAI

12

7 8

9 10

11 12
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Three-phase Demo Clip (C-Plane)
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node B, blade B3 config-blade

node B, blade B4 config-blade 

node B, blade B1 config-blade

node B, blade B2 config-blade

node C, blade C1 config-blade

node C, blade C1 config-blade

Phase-III via 
OpenROADM
FBD, FBD-BAI

For the second 
lightpath <B, C> 

Selected Messages via WireShark in Phase-III Demonstration

14
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Outline

• Background and motivations
• Why are openness and disaggregation beneficial to enhance resilience of optical networks?

• Research activities in  disaster-resilient optical networks with openness and disaggregation
• Part-1: Integration and control of diverse optical subsystems

• Diverse blade integration and unified control of disaggregate/legacy ROADMs
• Part-2: Optical performance monitoring (OPM) and robust telemetry

• Offer robust OPM/Telemetry in post-disaster recovery with open APIs and data models

• Summary
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Overview: Offer Robust OPM/Telemetry in Post-disaster Recovery

16

• A. How to integrate multi-vendor OPM devices to quickly recreate lost OPM/Telemetry in case of disaster recovery?
• Integration of multi-vendor monitor devices-based first-aid-unit (FAU) via open API and OpenConfig YANG model

• B. How to achieve Robust OPM/Telemetry in case of disaster recovery?
• Robust OPM/Telemetry which is functionable in the degraded and unstable C/M-Plane, or an emergency C/M-plane 

with limited BW

Disaster zone

Various first aid units (FAUs) OPM monitors

Integration of multi-vendor monitor devices FAU
via open API and OpenConfig YANG model

A

B

16
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Emergency FAU integration via Open API/Data-model and Robust 
OPM/Telemetry under C/M-plane Constraint

FeaturesFeatures

Open and Robust OPM/Telemetry functionable under C/M-plane BW constraintOpen and Robust OPM/Telemetry functionable under C/M-plane BW constraint

OPM data Triage
in degraded 

C/M-plane network

FAU platform  for 
multivendor OPM 

devices integration

Telemetry system
self-adjustment

S. Xu, Y. Hirota, M. Shiraiwa, M. Tornatore, S. Ferdousi, Y. Awaji, N. Wada, and B. Mukherjee, IEEE/OSA JLT, Jan. 2020. 17
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Multi-vendor OPM FAUs Integration via OpenConfig

• We can use OPM FAU to replace the damaged OPM components and recreate the lost OPM 
functionality as early as possible 

• Multi-vendors OPM devices integration with an open architecture
• Introduce OPM device adaptor to deal with the diversified APIs 
• Adopt NETCONF and OpenConfig YANG data model

module: openconfig-channel-monitor
+--rw channel-monitors

+--rw channel-monitor* [name]
+--rw name        -> ../config/name
+--rw config
| +--rw name?           -> /oc-platform:components/component/name
|  +--rw monitor-port? -> /oc-platform:components/component/name
+--ro state
|  +--ro name?           -> /oc-platform:components/component/name
|  +--ro monitor-port? -> /oc-platform:components/component/name
+--rw channels

+--ro channel* [lower-frequency upper-frequency]
+--ro lower-frequency    -> ../state/lower-frequency
+--ro upper-frequency  -> ../state/upper-frequency
+--ro state

+--ro lower-frequency?          oc-opt-types:frequency-type
+--ro upper-frequency?        oc-opt-types:frequency-type
+--ro psd?         oc-types:ieeefloat32
+--ro nict-chan-monitor:peak-power?   decimal64
+--ro nict-chan-monitor:fwhm?         decimal64
+--ro nict-chan-monitor:osnr?       decimal64

~~

nict-channel-monitor.yang

Stream
Emergency
OPM FAU

Adaptor
Optical 
signal OPM data manager

OPM data store
(OpenConfig YANG)

Data server

NETCONF/OpenConfig YANG

Telemetry 
Agent

OpenConfig-based YANG model multi-vendor-based OPM FAU platform

Diversified 
APIs

Telemetry 
collector

NMS/SDN Ctrl

OPM
device
OPM

device

18
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Agent: OPM Data Analysis and Triage in Degraded C/M-plane Network

OPM data

OPM data

• High BW
• High rate OPM

Mismatch

Collector

Agent

OPM devices

Extension of OpenConfig-Telemetry.yang
for Sensitivity specification 

• Low BW
• Low rate telemetry

NETCONF/
OpenConfig YANG

Emergency OPM FAUs

OPM stream
Subscriber

Data server
Telemetry 
Collector Rank/Heartbeat/Sensitivity analyser

Request 
receiver

Probe 
responder

NMS/SDN Ctrl

gRPC
NETCONF
/OpenConfig YANG

Best-effort 
telemetry

Monitor manager

Telemetry
Agent

ProberCollector 
requester

OPM data manager

OPM data store

Data server

OPM data
Analysis & 
Prioritising

Cut

1st priority

Add/Del

2nd priority

PWR/var

3rd priority

High priority
OPM data

OPM data analyzer and prioritizer

4th priority

19
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Telemetry System Self-adjustment Meeting the C/M-plane BW Condition

Collector A Collector BAgent

Probe (BW, delay, load)

Responses

Collector Req (Rank info)

Subscription and Hear-beat/Sensitivity Config

(II)
Hear-beat& Sensitivity selection
based on the Rank info 

Probe

Responses

Collector Req

Subscription&Config

(III)
Continuously receive data with a 
period of time T, if no refresh Req, 
unsubscribe automatically

(III)

Periodically refreshment of collector Req for subscription 

Refreshment of Req for subscription

(I)
Collector 
ranking & 
selection

(I)
(II)

OPM telemetry notification data stream

Unsubscribe

OPM telemetry notification data stream

ｇRPC
NETCONF/
OpenConfig Yang

Based on gRPC/NETCONF/OpenConfig Yang we propose a robust telemetry protocol 

• To flexibly reconfigure the data-rate and notification stream connections

• To adapt to the BW/load conditions

• Combined with the prioritization in agents, a best-effort OPM collection can be achieved

Emergency
C/M-plane 

network

Emergency C/M-plane network
(Unstable environment）

20
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Demonstration Setup 

C/M-plane BW variation between 
agents and collectors

EastEast WestWest

OPM-Man-1OPM-Man-1

Input 
Mon
Input 
Mon

EastEast WestWest EastEastWestWest

Input 
Mon
Input 
Mon

Emergency C/M-plane network
(Unstable, limited BW)

Output 
Mon
Output 
Mon

OPM-Man-2OPM-Man-2 OPM-Man-3OPM-Man-3

A1A1 A2A2

C1C1 C2C2

Fibre cutFibre cutFibre bendingFibre bending

TRPNTRPN
TRPNTRPN

Path ctrl
(Add/Del)
Path ctrl
(Add/Del)

Test events

Adapter-1Adapter-1

Notification
merge

Dev-1Dev-1 Dev-2Dev-2 Dev-3Dev-3

Adapter-2Adapter-2 Adapter-3Adapter-3

Low High
NMS NMS 

FAU-1FAU-1 FAU-2FAU-2 FAU-3FAU-3
Original 

C/M-plane network

Emergency
C/M-plane network

Original 
D-plane network

195.4 THz
lightpath

Agent/Collector Period-I Period-II

A1-C1 50Kbps 50Kbps

A1-C2 30Kbps 5Mbps

A2-C1 50Kbps 50Kbps

A2-C2 30Kbps 5Mbps

21
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Robust-Telemetry Protocol Behavior

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

(9)

(10)

(11)

Notification

Notification

Notification

Load Probe

BW Probe

Notification

P(I) 
Low 
BW

P(II) 
High 
BW

OPM FAU integration

Select Collector1

C1 subscription and Config

Select Collector2

C2 subscription and Config

C1 unsubscription

22
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Original and Collected OPM Data

CM-plane BW variation timeline
50Kbps50Kbps 5Mbps (recovered)5Mbps (recovered)

Time (min)Time (min)

O
pt

ic
al

 p
ow

er
O

pt
ic

al
 p

ow
er

CM-plane BW variation timelineCM-plane BW variation timeline
50Kbps 5Mbps (recovered)

Time (min)

O
pt

ic
al

 p
ow

er

1. Original OPM data monitored 
@FAU (as reference)
1. Original OPM data monitored 
@FAU (as reference)

2. First correctly collected high-
priority OPM data @NMS with
limited C/M-plane BW

2. First correctly collected high-
priority OPM data @NMS with
limited C/M-plane BW

3. Collected all OPM data @NMS
after CM-plane BW recovery 

Self-adaptive to C/M-plane BW 
condition

Validation of Robust OPM/Telemetry in degraded C/M-plane networkValidation of Robust OPM/Telemetry in degraded C/M-plane network

23
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Summary

• Openness and disaggregation are beneficial to enhance resilience of optical networks

• Recent research activities in  disaster-resilient optical networks with openness and disaggregation
• Part-1: Integration and control of diverse optical subsystems

• Demonstrated an FBD-based system and Blade Abstraction Interface (BAI) for the flexible 
integration of diverse blades

• Unified approach for integration and control of diverse types of blades 
• Heterogeneous optical networks with new disaggregate and existing legacy ROADMs
• Hybrid nodes enabling swift disaster recovery of legacy ROADMs 

• Part-2: Robust OPM/Telemetry
• Demonstrated a robust OPM/Telemetry in post-disaster recovery with open APIs and data 

models
• Multi-vendor OPM devices integration with Open API/YANG Model
• OPM data Triage in degraded C/M-plane network
• Telemetry system self-adjustment meeting the C/M-plane BW condition

24
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