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Abstract— Cardiologists highlight the need for an intra-
operative 3D visualization to assist interventions. The intra-
operative 2D X-ray/Digital Subtraction Angiography (DSA)
images in the standard clinical workflow limit cardiologists’
views significantly. Compared with image-to-image registration,
model-to-image registration is an essential approach taking
advantage of the reuse of pre-operative 3D models recon-
structed from Computed Tomography Angiography (CTA)
images. Traditional optimized-based registration methods suf-
fer severely from high computational complexity. Moreover,
the consequence of lacking ground truth for learning-based
registration approaches should not be neglected. To overcome
these challenges, we introduce a model-to-image registration
framework via deep learning for image-guided endovascu-
lar catheterization. This work performs autonomous vessel
segmentation from intra-operative fluoroscopy images via a
deep residual U-net and a model-to-image matching via a
convolutional neural network. For this study, image data were
collected from 10 patients who performed Transcatheter Aortic
Valve Implantation (TAVI) procedures. It was found that vessel
segmentation of test data results in median values of Dice
Similarity Coefficient, Precision, and Recall of (0.75, 0.58,
0.67) for femoral artery, and (0.71, 0.56, 0.74) for aortic
root. The segmentation network behaves better than manual
annotation, and it recognizes part of vessels that were not
labeled manually. Image matching between the transformed
moving image and the fixed image results in a median value of
Recall of 0.90. The proposed approach achieves a good accuracy
of vessel segmentation and a good recall value of model-to-
image matching.

Index Terms— Endovascular Catheterization, Image-guided
Interventions, Image Registration, Deep Learning, Convolu-
tional Neural Network

I. INTRODUCTION

Aortic valve stenosis is a narrowing of the aortic valve
opening. It is a common, abnormal condition of heart’s aortic
valve, and it can be severe. Narrowed valve, typically due
to calcium deposits, will affect blood circulation [1]. Tran-
scatheter Aortic Valve Implantation (TAVI) is a procedure
for treating patients with aortic valve stenosis by placing a
trans-catheter prosthetic valve at the aortic valve. The trans-
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femoral access approach is the choice in the vast majority of
TAVI patients (around 70%) [2].

Intra-operatively, the access route and target site are es-
sential imaging regions to guarantee the safety of needle
insertion and accuracy of prosthetic valve alignment. Flu-
oroscopy imaging is the traditional intra-operative imaging
approach. Nevertheless, that 2D image does not provide
enough information for cardiologists, and the need for an
intra-operative 3D visualization is highlighted. For example,
the clinical study in [3] stressed that image fusion could help
cardiologists for performing TAVI procedures and validated
it through controlled experiments. The fusion image of the
aortic root is presented intra-operatively under the support
of the Valve ASSIST 2 (GE Healthcare), which is registered
at the beginning of the procedure from multiple fluoroscopy
views. In addition to facilitating the operation of cardiolo-
gists, image registration between various imaging modality
methods can also significantly improve the guidance of
steerable instruments (for example, magnetically actuated
robotic catheters) [4]. The image registration can also help
for autonomous target localization for robotic interventions
and increase the level of autonomy [5].

The state-of-the-art image registration is classified into
optimization-based and learning-based approaches. For
optimization-based approaches, the aortic centerline [6] and
aortic shape contour [7] are commonly used as features for
matching. In [6], a graph matching method is proposed to
establish the correspondence between the 3D pre-operative
and 2D intra-operative skeletons extracting from fluoroscopic
images, and then the two skeletons are registered by skeleton
deformation. The work in [7] estimated a warp field of
3D aortic shape deformation by solving a non-linear least-
squares problem based on an embedded deformation graph.
However, the optimization-based approaches suffer severely
from high computational complexity, and learning-based
approaches are explored and reviewed in [8]. A model-image
registration of left ventricle by imitation learning is proposed
in [9] for cardiac resynchronization therapy. In the reported
results of [9], the target registration error was measured by
computing the L2 norm of the points of the cross landmark at
the center, between the fluoroscopy cross and the registered
left ventricle model cross, and an error of 2.92 4+ 2.22 mm
was reported. A model-image registration via multi-channel
Convolutional Neural Network (CNN) with deformations
caused by heartbeat and respiration is introduced by [10],
where different channels represent different phases in the
diameter periodic variation. Nevertheless, it needs a dataset
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Fig. 1.

The workflow of model-to-image registration via deep learning. Pre-operatively, a 3D model is reconstructed from CTA slices, and a projection

image is generated afterward. Autonomous vessel segmentation from intra-operative fluoroscopy images is implemented via DRU-Net, and model-to-image

matching via CNN provides a registered visualization.

including complete cycles for learning the change of vessel
diameter, which entails a long time exposure for imaging and
a great amount of contrast media used.

The research described in literature using optimization-
based approaches suffered severely from high computational
complexity [6]. Most studies on learning-based approaches
in literature use the landmarks or other annotated features
as ground truth, which takes a tremendous effort for large
datasets [8]. The contributions of this work are summarized
as follows. First, we present a novel framework using deep
learning for image registration based on the pre-operative
model instead of image slices. Second, we propose a novel
model-to-image matching approach in an unsupervised way,
i.e., no landmarks or other annotated features for matching
are provided.

This paper introduces a novel model-to-image registration
framework via deep learning for image-guided endovascular
catheterization. In order to find the correspondence be-
tween a pre-operative model and intra-operative images, this
framework firstly performs autonomous vessel segmentation
from fluoroscopy images. A deep residual U-net architecture
is employed, thanks to its fast learning convergence and
efficient spatial information propagation without degradation.
After that, a model-to-image matching via CNN is intro-
duced. The proposed framework is based on the reuse of
the pre-operative model that is reconstructed from Computed
Tomography Angiography (CTA) images for diagnosing and
size measurement. For this study, image data were collected
from 10 patients who performed TAVI procedures, and in
total, 1221 annotated fluoroscopy frames were used.

The rest of this paper is structured as follows. The materi-
als and model-to-image registration approach are introduced

in Section II. Section III discusses the experimental results.
Conclusions and future work are presented in Section IV.

II. MATERIALS AND METHODOLOGY

The framework of the proposed model-to-image registra-
tion approach is introduced in Fig. 1. It presents the workflow
to obtain a pre-operative 3D model (detailed in Sec. IIA),
autonomous vessel segmentation from intra-operative fluo-
roscopy images (detailed in Sec. IIB), and model-to-image
matching (detailed in Sec. IIC).

For this study, image data were collected from 10 patients
who performed TAVI procedures. The data were acquired
from the Centro Cardiologico Monzino (CCM) at Milan,
Italy. The data collection followed the ethical protocol ap-
proved by the CCM under the assigned code of 02_21 PA.

A. 3D Model Reconstruction

The pre-operative CTA images were acquired fol-
lowing two typical Multidetector Computed Tomography
(MDCT) scan strategies: cardiac Electrocardiogram (ECG)-
syncronized CTA of the aortic root and heart followed by a
non-ECG-syncronized helical CTA of the thorax, abdomen
and pelvis; ECG-syncronized CTA of the thorax followed
by a non-ECG-syncronized helical CTA of the abdomen and
pelvis. Respiratory motion is also a common artifact seen at
cardiac CT [11], and there are novel studies regarding motion
correction under a free-breathing acquisition mode [12], [13].
In this study, a breath-holding method was employed for CT
scan acquisition, and the respiratory motion was negligible
theoretically.

Semi-automatic segmentation of the vessels and 3D mesh
model reconstruction were performed using the AW server
(GE Healthcare), followed by a manual refinement process.



Fig. 2. Sample of fluoroscopy images in the dataset collected showing
the variability of the FoV: (A) right femoral, (B) left femoral, (C) aortic
bifurcation, and (D-F) aortic root.

The 3D models were exported under the support of the 3D
suite (GE Healthcare).

B. 2D Shape Segmentation

A large number of methods have been proposed to auto-
matically or semi-automatically segment vascular structures
[14]. The residual networks have been proven to achieve
better performance than state-of-the-art algorithms for vessel
segmentation tasks [15]. In this work, we employ a Deep
Residual U-Net (DRU-Net) architecture [16] for vessel seg-
mentation in fluoroscopy images.

The fluoroscopy images were intra-operatively acquired.
The Field-of-View (FoV) was changed during the procedure
to show the concerned vessels condition. Some samples of
the dataset images which depict the variability of the FoV
are shown in Fig. 2. As a summary, the images can be
classified into two categories: the frames with a lower FoV
(see Fig. 2A-C), and the frames with an upper FoV (see
Fig. 2D-F). From original fluoroscopy images, a different
number of frames were extracted as described in TABLE I
and manually annotated using PixelAnnotationTool [17].

A prepossessing stage included resizing of the frames
to 256x256 to be consistent with the input layer of the
DRU-Net used. This training was done by using all the
annotated frames obtained from 9 patients for training and
validation, while the data from one patient were used for
testing. The training, validation, and testing dataset in this
stage were arranged as illustrated in TABLE 1.

The DRU-Net segmentation network adapts a 2D encoder-
decoder architecture taking an input layer size of 256x256.
The encoder consists of four residual blocks, each followed
by a 2x2 max-pooling layer. Each residual block uses two
convolutional layers of kernel size 3x3, each followed by
batch normalization and a ReLU activation function. A
residual connection is introduced for each residual block,
which adds the input to the output of the same block. The
decoder consists of up-sampling of feature maps from the

TABLE I
DETAILED INFORMATION ABOUT THE DATASET COLLECTED.

Patient No. lower FoV upper FoV

No. of Image Size No. of Image Size

annotated el annotated el

frames (pixels) frames (pixels)
1 52 512%512 47 512%512
2 37 512*512 62 512%512
3 43* 512*512 124 512%512
4 20 512%512 23 512#%512
5 18 512*512 45 512%512
6 20 1024*1024 101* 512#%512
7 57 512%512 60 512#%512
8 48 512*512 178 512%512
9 70 512%512 81 512%512
10 38 512%512 97 512%512
Training 275 — 569 —
Validation 85 — 148 —
Testing 43 — 101 —
Total 403 — 818 —

== - == r
*These images were set apart to be used only during testing.

lower level and concatenation with the feature maps from
the corresponding contracting path.

For the training on frames with a lower FoV, the loss
function is based on the Dice Similarity Coefficient (DSC),

2TP !

2TP+ FN+ FP 0
where T'P is the number of pixels that belong to the vessels,
which are corrected segmented, F'P is the number of pixels
miss-classified as vessels and F'N is the number of pixels
that should be classified as vessels, but actually, they are not.

For the training on frames with an upper FoV, the loss
function is based on a binary crossentropy defined as:

Lisegry =1

N
1
L(segu) = *N Z Y; IOg Yy + (1 - Y;) log(l - }[1/) (2
i=1

where N is the number of scalar values in the model output,
Y/ is the ith scalar value in the model output and Y; is the
corresponding target value.

C. Model-to-Image Matching

Given a pre-operative 3D model, a projection image is
generated according to the primary and secondary angles
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Fig. 3. Scheme of the primary and secondary angles in the fluoroscopy

metadata.
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Fig. 4. The sketch of the CNN architecture for model-to-image matching.

obtained from the fluoroscopy metadata. The definition of
these two angles is shown in Fig. 3. Thus the projection can
be expressed as:

Lp
Yp | = Rot, (a)ROt:r (ﬂ)
dp

A3)

IS IS

where o and (3 are the primary angle and secondary angle,
respectively. Rot,, Rot, denotes the rotation matrix. (z,y, 2)
is the coordinates of mesh model vertices and (x,yp) is the
coordinates of projected vertices.

From a projection image, a Region of Interest (ROI) is
interactively selected and referred to as the moving image
for further image matching.

With deep learning, given a pair of moving and fixed
images, the registration network outputs an affine transfor-
mation matrix M, which can be considered as a combination
of scaling, shearing, translation, rotation of the moving
image. That matrix defines a mapping from the moving
image’s coordinates to that of the fixed image, which can
be expressed as:

Ty Tm mi miz dy
Yr| =M |ym | With M = |mga1 maz dy “4)
1 1 0 0 1

where (zf,yf) is the coordinates of the fixed image,
(T, Ym) is that of the moving image and M is the trans-
formation matrix.

The CNN adopts a 2D encoder architecture as shown
in Fig. 4, taking an input layer size of 256 x 256. The
convolutional layers use 32, 64, 64, 128, 128, 128, 128, 256,
256 filters. The kernel size of the first convolutional layer is
5 x b, and it is 3 x 3 for the others. Each convolutional layer
is followed by batch normalization and a ReLU activation
function. From the third convolutional layer, it is followed
by a 2 x 2 max-pooling layer every other time. The first fully
connected layer has 1024 neurons with a ReLLU activation
function. The last fully connected layer has six neurons
representing transformation matrix parameters.

For training the network without the ground truth of
the transformation matrix, the moving image is transformed
respecting the predicted transformation matrix output, and
the difference between the transformed image and the fixed
image is regarded as the training loss. A bilinear interpolation
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Fig. 5. Box plots obtained from the segmentation results of frames (A) with
a lower FoV and (B) with an upper FoV, with respect to DSC, Precision,
and Recall.

layer from Spatial Transform Network (STN) [18] is imple-
mented for performing that transform. The loss function is
therefore defined with respect to the DSC between the fixed
image and the predicted transformed image.

1 2TP
2TP+ FN + FP

where T'P is the number of pixels that belong to the vessels
in the fixed image, which are corrected registered, F'P is
the number of pixels miss-registered as vessels, and F'N is
the number of pixels that should be registered as vessels, but
actually, they are not.

Lireg) = )

D. Experiment and Validation

The performance metrics chosen for evaluating the seg-
mentation and registration results were the DSC, the Preci-
sion and Recall which are defined as

2T P
DSC_QTP+FN+FP ©
TP

Precision = —————
recision TPLFP (7)
TP
Recall = TP+ FN ®)

The learning rate and mini-batch size of the segmenta-
tion network DRU-Net were chosen by trying the different
combinations between several possible values of the hyper-
parameters. The training on images with a lower FoV used a
learning rate of le—5 and a batch size of 8. The training on
images with an upper FoV used a learning rate of 0.1 and a
batch size of 4. The learning rate and mini-batch size of the
model-to-image matching network CNN were le—4 and 4,
respectively.

The Networks were implemented using Zensorflow and
Keras frameworks in Python trained on a NVIDIA GeForce
RTX2080Ti GPU card.
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Fig. 6. Sample of results obtained using DRU-Net with its respective dice
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Fig. 7. The resulting Grad-CAM attention map from the input image, which
produces a coarse localization map highlighting the important regions in
the image for predicting the segmentation. (A) Input image (B) Grad-CAM
attention map (C) Overlapping image between (A) and (B).

I1I. RESULTS AND DISCUSSION
A. 2D shape Segmentation

The box plots obtained from testing and validation data
with respect to DSC, Precision and Recall are shown in
Fig. 5. It was found that vessel segmentation of test data with
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Fig. 8. Box plots obtained from the results of image matching with respect
to DSC, Precision, and Recall.

Image Matching

Model-Image

Moving Image Fixed Image DSC: 0.583 Matching
3¢
(A)
. i Image Matching Model-Image
Moving Image Fixed Image DSC: 0.575 Matching

1\

Fig. 9.
registration. The colors in the image matching results are as follows. T'P:
Yellow, F'P: Magenta, F'N: Cyan

Sample of results obtained using CNN for model-to-image

a lower FoV results in median values of DSC, Precision, and
Recall of 0.75, 0.58, and 0.67, respectively. The segmentation
of test data with an upper FoV gives good results obtaining
median values of DSC, Precision, and Recall of 0.71, 0.56,
and 0.74, respectively.

Some samples of the results obtained with DRU-Net are
shown in Fig. 6. It shows that some parts of the vessels
are correctly segmented in the majority of the cases. Fig. 6A
shows that sometimes the network can not distinguish vessels
and devices (tube structure). In some cases (Fig. 6D-F), the
network behaves better than manual annotation (i.e., mask),
and it recognizes parts of vessels that were not labeled
manually.

A Grad-CAM attention map [19] was generated to produce
‘visual explanations’ for decisions from the DRU-Net model
and to make them more transparent. The Grad-Cam approach
creates a coarse localization map highlighting the critical
regions in the image for predicting the segmentation. For
example in Fig. 7, the aortic arch is detected as an important
region, while the coronaries regions are not considered as
critical regions in this case.

B. Model-to-Image Registration

The box plots obtained from testing and validation data
with respect to DSC, Precision and Recall are shown in
Fig. 8. Image matching between the transformed moving
image and the fixed image results in median values of DSC,
Precision, and Recall of 0.71, 0.55, and 0.90, respectively.



Since the fixed image might cover only partial branches of
the vasculature, the Recall value can better reveal matching
accuracy. Some samples of the results obtained with CNN
are shown in Fig. 9. The model-to-image registration can
provide a 3D visualization to guide and locate the device
more visually.

The deformation field is neglected in this work, consider-
ing that the autonomous vessel segmentation is not always
accurate. The lack of segmentation accuracy would affect
the deformation detection significantly. Therefore the model
with deformation would be less stable and could increase the
workload and disturbance to cardiologists.

In our datasets, the subjects took the procedure in O-
7 months (some delayed due to COVIDI19) after the pre-
operative CTA scanning. The proposed framework is based
on the reuse of the pre-operative model that is reconstructed
from CTA images for diagnosing and size measurement. We
assume that this pre-operative model is still accurate at the
moment of the actual procedure date.

There is a factor that might influence the performance of
this approach: the accuracy of the reconstructed model. The
pre-operative imaging modality does not greatly influence the
registration performance, but the reconstructed model could
have an influence.

IV. CONCLUSIONS

This work proposed a model-to-image registration frame-
work via deep learning for image-guided endovascular in-
terventions. Autonomous vessel segmentation from intra-
operative fluoroscopy images is implemented via DRU-Net,
and model-to-image matching via CNN provides a registered
visualization. The proposed framework is based on the reuse
of the pre-operative model reconstructed from CTA images
for diagnosing and size measurement, and there is no inter-
ference with the standard clinical workflow. For this study,
image data were collected from 10 patients who performed
TAVI procedures, and in total, 1221 annotated fluoroscopy
frames were used. The results show that the proposed ap-
proach achieves a good accuracy of vessel segmentation and
a good recall value of model-to-image matching.

Future work improvements include integrating augmented
reality, performing user-end evaluation in the operating room,
and extending to a deformable registration approach con-
sidering the vessel deformations due to the device contact
during the procedure. Moreover, the authors would improve
the datasets by providing the landmarks or other annotated
features as ground truth for image matching, and then
compare the performance of the proposed approach with the
works of literature.
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