
Combustion and Flame 229 (2021) 111366 

Contents lists available at ScienceDirect 

Combustion and Flame 

journal homepage: www.elsevier.com/locate/combustflame 

An evolutionary, data-driven approach for mechanism optimization: 

theory and application to ammonia combustion 

A. Bertolino 

a , b , c , M. Fürst a , b , c , A. Stagni c , A. Frassoldati c , M. Pelucchi c , C. Cavallotti c , 
T. Faravelli c , A. Parente 

a , b , ∗

a Université Libre de Bruxelles, Ecole polytechnique de Bruxelles, Aero-Thermo-Mechanics Laboratory, Bruxelles, Belgium 

b Université Libre de Bruxelles and Vrije Universiteit Brussel, Combustion and Robust Optimization Group (BURN), Bruxelles, Belgium 

c Department of Chemistry, Materials, and Chemical Engineering “G. Natta”, Politecnico di Milano, Milano 20133, Italy 

a r t i c l e i n f o 

Article history: 

Received 18 October 2020 

Revised 8 February 2021 

Accepted 9 February 2021 

Available online 9 March 2021 

Keywords: 

Optimization 

Detailed kinetics 

Ammonia 

Uncertainty quantification 

a b s t r a c t 

In this work, we propose a novel data-driven approach for detailed kinetic mechanisms optimization. 

The approach is founded on a curve matching-based objective function and includes a methodology for 

the optimisation of pressure-dependent reactions via logarithmic interpolation (PLOG format). In order to 

highlight the advantages of the new formulation of the objective function, a comparison with L 1 and L 2 
norm is performed. The selection of impactful reactions is carried out by introducing a Cumulative Im- 

pact Function (CIF), while an Evolutionary Algorithm (EA) is adopted for the optimization. The capabilities 

of the proposed methodology were demonstrated using a database of ~635 experimental datapoints on 

ammonia combustion, covering standard targets like ignition delay times, speciation and laminar flame 

speed. The optimization was carried out starting from a recently published mechanism, describing am- 

monia pyrolysis and oxidation, largely developed using first-principles calculation of rate constants. After 

the selection of the 24 most impactful reactions, the related 101 normalized Arrhenius parameters were 

simultaneously varied, within their uncertainty bounds. Their uncertainty bounds were taken from the 

literature, when available, or estimated according to the level of theory adopted for the determination of 

the rate constant. Hence, we also provide guidelines to estimate uncertainty for reaction rate constants 

derived from first principles calculations using well consolidated computational protocols as a reference. 

The optimized mechanism was found to improve the nominal one, showing a satisfactory agreement over 

the entire range of operating conditions. Moreover, the use of ‘curve matching’ indices was found to out- 

perform the adoption of L 1 and L 2 norms. The comparison between the nominal mechanism and the 

one optimized via curve matching allowed a clear identification of different critical reaction pathways for 

different experimental targets. From this perspective, the methodology proposed herein can find further 

application as a useful design-of-experiments tool for an accurate evaluation of crucial kinetic constants, 

thus driving further mechanism improvement. 

© 2021 The Authors. Published by Elsevier Inc. on behalf of The Combustion Institute. 

This is an open access article under the CC BY-NC-ND license 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
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. Introduction 

The development of detailed kinetic mechanisms for fuels com- 

ustion supports and facilitates the implementation of cleaner fu- 

ls and more efficient combustion technologies, in the perspec- 

ive of a reduced environmental impact, a differentiation of en- 

rgy sources and their wiser utilization [1] . From a chemical ki- 
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E-mail address: alessandro.parente@ulb.be (A. Parente). 

w

t

s

l

r

ttps://doi.org/10.1016/j.combustflame.2021.02.012 

010-2180/© 2021 The Authors. Published by Elsevier Inc. on behalf of The Combustion In

 http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
etics perspective, a combustion process involves a considerable 

mount of species connected by a complex network of reactions. 

he increase in computing capabilities and in the accuracy and 

vailability of experimental data [2] , [3] pushes the development 

f kinetic models of increasing complexity in terms of number 

f species (~10 3 ) and reactions (~10 4 ) [1] . The rate constants of 

hese reactions constitute the parameters of such models, together 

ith thermodynamic and transport properties. These can be de- 

ermined experimentally, theoretically or based on analogy with 

imilar compounds for which kinetic subsets already exist [4] . The 

ast decade was characterized by a more frequent adoption of theo- 

etical methods (e.g. ab initio transition state theory-based master 
stitute. This is an open access article under the CC BY-NC-ND license 
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Nomenclature 

Roman symbols 

A pre-exponential factor [s – cm 

3 – mol] 

E a activation energy [cal/mol] 

f r uncertainty factor for reaction r 

R universal gas constant [cal/mol/K] 

d 0 
j 

zero-order derivative dissimilarity index for the j th 

dataset 

d 1 
j 

first-order derivative dissimilarity index for the j th 

dataset 

g experimental data spline 

m model evaluations spline 

p c cross-over rate 

p m 

mutation rate 

X uniformly distributed random variable 

Y optimisation target 

I r,s impact coefficient of r th reaction in s th test case 

s r,s sensitivity coefficient of r th reaction in s th test case 

Greek symbols 

κ kinetic rate constant [s – cm 

3 – mol] 

α ln(A) [-] 

β temperature exponent [-] 

ε activation temperature (E a /R) [K] 

Acronyms 

GRI Gas Research Institute 

B2B-DC Bound to (2) Bound Data Collaboration 

EA Evolutionary Algorithm 

GA Genetic Algorithm 

MUM-PCE Method of Uncertainty Minimization using Poly- 

nomial Chaos Expansion 

PLOG Pressure LOGarithmic interpolation 

CM Curve Matching 

RCM Rapid Compression Machine 

PFR Plug Flow Reactor 

JSR Jet Stirred Reactor 

FPF Freely Propagating Flames 

TC Test Case 

CSF Cumulative Sensitivity Function 

CIF Cumulative Impact Function 

PES Potential Energy Surface 

Subscripts 

0 nominal 

r r th reaction 

max maximum value of the related variable 

min minimum value of the related variable 

L 2 dissimilarity index based on L 2 norm evaluation of 

given polynomials 

p Pearson based dissimilarity measure of given poly- 

nomials 

m mutation 

c cross-over 

quation, AI-TST-ME) [5] , [6] , for the determination of kinetic pa- 

ameters and thermodynamic properties. Beyond the intrinsic ad- 

antages derived from the massive use of AI-TST-ME methods in 

erms of model predictive capabilities, the increasing popularity 

f such methods is justified by improved theoretical methods and 

lgorithms currently available, and by the capability of measuring 

ate constants for elementary steps in a more accurate way, thus 

roviding an immediate validation target for the theoretical results. 

n addition, automated computational protocols implementing the 
2 
tate-of-the-art AI-TST-ME methods [7–11] are reaching out to a 

uch wider audience, thus paving the way to a more standardized 

pproach to theoretical calculations within the combustion chem- 

stry community. Nonetheless, adopting the best rate parameters 

oes not necessarily lead to improved model performances when 

ooking at a wide range of experimental targets [4] , [12] . This is

ue to multiple reasons: i) reference kinetic mechanisms within 

he combustion science and engineering community have a long 

nd consolidated history, or, in machine learning terms, are “well- 

rained” models, iteratively validated over a wide range of experi- 

ental targets over decades of research activities [12] , [13] . ii) Mod- 

ls that have been historically developed largely relying on anal- 

gy rules and on semi-empirical, or at least less complex, thermo- 

hemical kinetics principles [14] are typically self-consistent, even 

n terms of the very likely possibility of hiding error compensation 

henomena. iii) Every rate constant, including those from theoret- 

cal methods, is affected by an uncertainty [12] , [15] , [16] . 

The implementation of theory-based development strategies is 

n iterative process that shows its payback only in the mid-to- 

ong-term perspective. In fact, due to the hierarchical nature of de- 

ailed mechanisms and their development [17] , implementing one 

ingle accurate rate parameter, or new rate parameters for an en- 

ire reaction class, might strongly perturb the critical equilibrium 

etween the different modules of a kinetic model. This is partic- 

larly important if, while gradually introducing new parameters 

rom theoretical calculations, a well performing model is needed 

or applications of interest to the end-user. 

Regarding theoretical determinations the uncertainty can be in- 

uitively considered as decreasing with an increasing detail in the 

evel of theory [18] . In the past, uncertainty propagation methods 

ere used to quantify the level of uncertainty of phenomenological 

ate coefficients, in n -propyl radical oxidation, obtained from the- 

ry [19] . In recent times, quantum chemistry calculations are said 

o have reached a level of accuracy comparable to that of exper- 

mental measurements [5] , promoting their applicability in com- 

ustion mechanism development [20] . A multi-scale modelling ap- 

roach was proposed by Burke et al. [21] , [22] , who optimized a set

f uncertain theoretical kinetics parameters directly relating their 

ncertainties to the combustion behaviour in terms of macroscopic 

argets (ignition delay time, laminar flame speed, etc.). Shannon 

t al. [23] proposed the use of experimental data and uncertainty 

uantification to constrain and optimize input parameters in the 

aster equation using MESMER [24] . 

Essentially, each parameter of a kinetic model, expressed in any 

orm, can be considered as a randomly distributed variable within 

ts uncertainty range [16] . This feature can be exploited in mathe- 

atical optimization if the model is required to accurately perform 

n a small, as well as large, set of experimental targets. 

Optimization is a powerful tool for data-driven mechanism de- 

elopment, which can be used in combination with the solution of 

he so called “inverse problem”, consisting in obtaining a new set 

f constrained kinetic parameters, by minimizing or maximizing a 

hosen objective function using experimental data as targets. 

In the context of chemical mechanisms, Solution Mapping 

25] was the first method applied to a large, complex system. 

his method faces the multi-modality of the problem through 

olynomial response surfaces, and it was applied for the devel- 

pment of the GRI-MECH [26] . This mechanism was trained on 

7 well-documented and heterogeneous experimental targets de- 

cribing the combustion of natural gas. Frenklach et al. [27] in- 

roduced the concept of collaboration of data , and demonstrated 

hat a joint analysis on the entire data sample can increase the 

mount of extracted information and improve the results. Feeley 

t al. [28] showed that the techniques of data collaboration can 

e used to rigorously assess the mutual consistency of experimen- 

al results and identify potential outliers, using a chemical kinetic 
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odel. The methodology, called Bound-to-Bound Data Collabora- 

ion (B2B-DC) has been successfully applied and refined in several 

ther works [29–34] . The applicability of Evolutionary/Genetic Al- 

orithms (EA/GA) to optimization problems involving detailed ki- 

etics was broadly investigated by Elliott et al. [35] . EA/GA were 

ound particularly suitable for searching objective-function spaces 

haracterized by high dimensionality. Turányi et al. [36] pro- 

osed a sum-of-squared-error-based methodology, accounting for 

oth direct and indirect measurements, and successfully applied 

t to H 2 /O 2 [37] , H 2 /O 2 /NO x [38] , H 2 /CO mixtures [39] , CH 2 O

nd CH 3 OH [40] , and ethanol [41] . Najm et al. [42] applied for-

ard Uncertainty Quantification (UQ) and Polynomial Chaos Ex- 

ansion (PCE) to chemical kinetics. Sheen and Wang introduced 

he method of uncertainty minimization by polynomial chaos ex- 

ansion (MUM-PCE) [43] , [44] . Cai and Pitsch [45] minimized the 

ncertainty in a n -pentane combustion mechanism by applying the 

UM-PCE method to the optimization of rate rules. They also pro- 

osed a strategy to optimize pressure-dependent reactions, formu- 

ated via logarithmic interpolation, i.e. PLOG standard [46] . PLOG 

xpressions are indeed gradually substituting the previous formu- 

ation of pressure-dependent rate constants, as they yield a better 

tting to experiments or calculations [5] . As this formalism uses 

ccurate rates for discrete pressures, the parameters of each pres- 

ure value were considered independent from each other in [45] . 

The optimization of relatively compact kinetic mechanisms, 

uch as methane, hydrogen, and ammonia is particularly attractive, 

ecause of i) the large availability of high-fidelity data [4] , ii) the 

urrent interest in e-fuels produced from renewable energy [47] , 

nd iii) their compact size allowing to benchmark the suitability of 

ifferent optimization algorithms before their application to more 

omplex networks. Among them, the combustion kinetics of am- 

onia (NH 3 ) is one of the most active research fields, due to the 

igh potential of ammonia as a fuel, from both an economic and 

 technical perspective [48] . Indeed, ammonia is a carbon-free en- 

rgy vector with high hydrogen content, which can be liquefied at 

ressures higher than 9.9 bar at ambient temperature. Historically 

mmonia has been used as NO reducing agent in both selective 

nd non-selective catalytic reduction. The importance of ammo- 

ia is also related to other renewable energy sources: for exam- 

le, it is a by-product of anaerobic digestion of municipal wastew- 

ter sludges [49] , and it is found in trace amounts in biogas [50] .

he combined use of NH 3 with conventional fuels like H 2 or CH 4 

as also been studied in order to improve shortcomings related to 

ts low reactivity [51] , [52] . Also, optimal operating conditions were 

ound to minimize NO x emissions [53] . Therefore, several mech- 

nisms describing the oxidation of NH 3 and NH 3 /H 2 fuel blends 

ere developed [54–56] . Glarborg et al. [57] recently proposed a 

omprehensive nitrogen chemistry model, including ammonia it- 

elf. Anyway, uncertainties still persist in the characterization of 

mmonia chemistry for an accurate prediction of ignition, specia- 

ion, and laminar flame speed [57] . So far, optimization studies in 

hemical kinetics have been relying on objective functions based 

n the L1 and L2 norms of the difference between models pre- 

ictions and corresponding experimental targets [35] , [58] , [59] . Re- 

ently, You et al. [31] minimized the L 1 -norm of the difference 

etween the active variables values and the nominal ones, con- 

trained on the feasible set of combinations identified with B2B- 

C [27] . The formulations in [31] not only improve the model 

erformance, but also minimize the deviation of parameters val- 

es from the literature recommendations. Recently, Bernardi et al. 

60] presented an innovative framework based on Curve Matching 

CM), consisting in a multi-faceted functional analysis of the pro- 

les obtained from both models and experiments. In this approach, 

hey introduced a proper metric to quantify the similarity between 

he curves representing experiments and simulations, rather than a 

oint-wise measure of the distance between them. Pelucchi et al. 
3 
61] revised and proposed such framework as a further step to- 

ards an automatic model validation protocol. 

In this work, a novel methodology for the optimization of ki- 

etic mechanisms is proposed, which includes, for the first time, 

he possibility to optimize PLOG reactions by accounting for in- 

erdependencies between rates at different pressures and the use 

f the CM index [61] as the objective function. The effectiveness 

f such approach was verified by adopting a kinetic mechanism 

or ammonia combustion as a case study [20] . This model was 

ecently proposed and largely relies on theoretical calculations of 

ey reaction rate constants. As an added value, this work also 

resents guidelines for attributing reasonable uncertainty factors 

or theoretical determinations performed with different theory lev- 

ls. On these bases, optimization was carried out using a non- 

radient based, mono-objective, Evolutionary Algorithm (EA) in 

ptiSMOKE + [62] , capable of handling all the parameters as uni- 

ormly distributed random variable within their estimated bounds, 

imultaneously. 

The manuscript is organized as follows. Section 2 presents the 

roposed methodology. Section 3 describes the results, for pure 

mmonia on a wide range of experimental conditions covering ig- 

ition delay times in Shock Tubes (ST) and Rapid Compression Ma- 

hines (RCM), Plug Flow (PFR) and Jet-Stirred Reactors (JSR) specia- 

ion measurements and laminar burning speed in Freely Propagat- 

ng Flames (FPF). Finally, conclusions are presented in Section 4 . 

. Methodology 

.1. Optimization procedure 

As in [18] , [20] , all the parameters of the selected rate constants

xpressed according to the modified Arrhenius expression ( k = A 

 

β exp(-E a /RT)) undergo optimization, i.e. pre-exponential factors 

A), temperature exponents ( β), and activation energies (E a ). The 

ogarithmic expression of the rate constant adopted in this work 

ields: 

= ln ( k ( T ) ) = ln ( A 

∗) + β ln 

(
T 

T ref 

)
− E a 

R 

(
1 

T 
− 1 

T ref 

)

= α∗ + β ln 

(
T 

T ref 

)
− ε 

(
1 

T 
− 1 

T ref 

)
(1) 

here, α∗, β , and ε are continuous random variables representing 

he Arrhenius parameters, usually assumed to be uniformly [59] or 

ormally [63] distributed. In Eq. (1) , A 

∗ is a re-parametrized form 

f the pre-exponential factor at the reference temperature T ref : 

 

∗ = A T 
β

ref 
exp 

(
− ε 

T ref 

)
, (2) 

The re-parametrization in Eq. (2) minimizes the high correla- 

ion between the parameters of the Arrhenius equation, and makes 

arameters estimation easier [64] , [65] . In this work, a reference 

emperature of 10 0 0 K was adopted for all reactions. 

The uncertainty of the rate coefficients is usually assumed as 

ymmetric, and is reported in literature in terms of f r factor [15] , 

eing defined as follows: 

f r = 

κmax − κ0 

ln ( 10 ) 
= 

κ0 − κmin 

ln ( 10 ) 
, (3) 

The problem of defining the constraints for the active parame- 

ers was dealt with in several studies. In the deterministic frame- 

ork of B2B-DC [27] , [30] , the feasible set is obtained by combining

he initial bounds of both active variables and experimental data. 

n MUM-PCE [43] , a statistical approach is adopted, which assumes 

a priori” distributions for both the model parameters and the 

easurements, and produces “a posteriori” distributions for both 
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Fig. 1. Reaction rate constant k as a function of parameters bounds for 

NH 2 + NO 2 = H 2 NO + NO [98] . 
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odel parameters and predictions. These two approaches were re- 

ently compared, and they were found to give consistent results 

32] . Nagy and Turányi [66] , [67] considered the dependence of f r 
n temperature, and proposed a method to determine the covari- 

nce matrix and the multivariate normal distribution of the trans- 

ormed Arrhenius parameters from prior information on the rate 

onstant. In a later study, Nagy et al. [68] recommended the adop- 

ion of temperature-independent uncertainty and uniform distribu- 

ions for Arrhenius parameters in case of little prior information. 

s we discuss later (see 2.5), the nominal mechanism in this study 

argely relies on ab-initio calculations. For this reason, the temper- 

ture dependence of f r is not accounted for, and uniform distribu- 

ions for all the active variables are employed. 

As reported in Eq. (1) , κ is a weighted sum of three ran- 

om variables with joint uniform distribution, which results in 

 higher probability near κo [68] . For the sake of simplicity, in 

he following we assume that for all temperatures the kinetic 

onstant κ is a normally distributed random variable with mean 

alue κ0 , corresponding to κ(p o ), and standard deviation σκ , with 

p 0 = [ α0 , β0 , ε 0 ] . As in [43] , [59] , we assume that f r corresponds to

he 2 σκ of the distribution of κ , and we constrain it at 3 σ . From

q. (3) , κmax and κmin can be obtained, i.e. the maximum and min- 

mum linear constraints of κ in T ∈ [T min , T max ]. As an element κ i in

can be retrieved by sampling from the distributions of the nor- 

alized Arrhenius parameters, f r can also be propagated from κ
o α, β , and ε to estimate their bounds. In the following, the hy- 

othesis of mutual independence between parameters is used ex- 

lusively to achieve this goal. Given the equation: 

0 

f r = 

k max ( T ) 

k 0 ( T ) 
= 

k 0 ( T ) 

k min ( T ) 
= exp 

[
�α + �β ln ( T ) − �εT −1 

]
, (4) 

nd assuming that the maximum variation �p i of one parameter 

s determined by projecting the uncertainty of κ on the parameter 

tself (i.e. keeping constant the other two to their nominal values 

o that �p i = 0), the following constraints can be retrieved: 

0 − ln 

(
10 

f r 
)

≤ α ≤ α0 + ln 

(
10 

f r 
)
, (5) 

0 − f r 

log 10 ( T ) 
≤ β ≤ β0 + 

f r 

log 10 ( T ) 
, (6) 

 0 − T f r ln ( 10 ) ≤ ε ≤ ε 0 + T f r ln ( 10 ) , (7) 

This operation results in 2 non-linear constraints for β and ε in 

 ∈ [T min , T max ]. However, it can be shown that: 

lim 

 →∞ 

k ( T ) = exp ( α) T β (8) 

lim 

 → 0 
k ( T ) = exp 

(
−εT −1 

)
(9) 

The limits (8) and (9) indicate that at high temperature, the 

erm T β controls the value of κ , while the contribution of ε T −1 

s progressively smaller. The opposite is true for low temperatures. 

hus, the sensitivity of κ to β is maximum at T max . Conversely, 

he sensitivity of κ to ε is maximum at T min . By bounding β
nd ε in Eqs. (6) and (7) at T max and T min , respectively, we en-

ure that κ( α0 , βmax , ε 0 , T ) , κ( α0 , βmin , ε 0 , T ) , κ( α0 , β0 , ε max , T ) , 

nd κ( α0 , β0 , ε min , T ) never violate the linear constraints on κ(T ) , 

hen T ∈ [T min , T max ]. In this work, the minimum and maxi-

um temperatures are 300 and 3000 K, respectively. Indeed, 

rom the definition of f r in Eq. (3) , also κ( αmax , β0 , ε 0 , T ) , and 

( αmin , β0 , ε 0 , T ) do not violate the mentioned constraints. The 

doption of this methodology for the estimation of parameter 

oundaries has two main advantages. First, it reduces the proba- 

ility of sampling a kinetic rate constant κ(T ) , which violates the 
4 
bove mentioned linear constraints, with respect to previously pro- 

osed methods [69] . Further details about this feature are provided 

n the Supplementary Material (SM). Secondly, it enables the opti- 

ization of PLOG-based reactions. As an example, Fig. 1 shows the 

rojections of the parameters bounds on the kinetic constants of 

he reaction NH 2 + NO 2 = H 2 NO + NO. Those resulting from varying 

nly α overlap with the 2 σ of the distribution of κ . On the other 

and, those resulting from the variation of β and ε overlap with 

he 2 σ of k only at T max and T min , respectively, while not exceed- 

ng them along T ∈ [T min , T max ]. The limit values of the correspond-

ng κ distribution, i.e. κ( αmax , βmax , ε min ) and κ( αmin , βmin , ε max ) , 

re also displayed. They include the entire space of κ and exceed 

t. In fact, since the parameters are correlated [66] , not all the com- 

inations of the three are valid. 

All the combinations, which result in values of κ belonging 

o the area between the limit values and the 3 σ bounds of the 

istribution of κ , are excluded from the set of eligible parameter 

ombinations. This is achieved by introducing a penalty function 

uring the optimization: the associated objective function is equal 

o curve matching index of 0 (i.e. the maximum error in the CM 

ethodology). Conversely, for each valid combination suggested by 

he adopted optimization algorithm, a corresponding set of simula- 

ions responses are obtained by performing model evaluations for 

he entire database. Subsequently, the CM indices: 

 M j = 

(
d 0 

j, L 2 
+ d 1 

j, L 2 
+ d 0 

j,p 
+ d 1 

j,p 

)
4 

∈ [ 0 , 1 ] , (10) 

re calculated, as a weighted sum of 4 dissimilarity indices, for 

ach dataset j. A unitary CM value indicates a perfect matching 

etween model evaluations and experiments. In particular, func- 

ional estimations of both experimental, g(x) , and model evalu- 

tions, m(x) (and their derivatives g’(x) and m’(x) ) are obtained 

y interpolating smoothed splines, which result in satisfactory ap- 

roximations of both data points and first derivatives [60] , [61] . 

ased on these estimations, the dissimilarity indices are computed 

s follows: 

 

0 
j, L 2 

= 

1 

1 + 

‖ m −g‖ 
| D | 

∈ [ 0 , 1 ] , (11) 

 

1 
j, L 2 

= 

1 

1 + 

‖ m 

′ −g ′ ‖ 
| D | 

∈ [ 0 , 1 ] , (12) 

 

0 
j,p = 1 − 1 

2 

‖ 

m 

‖ m ‖ 

− g 

‖ g‖ 

‖ ∈ [ 0 , 1 ] , (13) 
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Fig. 2. Example of bootstrap procedure with 10 variations. Experimental data from 

[83] . 
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1 
j,p = 1 − 1 

2 

‖ 

m 

′ 
‖ m 

′ ‖ 

− g ′ 
‖ g ′ ‖ 

‖ ∈ [ 0 , 1 ] , (14) 

here | D | is the intersection of the domain between g and m . For

nstance, if the abscissa values of g belong to [50 0,150 0], and those 

f m belong to [40 0, 180 0], the value of | D | would be 10 0 0 (i.e.

 D | = 150 0–50 0). The ‖ g‖ is the L 2 -norm of the function g. All the

issimilarity indices are intrinsically constrained between 0 and 1, 

here 1 indicates maximum similarity, and 0 maximum dissimi- 

arity. Individually, d 0 
j, L 2 

depends on the area enclosed by g and m , 

hile d 1 
j, L 2 

evaluates the same quantity between their respective 

erivatives. Hence, the first generalizes a classical L 2 -norm, while 

he second extends it. On the other side, the Pearson dissimilarity 

easures d 0 
j,p 

and d 1 
j,p 

indicate perfect matching if g and m , and 

heir derivatives, only differ by vertical translation. Further math- 

matical details and examples are given in [60] , [61] . In order to

ccount for the uncertainty in the evaluation of (10), a bootstrap- 

ing procedure [70] on the experimental data is carried out. This 

rocedure relies on the assumption that each data point is nor- 

ally distributed within its experimental uncertainty. A sufficiently 

arge set of possible experimental trends is generated taking ran- 

om samples from the above-mentioned distributions. Fig. 2 dis- 

lays an example of the application of the bootstrap procedure for 

aminar flame speed data, where 7 gaussian distributions (i.e. one 

or each data point) were sampled 10 times to generate as many 

ootstrap variations. 

A set of 50 bootstrap variations (N b = 50) for each data point 

as adopted after verifying the substantial independence of the fi- 

al output on a further broadening of the set. Thus, the objective 

unction in this work is defined as: 

 = 

1 

DS 

DS ∑ 

i =1 

[ 

1 − 1 

N b 

N b ∑ 

j=1 

(
CM j 

)] 

i 

, (15) 

here, DS is the number of target datasets and N b is the number 

f bootstrap variations. In order to discuss its advantages, the final 

ndex ( Eq. (15) ) is compared to the modified versions of L 1 -norm

nd L 2 -norm: 

 1 = 

1 

DS 

DS ∑ 

i =1 

1 

E i 

E i ∑ 

j=0 

∣∣∣∣∣Y exp 
i, j 

− Y sim 

i, j 

σ
(
Y exp 

i, j 

)
∣∣∣∣∣, (16a) 
5 
 2 = 

1 

DS 

DS ∑ 

i =1 

1 

E i 

E i ∑ 

j=0 

(
Y exp 

i, j 
− Y sim 

i, j 

)2 

σ 2 
(
Y exp 

i, j 

) , (16b) 

here E i is the number of discrete experiments belonging to the 

 

th dataset. Y ij 
exp , Y ij 

sim and σ are the values of the j th measure- 

ent, simulation, and experimental uncertainty in the i th dataset, 

espectively. 

As in Olm et al. [71] , when the error on ignition delay times 

s evaluated, the following transformation is used, Y ij 
exp = ln(y ij 

exp ) 

nd Y ij 
sim = ln(y ij 

sim ), where the y ij 
exp and y ij 

sim refers to the ab- 

olute experimental and simulated values, respectively. For other 

xperimental targets, such as species concentrations and laminar 

ame speeds, the logarithmic transformation is not used. The same 

s done for the estimation of Curve Matching indices for ignition 

elay times. 

In this work, the objective function minimization is performed 

y means of an Evolutionary Algorithm (EA) [72] , whose solution is 

ess dependent on the initial guess compared to other algorithms 

35] . Indeed, in EA the initial guess is a set of sampled combi- 

ations of active parameters, i.e. the ‘population’. Initially, a pop- 

lation of 100 different combinations of parameters is sampled, 

valuated and labelled with objective function values. Then, the 

lgorithm starts the first iteration (a ‘generation’ ), where the ele- 

ents of the current population (the ‘parents’ ) are ranked applying 

 linear scaling of probability based on the corresponding objective 

unction values. In general, the best performing parents undergo 

niform crossover, where a couple of parents (or a ‘chromosome’ ) 

s selected, and each parameter value can be swapped between the 

wo with a probability equal to the crossover rate p c . This opera- 

ion produces a new pair of elements (the ‘ off-springs ’), resulting 

rom the cross-over of as many parents . Subsequently, mutation is 

ntroduced. In particular, for each new off-spring , every variable has 

he same probability to mutate, according to the mutation rate p m 

. 

 non-uniform mutation operator was adopted to assign a new 

arameter value by sampling from its distribution. When muta- 

ion and cross-over are complete, a resulting population of 200 is 

btained, i.e. twice the size of the initial one. In this work, a re- 

lacement strategy, which selects the 50 best individuals in 200 

lements, and randomly selects other 50 from the remaining 150, 

as adopted. This ensures the balance between global and local 

earch. The adopted probability of cross-over (p c = 0.65) and muta- 

ion (p m 

= 0.5) were suggested by Elliott et al. [35] . The new parent

opulation undergoes the same procedure iteratively until satisfac- 

ory accuracy is achieved. In the present work, Dakota [72] and 

penSMOKE ++ [73] , [74] , are coupled in OptiSMOKE ++ [62] to 

erform the optimization. The first toolbox is specifically conceived 

o address engineering problems such as optimization, calibration 

nd uncertainty quantification. On the other hand, OpenSMOKE ++ 

nables the simulation of multiple experimental combustion facil- 

ties typically considered for kinetic model development and vali- 

ation. 

.2. Optimization of reactions in PLOG formalism 

For those reactions exhibiting a “fall-off” behaviour, the rate 

(T,P) is usually determined from the low and high-pressure limit 

onstants, together with a blending function that smoothly con- 

ects the limiting rates across the fall-off regime, using different 

ossible formulations. Among these, the Troe formulation [75] , [76] 

s the most widely used. An alternative formulation based on log- 

rithmic interpolations, expressed with the so-called PLOG, has 

een recently proposed [46] , and is rapidly growing in popular- 

ty because of the potentially superior accuracy, thus becoming the 

ew standard formalism. PLOG reactions are typically introduced 
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Fig. 3. 3D behaviour of a PLOG reaction. R143: HNO = H + NO before (dashed line) 

and after optimization (continuous line). 
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n a kinetic mechanism using multiple Arrhenius rate constants ac- 

ounting for temperature dependence at constant pressures cov- 

ring the entire range of conditions from the low to the high- 

ressure limits. Then, a proper (i.e. logarithmic) interpolation is 

dopted for the intermediate pressures. In this way, the combined 

ffects of pressure (P) and temperature (T) on the rate constant k is 

roperly accounted for. As a result, the three Arrhenius parameters 

or each pressure value cannot be optimized independently from 

ach other, even within their own uncertainty ranges, in order to 

eep the physical consistency in the whole pressure domain. On 

he contrary, the same optimization performed using all the nom- 

nal pre-exponential factors, temperature exponents and activation 

nergies, i.e. treating reactions at different pressures as indepen- 

ent from each other, would result in a non-monotonic behaviour 

ith arguable physical meaning. Additionally, since the number of 

eactions within the same PLOG is the result of a fitting needed to 

escribe complex k (T, P) with a small acceptable error, the number 

f parameters to be handled scales accordingly. This may result in 

n abrupt increase in the number of parameters for a single re- 

ction. For the first time in literature, we propose an approach to 

ptimize the parameters at all pressures simultaneously, based on 

hat proposed for the parameters bounds in the previous section, 

sing only three, uniformly distributed random variables with an 

verage value of 0, and constrained in the following ranges: 

 1 ∈ 

[
− ln 

(
10 

f r 
)
, ln 

(
10 

f r 
)]

, (17) 

 2 ∈ 

[
− f r 

log 10 ( T max ) 
, + 

f r 

log 10 ( T max ) 

]
, (18) 

 3 ∈ [ − f r T min ln ( 10 ) , + f r T min ln ( 10 ) ] , (19) 

These variables are associated with α, β , and ε, at all pressures, 

espectively. The value of X 1 is sampled from its distribution and 

dded to all the α, at different pressures, i.e. each reaction rate is 

hanged by the same factor, and the same is done for β0 and ε0 , 

sing X 2 and X 3 . As an example, Fig. 3 displays results from the

ection 3 about the comparison between nominal and optimized 

ate for the decomposition reaction HNO 

= H + NO, to which we at- 

ributed an uncertainty factor f r of 0.3. The reported pressure val- 

es for this reaction are 0.1,1,10,100 and 1000 bar. Fig. 3 highlights 

he preserved consistency in the pressure dependent behaviour of 

he reaction rates at different temperatures. 
6 
.3. Database 

Fig. 4 summarizes the features of each test case (TC) in the tem- 

erature, pressure and composition space. The experimental data 

onsidered in this work cover the entire space of operating condi- 

ions. 

The database, consisting of 60 different datasets (with 635 ex- 

erimental points) from different test cases, was divided in op- 

imization and validation targets (i.e. 75% and 25%, respectively). 

or high-temperature conditions, the shock tube experiments from 

athieu and Petersen [55] , and Shu et al. [77] cover ignition delay 

ime in a wide range of composition ( φ = 0.5–2.0) and pressures 

10–40 bar). Stagni et al. [20] reported data for ammonia oxidation 

lose to the atmospheric pressure for lean mixtures in two differ- 

nt systems, namely jet stirred and flow reactors. At low temper- 

tures, He et al. [78] and Pochet et al. [79] provided auto-ignition 

ata at higher pressures, for lean, stoichiometric and rich mixtures 

n rapid compression machines. Wargadalam et al. [80] and Song 

t al. [81] published speciation data for very lean conditions, at 

ressures of 1, 30 and 100 bar, in flow reactors. Davidson et al. 

82] investigated ammonia pyrolysis in a shock tube at extremely 

igh temperatures ( T > 2500 K). The laminar burning speed ex- 

eriments by Lhuillier et al. [51] were only considered for vali- 

ation. However, flame speed targets were included by using the 

ata from Ronney [83] . The TCs from Rota [84] and Dagaut [85] in

et stirred reactors were excluded from the optimisation set, yet 

sed for validation, as they cover a part of the operating condi- 

ions space which is already densely populated (see Fig. 4 ). 

.3.1. Numerical simulations 

In this work, the ignition delay time was calculated using the 

efinition reported in the corresponding experimental paper. The 

onstant volume assumption was used to simulate the shock tube 

ata of Mathieu and Petersen [55] , and Davidson [82] . In repro- 

ucing the data from Shu et al. [77] , gas dynamic effects were 

ccounted for using the methodology described in [86] . The RCM 

ata were reproduced under the hypothesis of adiabatic core [87] , 

nd detailed volume profiles from He [78] and Pochet [79] were 

sed to properly account for the compression stroke and heat ex- 

hange effects in each experiment. For the flow reactor experi- 
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Fig. 5. Example of reaction selection using the Cumulative Impact Function (CIF) for 

the test case from Song [81] . The horizontal line represents the chosen threshold of 

90% of the impact. 
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ents from Stagni et al. [20] , measured, non-reactive temperature 

rofiles were given as input to the simulations. 

.4. Impact-based reactions selection 

Warnatz [88] suggested the joined use of sensitivity and uncer- 

ainty to identify key reactions in a detailed kinetic mechanism. 

his concept was also used in optimization of kinetic models for 

he first time by Frenklach et al. [25] , who selected the active vari-

bles using a ranking based on the “impact factor”, i.e. consid- 

ring the absolute values of sensitivity coefficients multiplied by 

heir own uncertainty. Later on, this index was also referred to 

s “sensitivity-uncertainty index” [89] and “optimization potential”

45] . 

In this work, parameters selection is performed separately for 

ach Test Case (TC), in order to retain all the important elemen- 

ary steps. First, a local sensitivity analysis [73] , was performed for 

ach experimental point in TC. This produces a vector S containing 

he average normalized sensitivity coefficient s r ( Eq. (20) ) for each 

eaction r ∈ R . 

 r = 

1 

D 

D ∑ 

d=1 

∣∣∣∣ A r 

Y re f 

∂ Y d 
∂ A r 

∣∣∣∣, (20) 

here A r is the pre-exponential factor of the reaction r, Y is the 

ptimization target, Y ref is a normalizing factor, and D is the num- 

er of experiments for the test case. This vector is then sorted and 

laborated in a cumulative sum, and the resulting one is referred 

o as Cumulative Sensitivity Function (CSF). This methodology allows 

xploiting the properties of the cumulative sum, which enables the 

election of reactions to be optimized with proper priority. In par- 

icular, a subset of sensitive reactions S S can be retrieved by estab- 

ishing a threshold corresponding to a defined fraction of the sum 

f the 1st order sensitivity coefficients related to a specific TC. Sub- 

equently, the test case related impact factor vector for each reac- 

ion r is evaluated with Eq. (21) : 

 r, s = s r, s · f r , (21) 

here each element of the sensitivity vector is multiplied with the 

orresponding uncertainty factor [15] , [16] . Fig. 5 shows an exam- 

le of Cumulative Impact Function (CIF) obtained by applying the 

umulative sum for the test case from [81] . Here only 5 reactions, 

re responsible of 90% of the impact. The remaining set of 196 re- 

ctions retaining ~10% of the total impact are excluded in further 

nvestigations. All selected reactions at CSF and CIF level are re- 

orted in Table S1 (SM). 
7 
.5. Uncertainty estimation 

Among the reactions included in this work 13 out of 43 rates 

ome from experiments together with their uncertainty factors 

see table S1 in SM). These reactions were selected by applying the 

rocedure described in Section 2.4 to each experiment inside the 

atabase ( Section 2.3 ). The remaining part involves phenomenolog- 

cal rate constants determined using first principle ( ab-initio ) calcu- 

ations. Klippenstein et al. [18] declares that an uncertainty factor 

f 0.3 (see Eq. (3) ) can be obtained for the rate constants of the re-

ctions belonging to the families considered in the present work. 

n a more recent publication Cavallotti et al. [90] showed that the 

evel of accuracy attainable using the ab-initio master equation ap- 

roach can be a factor of 0.3 (see Eq. (3) ) or lower. The main fac-

ors contributing to uncertainty in a rate constant calculation de- 

ive from: 1) the level of theory used to determine the energy of 

tationary points on the potential energy surface (PES); 2) the the- 

retical methods adopted for the computation of the high pres- 

ure rate constant; 3) the level at which pressure effects and re- 

ction dynamics on a multi-well PES are described; 4) the treat- 

ent of anharmonicities, most importantly the description of tor- 

ional motions, if active for a specific reaction; 5) the availability 

f experimental rate constant data. The values from the protocols 

f Cavallotti et al. [90] and Klippenstein et al. [18] are assumed as 

he lower uncertainty threshold in the present work, while the re- 

aining ones are assigned with a policy of inverse proportionality 

o the adopted level of theory. This threshold corresponds to a f r 
actor equal to 0.3 (see Eq. (3) ). The following penalty terms were 

sed: 

1) Concerning the level at which electronic structure calculations 

were performed, computational protocols where energies are 

computed at the CCSD(T)/CBS or higher have no penalty term. 

For CBSQB3 calculations a 0.2 factor is added to f r , so that the

uncertainty goes from 0.3 to 0.5. For DFT calculations, such as 

B3LYP, a factor of 0.3 is added, thus increasing the uncertainty 

factor to 0.6. 

2) High pressure rate constants can be determined using (in order 

of decreasing accuracy): i) Variable Reaction Coordinate Transi- 

tion State Theory (VRC-TST), ii) variational transition state the- 

ory (VTST), or iii) conventional transition state theory (TST), 

where TST or VTST are assumed to be suitable to study abstrac- 

tion or addition reactions, while VRC-TST or VTST are necessary 

to study barrierless processes such as recombination or bond 

dissociation reactions (i.e. unimolecular initiations reactions). A 

penalty of 0.3 and 0.1 was assigned to TST and VTST, respec- 

tively, in case of radical/radical recombination or decomposition 

reactions. Otherwise, penalties of 0.1 and 0.05 were assigned. 

3) Methods where the impact of pressure dependence and multi- 

well dynamics on the rate constant are studied using the Mas- 

ter equation approach coupled with TST and ab initio calcu- 

lations (AI-TST-ME), are generally more accurate than meth- 

ods with lower theoretical detail, such as QRRK. The adopted 

penalty term is 0.4, so that for QRRK methods the estimated 

rates are associated with an uncertainty factor ranging between 

0.7 and 1. This value was adapted to 0.5 for Dean and Bozzelli 

[91] , who also compared their rates with experimental data and 

adjusted their recommendations accordingly. 

4) Anharmonicities can have a quite relevant impact on rate con- 

stants if torsional motions are present [92] . If no torsional mo- 

tion treatment, such as the hindered rotor model, is used when 

torsional motions are active, a penalty term of 0.5 is added. 

More details regarding the uncertainty estimations in this work 

re provided in the Supplementary Material. In order to further 

upport the general validity of the optimization method, a sensitiv- 

ty analysis to the assigned uncertainty parameters was carried out 
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Fig. 6. Sum of reaction rates constants for R111 and R112 at different pressures. 
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y performing three different optimizations with a limited number 

f targets (see SM). The first, is carried out with uncertainty factors 

sed in this work, the others by multiplying all of them by a factor 

f 0.5, and 2. Results are reported in the Supplementary Material 

howing that the majority of the resulting kinetic rate constants 

verlap with those obtained with the nominal values of f r ( Eq. (3) ),

hus supporting the robustness of the methodology. 

. Results and discussion 

The model from Stagni et al. [20] , hereafter reported as ‘nom- 

nal’, consists of 31 species and 210 reactions. The proposed 

ethodology for mechanisms optimization aims at improving the 

ominal one considering all target datasets and uncertain param- 

ters, simultaneously. This represents a significant difference from 

reviously suggested approaches, where a hierarchical and system- 

tic procedure was adopted instead [41] . As already explained in 

ection 2.3 , the 60 datasets within the database were split into 

wo parts, i.e. optimization and validation targets (45 and 15, re- 

pectively) to evaluate a-posteriori the loss in predictability on the 

atasets, which were not used in the optimization. The evalua- 

ion of the impact of different objective functions on the opti- 

ized model performance is the main purpose of this work. Us- 

ng the same database, three detailed kinetic mechanisms were 

btained using CM ( Eq. (15) ), L 1 -norm ( Eq. (16a) ), and L 2 -norm

 Eq. (16b) ). These are hereafter referred to as CM-mech, L 1 -mech, 

nd L 2 -mech, respectively. Specifically, CM-mech is available in the 

upplemental Material. The thermodynamic and transport prop- 

rties (which were not involved in the optimization) were taken 

rom [20] . 

The reactions to be optimized were selected using a cumulative 

ensitivity threshold (see 2.4) equal to 90%, applied for each test 

ase, leading to a sensitive subset of 41 reactions. Then, a selected 

ubset of 24 most impactful reactions was obtained using the same 

hreshold on the CIF (see 2.4) after the estimation of reaction rates 

ncertainties (see Section 2.5 ). More details about which reactions 

ere included in this sub-set are given in SM. It is also important 

o mention that 4 out of 24 reactions (namely (R24, R111 and R112, 

nd R143) are expressed with PLOG formalism. Indeed, R111 and 

112 are duplicate of the same reaction, as evaluated by Dean and 

ozzelli [91] . 

 H 3 = N H 2 + H (R24) 

 2 H 2 = NNH + H (R111) 

NO = NO + H (R143) 
8 
Overall, optimization was carried out considering 68 active vari- 

bles. Nonetheless, only 56 out of 68 are directly linked to one sin- 

le Arrhenius parameter, in pressure-independent reactions. Due to 

he nature of the four pressure-dependent reactions (i.e. PLOG), the 

emaining 12 uncertain parameters correspond to 45 Arrhenius pa- 

ameters in the kinetic mechanism (see Section 2.2 ). Subsequently, 

01 kinetic parameters were optimized simultaneously. 

Fig. 6 shows a comparison between the optimized duplicate 

LOG using the CM as objective function, and the nominal reaction. 

he former falls within the 2 σ uncertainty band and it is increased 

y the same factor, for all pressures. 

On average, the optimized rate deviates from the nominal value 

y + 76.4% at the low-pressure limit and by + 78.2% at the high- 

ressure limit, due to the sum of R111 and R112 at different pres- 

ures. The pre-exponential factors at three different pressures were 

ptimized by multiplying them by a factor of ~1.567 and ~1.221, for 

111 and R112, respectively. Regarding other parameters, for R111 

he temperature exponent is kept constant, while it increases for 

he R112 by a factor of 0.065. Inversely, a more significant change 

f −315.7 [cal/mol] in the energies of activation for R111, and no 

ariation for the same parameter in R112, was observed. 

The agreement with the laminar flow reactor experiments from 

tagni [20] is mostly affected by reactions R24, R111, R112, and 

143. Remarkable results are obtained, with all objective functions, 

or predictions of O 2 consumption, NH 3 conversion, H 2 O and NO 

ormation, as highlighted in Fig. 7 . The major change occurs at 

523 K for NO, where also ammonia, oxygen, and water are signif- 

cantly affected in shape. At this temperature, NH 3 consumption is 

elayed and NO volume fraction decreases by one order of magni- 

ude (from ~1.3 to ~0.2 v/v%), resulting in a largely improved agree- 

ent with the experimental data for both CM-mech and L 2 -mech, 

hile the L 1 -mech slightly underestimates the concentration of NO 

t this point. For temperatures between 1600 and 1800 K, none of 

he models can reliably reproduce the experimental observations. 

or the temperature ranges [1523,160 0] and [180 0,20 0 0] K, the L 2 -

ech shows the best agreement with the experiments. For NO for- 

ation, the CM index (see Eq. (10) ) increases from 0.849 to ~0.9 

or all the optimized mechanism. The L 2 -norm for this dataset de- 

reases from ~1560 to 172, 160 and 158 for CM-mech, L 1 -mech and 

 2 -mech, respectively. 

In order to discuss this case further, sensitivity and rate of pro- 

uction analysis of both nominal and CM-mech were performed 

t 1523 K to explain how modifying kinetic rate constants led to 

he improvement discussed above. Figure 8 a shows the main sen- 

itive reactions for the formation of NO. R26 is characterized by a 

egative sensitivity coefficient, which relatively increases after op- 

imization. This happens because the rate constant for this reaction 

ncreases by a factor of ~2, as shown in Fig. 8 b, and strongly im-

acts ammonia conversion, as well as NO formation. Existing di- 

ect measurements for R26 [93] , [94] reported a lower rate with 

espect to the nominal mechanism. Therefore, model optimization 

nd measurements seem to recommend conflicting rate modifica- 

ion for this reaction. However, recent advanced theoretical calcu- 

ations [95] reported an increased rate for R26 with respect to the 

ominal one, in agreement with the optimizer. In this context, a 

etter characterization for this reaction is recommended for future 

echanism development. For instance, new experiments may be 

arried out to confirm previous findings [95] . 

Globally, the rate of NH 3 consumption in the optimized mecha- 

ism decreases because of the competition between R26 and R27. 

 H 3 + H = N H 2 + H 2 (R26) 

 H 3 + OH = N H 2 + H 2 O (R27) 
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Fig. 7. Comparison between predictions of outlet molar fraction of NH 3 , O 2 , NO and H 2 O with nominal and optimized mechanism for a lean NH 3 /O 2 mixture in a flow 

reactor, at 1.25 bar. Experimental data from [20] . 
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NH 2 is formed in a lower amount, since R27 is the dominant 

inetic step for its formation. This explains modified trend for am- 

onia in Fig. 7 . In spite of the ~27% increase in the combined ki-

etic rate constant of R31 and R32 (see Fig. 8 c), the rate of pro-

uction for HNO decreases due to the limited availability of NH 2 . 

t is clear that in L 2 /L 1 -mech the reduced production of HNO is

nhanced by a decrease in R31 and R32. 

 H 2 + O = HNO + H (R31) 

As reported by Stagni et al. [20] , HNO plays a key role in NO x 

ormation. This species dissociates through R143, and undergoes H- 

bstraction in R144, forming nitrogen-oxide (NO). 

NO = NO + H (R143) 

 + HNO = NO + H 2 (R144) 

As shown in Fig. 8 a, R143 and R144 exhibit positive and neg- 

tive sensitivity coefficients, respectively. Therefore, the reduction 

f R143 by a factor of ~2 (see Fig. 3 ) along with the increase of

144 by a factor of ~2.5 (shown in Fig. 8 f) cause the pronounced

O reduction at 1523 K. 

Fig. 8 e shows a 6% increase in k(T) for R76, which carries an

nhanced negative sensitivity coefficient in the optimized mecha- 

ism. Therefore, NO reduction is also due to its conversion to final 

roducts through such reaction. 

O + N H 2 = N 2 + H 2 O (R76) 

Also, an average 7% increase in R39 (see Fig. 8 d), along 

ith the abovementioned deviation of R111/R112 from the nom- 

nal values, displayed in Fig. 6 , strengthen the following path 

H → N 2 H 2 → NNH → N 2 , which bypasses NO formation during am- 

onia oxidation, contributing to its reduction. 
9 
H + N H 2 = N 2 H 2 + H (R39) 

Fig. 8 d also shows the rate constants obtained in L 2 /L 1 -mech, 

hich are significantly higher than those of CM-mech. This reac- 

ion, together with R31 and R32, is responsible for the difference 

etween the three optimized mechanisms in terms of NO forma- 

ion. 

All the reactions discussed above were found to be impactful 

or laminar flame speed cases. The dataset from Ronney [83] was 

onsidered as a target in the optimization process, as measure- 

ents have been obtained in microgravity, where buoyancy does 

ot affect the measurements. Indeed, this physical phenomenon 

as found to cause instabilities in the flame front for low-reactive 

ixtures, i.e. high pressure [96] , and was correlated to discrep- 

ncies between experimental data and predictions using 1D lam- 

nar flames [97] , for rich conditions. Since pure ammonia exhibits 

 very low laminar burning speed, and the data from Lhuillier et al. 

51] were not produced in microgravity conditions, they were used 

nly for the validation. 

Fig. 9 a displays the comparison between the nominal, and the 

ptimized mechanisms on data from Ronney [83] . The predictions 

f CM-mech mostly fall within the experimental uncertainty and is 

omparable to the nominal one. On the contrary, using the point- 

ise definitions of the objective function, namely Eqs. (16a) and 

 16b ), resulted in a loss in predictability. For the conditions in 

ig. 9 a, the 4 most sensitive reactions (and their sensitivity coeffi- 

ients) are H + O 2 = O + OH (0.804), R39 (0.196), NO + NH 2 = OH + NNH

0.151), and R31-R32 ( −0.095). As shown in Fig. 8 c and Fig. 8 d,

31-R32 decrease and R39 increases in both L 2 /L 1 -mechanisms. 

ince these reactions show a negative and a positive sensitivity co- 

fficient, respectively, they determine an increase in reactivity for 

 /L -mech. 
2 1 
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Fig. 8. Sensitivity analysis (a) and kinetic rate constants (b-f) of key reactions for NO formation at 1523 K, comparison between nominal and optimized mechanisms, in a 

flow reactor [20] . 

a

s

t  

o

f

a

i

t

m

(

t

p

2

r

m

c

o  

s

N

N

H

s

s

[

d

C

In particular, R39 is pushed outside the 2 σ of its distribution 

nd approaches the upper bound at 3 σ for both L 2 /L 1 -mech, re- 

ulting in a rate with lower probability than that of CM-mech. 

This reaction was found to be strongly impactful in the shock 

ube data from Davidson [82] . In Fig. 9 b, the L 2 /L 1 -mech clearly

utperform the nominal model, as well as the CM-mech, for the 

ormation of NH 2 during the pyrolysis of ammonia at 2300 K and 

tmospheric pressure. Conversely, in the same system and operat- 

ng conditions, all of the models show satisfactory agreement for 

he experiment on NH formation (see Fig. 9 c). 

Thus, to improve the predictions in Fig. 9 b and the NO for- 

ation in Fig. 7 using the objective functions in Eqs. (16a) and 

 16b ), the optimizer might force the kinetic parameters of R26 

o less probable values (see Fig. 8 c/d). The same does not hap- 

en CM-mech, where only 1 out of 24 reactions exceeds the 

 σ . The details about kinetic rate constants of the considered 

eactions in optimization can be found in the supplementary 

aterial (SM). 
a

10 
As already discussed in [57] , reactions R74 and R75 are cru- 

ial for modelling extremely lean mixtures, leading to formation 

f N 2 O, and H 2 NO. In the same study [57] , R172 was defined as

trongly impactful for high O 2 excess and high pressures. 

 O 2 + N H 2 = NO + H 2 NO (R74) 

 O 2 + N H 2 = H 2 O + N 2 O (R75) 

 2 NO + O 2 = H O 2 + HNO (R172) 

In this work, the same three reactions were found to be 

trongly impactful for ignition delay time predictions at high pres- 

ure in both shock tube [77] and rapid compression machine 

78] experiments. 

Figure 10 shows examples from the 6 ignition delay time 

atasets from Shu et al. [77] , at high pressure. For this test case, 

M-mech has the highest similarity with experiments, in fact the 

verage CM value is 0.954, while the nominal one is 0.945. Even 



A. Bertolino, M. Fürst, A. Stagni et al. Combustion and Flame 229 (2021) 111366 

Fig. 9. Comparison of nominal and optimized mechanisms. (a) Laminar flame speed 

of NH 3 /air mixtures in microgravity conditions at 300 K; (b) Molar fraction of NH 2 

in a shock tube at 1.028 atm and 2301 K. (c) Molar fraction of NH in a shock tube 

at 0.986 atm and 2294 K. Experimental data from [82] , [83] . 
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Table 1 

Comparison of different error measures values for 

ering data used in optimization. 

Mech. Label/Objective 

function 1-CM(% deviation

Stagni 0.1919 

CM-mech 0.1726 

( −11.17%) 

L1-mech 0.1962 

( + 1.76%) 

L2-mech 0.1903 

( −1.49%) 

11 
hough L 1 /L 2 -mech yield very good agreement with this test case, 

heir curve matching indices decreases to 0.927 and 0.931, respec- 

ively. At 20 bar and in rich conditions, none of the mechanism is 

onsistent with the experimental uncertainty at low temperatures. 

hese results suggests that, only for these three points, measure- 

ent uncertainty might be higher than 20%. 

The reactions R74, R75 and R172 were also selected for the 

SR data by Stagni [20] , the RCM data by Pochet [79] , and the

FR data from Wargadalam [80] , and Song [81] . In a similar 

emperature regime, ignition delay time measured at high pres- 

ures (20 and 40 bar) [78] give the most satisfying results in 

his work. In general, overall improvement can be appreciated 

n Fig. 11 . 

Table 1 shows the overall objective function values for the op- 

imized models and their deviations from those of the nominal 

echanism. As expected, both L1-mech and L2-mech outperform 

he nominal mechanism in terms of L1 and L2-norms, but the 

rst is characterized by a lower CM index (i.e. higher 1-CM), and 

he second shows little improvements. This indicates that using 

he objectives functions 16a/16b on large databases, may lead to 

 lower CM index (i.e. lower agreement with experimental data) 

ith respect to the initial model. On the other hand, the CM-mech 

erforms better than the nominal mechanism for all the measure- 

ents, not only in terms of CM index, which is expected, but also 

n terms of L 1 /L 2 -norm (even though its gain is much lower than

hat of the other two optimized mechanisms). 

Overall, the deviations of the objective function values between 

ptimized and nominal mechanisms are smaller using CM with re- 

pect to the L 1 /L 2 -norm. Indeed, in Eq. (15) , performance gains and

osses for each curve contribute equally to the average value, which 

s always between 0 and 1. Additionally, it is very difficult, if not 

mpossible, for any mechanism to show no similarity, or dissimi- 

arity with experimental data, if a large set is considered. For this 

eason, the possible range of values for CM is even narrower than 

0,1]. In general, a well-constructed and validated kinetic model, as 

he one used in this work, is not expected to show outstanding 

lobal improvements in terms of curve matching. Yet, significant 

ifferences between the nominal model and the CM-mech were 

bserved in this work when looking at single curves. To further 

upport this, the CM index (see Eq. (10) ) was computed for the 

ptimization target datasets inside the database (i.e. 44 out of 60), 

or all mechanisms (i.e. nominal, CM/L 1 /L 2 -mech). Table 2 reports 

he number of negatively / positively impacted datasets in each opti- 

ized mechanism. The average, and maximum deviations from the 

ominal CM values are also reported. This deviation is the differ- 

nce in percentage between the CM index of the nominal mecha- 

ism and of the optimized ones, and it was computed for each of 

he 44 optimization target datasets. 

The CM-based optimization approach leads to a significantly 

arger number of improved datasets, with respect to point-wise 

ased approaches. In fact, L 1 -mech shows reduced performances 

n a number of curves almost twice as big as the number of im- 

roved ones, and L 2 -mech behaves similarly. Additionally, both av- 
nominal and optimized mechanisms consid- 

) 

L1-norm(% 

deviation) 

L2-norm(% 

deviation) 

3.77 176.35 

3.72 

( −1.46%) 

136.31 

( −22.70%) 

2.71 

( −31.51%) 

58.94 

( −66.58%) 

2.54 

( −35.37%) 

55.60 

( −68.46%) 
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Fig. 10. Ignition delay time of NH 3 /air mixtures in a shock tube for different equivalence ratios, namely 0.5,1.0, and 2.0, at elevated pressure (20 and 40 atm). Experimental 

data from [77] . 

Table 2 

Performance comparisons between mechanisms on target datasets in optimization. 

Negative Impact Positive Impact 

Adopted objective function CM-mech L1-mech L2-mech CM-mech L1-mech L2-mech 

No. of datasets 12 26 23 32 18 21 

Average CM deviation (%) −1.42 −3.29 −3.21 + 3.99 + 3.29 + 4.54 

Maximum CM deviation (%) −3.00 −8.75 −8.89 + 14.39 + 11.29 + 18.35 
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rage and maximum negative deviations are significantly lower for 

he CM-mech compared to the others. For this reason, the latter 

pproach can be considered as more conservative than the other 

wo. Moreover, average and peak improvements in CM-mech are 

omparable to those of the L 2 -mech, which is the one leading to 

he biggest local improvement. All of this is graphically summa- 

ized in Fig. 12 , where the same information for the single dataset 

s delivered. From Fig. 12 , it can be also concluded that the CM-

ech yields the most homogeneous and consistent improvement 

ver the entire subset of optimization targets even in terms of L 1 
nd L 2 norms. 
12 
Indeed, the absolute numerical values of relevant measures for 

ombustion kinetic model validation (i.e. laminar burning speed, 

ain and intermediate species concentration, and ignition delay 

ime) range different order of magnitudes, namely from 10 −6 to 

0 2 . As a consequence, the point-wise formulations of the objec- 

ive function (i.e. Eqs. (16a and 16b )) are characterized by very dif- 

erent absolute values for each dataset, even when normalization is 

erformed or the natural logarithm is adopted for the ignition de- 

ay time, as suggested by Olm [71] . Therefore, in a mono-objective 

ptimization study targeting a wide set of experimental data, the 

ptimizer focuses on those contributing more to the full extent of 
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Fig. 11. Comparison between nominal and optimized mechanism for NH 3 self- 

ignition at pressures between 40 and 60 bar in a Rapid compression machine. Ex- 

perimental data from [78] . 
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Fig. 12. nParity plot: optimized vs nominal [20] mechanisms performance for each 

considered dataset using error measures adopted in this work, namely curve match- 

ing, L 1 and L 2 norms. 
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he objective-function. CM prevents this issue, since it associates 

ach curve with a score between 0 and 1. 

. Conclusions 

In this work, we proposed a novel data-driven approach for the 

ptimisation of detailed kinetic mechanisms. The employed op- 

imization algorithm is the Evolutionary Algorithm (EA). For the 

rst time the objective function was based on a recently pub- 

ished curve matching algorithm that is capable of quantitatively 

nd qualitatively evaluate the agreement of kinetic models with 

xperimental data, characterizing it in terms of L 2 norm as well as 

n the first derivatives and shapes of the curves. Also, a methodol- 

gy to optimize the Arrhenius parameters of PLOG-based reactions 

as established. The interdependencies between Arrhenius expres- 

ions at different pressures were accounted for by handling three 

andom variables for each PLOG, regardless of the number of dis- 

rete pressures specified in the mechanism. To the authors knowl- 

dge, PLOG reactions were consistently optimized for the first time 

ithin their entire temperature and pressure domain. An opti- 

ized mechanism for ammonia combustion was obtained, and it 

as found to outperform the initial one [20] , as well as those ob-

ained with point-wise formulations of the objective function (i.e. 

 1 and L 2 norms), over a wide range of operating conditions in- 

luding more than ~635 experimental data points. Addressed fea- 

ures of ammonia combustion were conversion, oxidation, pyroly- 

is, ignition and laminar flame speed in several systems. Improve- 

ents driven by optimization on all the impactful reactions were 

onstrained to their uncertainty bounds when experiments on sin- 

le elementary steps were available. For rates determined using 

rst principles calculations, guidelines were established to estimate 

ncertainty ranges based on the level of theory adopted through- 

ut the calculation protocols for electronic structures, potential en- 
13 
rgy surfaces and phenomenological reaction rate constants. In this 

rocess, 41 reactions were involved and 24 were finally selected as 

he most impactful by introducing a Cumulative Sensitivity Func- 

ion (CSF) and a Cumulative Impact Function (CIF) for each test 

ase in the database. As a result, the approach involved all 101 

inetic parameters, which were addressed contemporarily by the 

ptimizer during the optimum search. Finally, the comparison be- 

ween nominal and optimized mechanisms was exploited to high- 

ight crucial reaction pathways, in need of further characterization, 

emonstrating the applicability of the proposed methodology as a 

seful tool for a more accurate evaluation of crucial kinetic con- 

tants and for design of experiments. 
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