
1. Introduction
Managed aquifer recharge using bank filtration is an important approach to produce sustainable drinking 
water in regions with limited groundwater resources. Gillefalk et al. (2018) provide an overview of the glob-
al usage of induced river bank filtration (RBF). For example, RBF provides about 60% of the total drinking 
water demand in the city of Berlin (Germany, 3.6 Mio. inhabitants), while it is used to serve almost 100% 
of the population of Düsseldorf (Germany, 0.6 Mio inhabitants) with drinking water (Gillefalk et al., 2018). 
The RBF concept is based on natural remediation (or attenuation), that is, on the processes occurring in 
groundwater (such as dispersion and biodegradation) lowering contaminant concentrations, thus reducing 
the need for additional treatments to obtain drinking water quality.

Pathogens, for example, viruses or some bacteria, are mainly released to the environment by wastewater dis-
charge into streams (Xagoraraki et al., 2014). Lakes and rivers around big cities or near large urban areas are 
often documented to be severely polluted by pathogens, resulting in a high risk of pathogen contamination 
of groundwater, including RBF sites. Pathogens in drinking water can cause a variety of diseases in humans. 
The number of pathogen particles which are necessary to cause an infection (also termed infective dose) can 
vary between a few particles to thousands of particles, depending on the pathogen species (Schmid-Hempel 
& Frank, 2007). Accurate assessment of pathogen fate and transport are especially relevant for pathogens 
with a low infective dose. Bacteria concentrations serve as primary indicators for drinking water quality, as 
set in the World Health Organization guidelines (WHO, 2017) and regulations in several countries (e.g., EU 
Drinking Water Directive 98/83/EC). Measured bacteria are either pathogens (e.g., some Escherichia coli 
strains, or the genus Enterococcus) or pathogen/wastewater indicators (e.g., coliforms).

Abstract Managed aquifer recharge through bank filtration is an important method to produce 
sustainable drinking water. Yet, water quality related to transport of pathogens (bacteria and viruses) into 
groundwater systems from surface waters can be a matter of concern, especially in urbanized regions. 
Based on a 1-year monitoring campaign, a reactive transport model was developed for bacteria transport at 
a riverbank filtration site located in Germany. The model allows simulating advective-dispersive transport 
and relies on the colloid filtration theory to mimic attachment and detachment of bacteria to and from 
the sediment in addition to inactivation, straining and blocking of bacteria. Due to the complexity of the 
investigated processes, the reactive transport model is characterized by a high level of parametrization, 
encompassing parameters driving flow as well as solute and colloid transport. A global sensitivity analysis 
has been applied to identify the most relevant model parameters with respect to piezometric pressure 
heads, groundwater temperature, and concentrations of chloride, oxygen, coliforms, and Escherichia coli. 
The model has been calibrated within a stochastic framework, to provide model parameter estimates 
and to quantify their uncertainty. Our results suggest that bacteria transport models are highly sensitive 
to inactivation coefficients, straining coefficients, and bacteria size. Permeability of the colmation layer 
at the riverbank is a key factor for bacteria transport through its influence on residence times. Seasonal 
variability of boundary conditions, especially anoxic aquifer conditions in the summer and high 
groundwater flow velocities during flooding periods, resulted in a reduction of inactivation and increased 
bacteria concentrations at observation wells.

KNABE ET AL.

© 2021. The Authors.
This is an open access article under 
the terms of the Creative Commons 
Attribution-NonCommercial-NoDerivs 
License, which permits use and 
distribution in any medium, provided 
the original work is properly cited, 
the use is non-commercial and no 
modifications or adaptations are made.

Uncertainty Analysis and Identification of Key 
Parameters Controlling Bacteria Transport Within a 
Riverbank Filtration Scenario
Dustin Knabe1 , Alberto Guadagnini2 , Monica Riva2 , and Irina Engelhardt1

1Department of Hydrogeology, Technische Universität Berlin, Berlin, Germany, 2Dipartimento di Ingegneria Civile e 
Ambientale (DICA), Politecnico di Milano, Milano, Italy

Key Points:
•  Inactivation, straining, and 

permeability of the colmation layer 
are key for bacteria transport at 
riverbank filtration sites

•  Bacteria transport is markedly 
driven by seasonal variations of the 
river stage, temperature, and oxygen 
content

•  Uncertainty linked to bacteria 
transport parameters is quantified 
via stochastic inverse modeling 
relying on a 1-year monitoring 
campaign

Supporting Information:
Supporting Information may be found 
in the online version of this article.

Correspondence to:
D. Knabe,
dustin.knabe@tu-berlin.de

Citation:
Knabe, D., Guadagnini, A., Riva, M., 
& Engelhardt, I. (2021). Uncertainty 
analysis and identification of key 
parameters controlling bacteria 
transport within a riverbank filtration 
scenario. Water Resources Research, 
57, e2020WR027911. https://doi.
org/10.1029/2020WR027911

Received 12 MAY 2020
Accepted 24 FEB 2021

10.1029/2020WR027911
RESEARCH ARTICLE

1 of 24

https://orcid.org/0000-0002-2959-491X
https://orcid.org/0000-0003-3959-9690
https://orcid.org/0000-0002-7304-4114
https://doi.org/10.1029/2020WR027911
https://doi.org/10.1029/2020JG006009
https://doi.org/10.1029/2020JG006009
https://doi.org/10.1029/2020WR027911
https://doi.org/10.1029/2020WR027911
http://crossmark.crossref.org/dialog/?doi=10.1029%2F2020WR027911&domain=pdf&date_stamp=2021-04-07


Water Resources Research

Transport of pathogens, which can be described as bio-colloids due to their size (Hunt & Johnson, 2017), is 
affected by advection/dispersion processes as well as by inactivation and attachment/detachment to the sol-
id matrix (e.g., Hunt & Johnson, 2017; Molnar et al., 2015). Inactivation is the loss of reproduction capabil-
ity, which in turn is related to infectivity, and is only relevant for specific time scales. It is often negligible at 
laboratory scales, where residence times are typically shorter than a day (e.g., Sasidharan et al., 2017). How-
ever, the significance of inactivation increases when considering residence times associated with field scale 
scenarios (Kvitsand et al., 2015). Yet, the main characteristics of inactivation depend on the individual spe-
cies considered, and on physical and biogeochemical conditions. In general, higher temperatures increase 
inactivation (e.g., de Roda Husman et al., 2009; Gordon & Toze, 2003). Additionally, Schijven et al. (2016) 
show that pH, as well as sodium and calcium concentration, influence inactivation of a dsDNA bacterio-
phage, PRD1, at the laboratory scale. Employing multiple batch experiments for E. coli, MS2, Poliovirus, 
and Coxsackievirus, Gordon and Toze (2003) document that inactivation of a given bio-colloid is markedly 
influenced by the activity of other microorganisms co-existing in the system. These authors conclude that 
other parameters, such as temperature and oxygen concentration, influence inactivation through control of 
the general microbiological activity. Inactivation is typically modeled as a first-order kinetics (e.g., Hornstra 
et al., 2018; Kvitsand et al., 2015). However, a two-rate or a bi-phasic model might be necessary for settings 
where inactivation is documented to decrease with time. In this latter scenario, the occurrence of such a ki-
netic behavior is typically due to the co-existence of two bio-colloid subpopulations (e.g., de Roda Husman 
et al., 2009; Schijven et al., 2016).

Macroscale description of attachment of bio-colloids should take into account the influence of mineral 
composition of the sediments and grain size distribution (Chrysikopoulos & Aravantinou, 2014; Mayotte 
et al., 2017; Park et al., 2017; Weaver et al., 2013), porosity, colloid size, flow velocity (Messina et al., 2015; 
Tufenkji & Elimelech,  2004), surface charge and roughness of both sediments and colloids (Argent 
et al., 2015), nanoscale surface heterogeneity (Johnson et al., 2018), ionic strength (Mondal & Sleep, 2013; 
Sasidharan et al., 2017), presence of divalent ions (Mondal & Sleep, 2013; Sadeghi et al., 2013), pH, isoe-
lectric point of the colloid (Sasidharan et al.,  2017), temperature (Chrysikopoulos & Aravantinou, 2014; 
Sasidharan et al., 2017), and water saturation (Chu et al., 2003; Syngouna & Chrysikopoulos, 2015).

At the pore scale, current conceptual model formulations for colloid transport include colloids transported 
in the bulk water phase and colloids located in the region near to the surface of the solid grains (Hunt & 
Johnson, 2017). In the latter case, results from a complex force and torque balance based on colloid-grain 
interactions and the local flow field suggests that colloids can be either immobile or mobile, also including 
the possibility of a return to the bulk water phase (Hunt & Johnson, 2017). Additionally, straining of colloids 
can occur, that is, colloids can be retained in pore throats which are too small when compared to the colloid 
characteristic size (Bradford et al., 2003; Johnson et al., 2007).

Macroscale transport of bio-colloids can be simulated through the colloid filtration theory (CFT). Due to 
negative surface charge of quartz and bio-colloids at pH ≈ 7, a condition which is associated with most shal-
low groundwater systems, unfavorable attachment conditions (attachment efficiency, α, smaller than 1) ex-
ist (Johnson et al., 2007; Sasidharan et al., 2017). This, results in repulsion between colloids and grains and 
the ensuing detachment of colloids to the water phase. Recent studies focusing on pathogen and bio-colloid 
transport at pore and laboratory scale have formed the basis for the development of improved process-based 
models. In this context, Hilpert and Johnson (2018) formulate a one-dimensional model which includes the 
presence of retarded colloid transport in the near-surface zone around grains in addition to the presence of 
mobile colloids in the bulk water phase and immobile colloids on grain surfaces. To the best of our knowl-
edge, rigorous formulations for up-scaling of these pore scale modeling approaches to the continuum scale 
are still lacking, so that application of these concepts under highly dynamic natural field-scale conditions is 
still a remarkable scientific and operational challenge.

Field scale models with varying degrees of complexity have been used to simulate bio-colloid transport. 
Some models employ first-order inactivation and constant first-order coefficients for bio-colloid remov-
al as a function of the transported distance. Blaschke et al.  (2016) and Derx et al.  (2013) model bio-col-
loid transport under various conditions (varying, e.g., flow velocity, porosity, and vadose zone properties) 
without considering the impact of hydraulic conditions on bio-colloid removal coefficients. Kvitsand 
et al. (2015) and Hornstra et al. (2018) consider models with increased complexity upon relying on kinetic 
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attachment/detachment formulations. The study of Kvitsand et al. (2015) relies on a two-site attachment 
model, which is explained by the presence of chemical heterogeneity, to fit observed MS2 breakthrough 
curves. Field scale models often cannot encompass the full process complexity of laboratory scale models or 
include all uncertain model parameters in the model calibration due to the high computational costs. Not 
all of the parameters shown to affect bio-colloid transport at laboratory scale might be relevant for the de-
scription of complex hydrological/hydrogeological systems at field scale (and vice-versa), since the relevant 
environmental conditions might not change strongly enough or correlating effects might be present. In this 
framework and given the large number of parameters required in field scale models of bio-colloid transport 
in porous media, our first objective is to diagnose the behavior of a field scale model of bacteria transport, 
as driven by uncertainties associated with its parameters prior to model calibration. We do so upon relying 
on a global sensitivity analysis (GSA) approach which enables us to (a) identify model parameters which 
are most influential on bacteria-sized bio-colloid transport at field scale and under natural hydraulic and 
geochemical conditions, as embedded in the employed model and (b) quantify the degree of influence of 
each model parameter to the variability of target model results. This approach enables us to screen mod-
el parameters on the basis of the evaluation of elementary effects and ensuing global sensitivity indices 
(Campolongo et al., 2007; Morris, 1991) and is preparatory to inverse modeling. The latter is performed in 
a probabilistic context, yielding estimates of the probability distribution of the identified influential model 
inputs conditional to available data.

Bio-colloid transport in natural environments is affected by variations of hydrological, hydrogeological and 
biogeochemical conditions often changing at seasonal or even daily time scales. Fluctuations of these en-
vironmental conditions result in a high temporal and spatial variation of many key quantities (e.g., tem-
perature, pH, saturation, flow velocity, microbial activity, and others) that drive bio-colloid transport. Ob-
served removal rates of bio-colloids under field conditions vary strongly over multiple orders of magnitudes 
(Hornstra et al., 2018; Pang, 2009; Sprenger et al., 2014). Field studies typically report lower removal rates 
than in laboratory scale investigations performed under similar conditions (Pang, 2009; Wielen et al., 2008). 
Due to low natural bio-colloid concentrations, many field studies are using an injection-based bio-colloid 
monitoring with short observation times and high injection concentrations. Bio-colloid transport models 
based on these studies are typically set-up to cover an observation period of less than a month (Hornstra 
et al., 2018; Kvitsand et al., 2015; Weaver et al., 2013; Wielen et al., 2008), and cannot capture all effects of 
seasonal variability. Therefore, an additional key objective of our study is to use the results of the stochastic 
model calibration to analyze bio-colloid transport across a hydrological year through the dynamics of E. coli 
and coliform bacteria. This can further help to improve our understanding of bacteria transport at facilities 
which provide drinking water over longer time scales (such as riverbank filtration plants).

2. Methods
2.1. Numerical Model Set-Up

Numerical investigations are conducted for a riverbank filtration site, the waterworks Flehe, located at the 
river Rhine in the city of Düsseldorf, Germany. The conceptual geological model (Figure 1) is based on a 
previous study by Sharma et al. (2012).

Extraction wells are equally spaced in a highly permeable sand-gravel aquifer in 20 m intervals parallel 
to the river and at a distance of 80 m to the river. We investigated a simplified two-dimensional transect 
(Figure 1), which contains the multi-level observation well B, the extraction well Q, and groundwater well 
G. The transect is perpendicular to the river and three-dimensional flow effects were observed to be neg-
ligible justifying a two-dimensional approach. Observation well B is characterized by 3 screened intervals 
(1 m length, located at 19 m (B1), 23 m (B2), and 26 m (B3) a.s.l., Figure 1). Our investigation includes the 
analysis of measurements of pathogen indicator bacteria, E. coli and coliform bacteria, collected between 
January 2003 and March 2004 (440 days). In situ measurements of piezometric pressure head, temperature, 
and oxygen concentration were taken during this period between once and twice per week. Analyses of 
target species (Na+, K+, Ca2+, Mg2+, Cl−, NO3

−, SO4
2−) were also performed through ion-chromatography at 

a bi-weekly interval. Water samples were also collected every 2 weeks for detection of bacteria and analyzed 
with plate growth test according to DIN EN ISO 9308-2. All samples were collected from well B (at depths 
corresponding to B1, B2, and B3), Q, and G as well as from the river Rhine.
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We perform flow and transport simulations within the two-dimensional domain depicted in Figure 1 via the 
numerical open-source code PFLOTRAN (Lichtner et al., 2019). To simulate subsurface flow and transport 
of thermal energy we employ PFLOTRAN's TH-mode (“Thermal-Hydrologic”), which solves the fully cou-
pled system of fluid mass and energy conservation equations. Reactive transport processes are implemented 
via the PFLOTRAN's Reaction Sandbox. A single model run used one computation node (2 × 12 CPU cores 
Intel Xeon IvyBridge @2.4 GHz or Intel Xeon Haswell @2.5 GHz) and required 4–5 min runtime.

2.2. Groundwater Flow and Conservative Transport Model

Bacteria transport is simulated along the two-dimensional domain depicted in Figure 1. Flow is assumed to 
be two-dimensional due to the constant pumping, and the regular distances between the extraction wells 
and the river. The domain is characterized by a horizontal length of 370 m and a height of 26 m. A uniform 
discretization is applied along the vertical direction (i.e., along the z-axis) with a discretization interval 
dz = 0.5 m. Horizontal discretization, dx, is equal to 1 m in the region comprised between the middle of 
the river Rhine (at x = −170 m) and the zone close to the riverbank (at x = +30 m). A stepwise increas-
ing discretization is applied for 30 m < x ≤ 200 m (with dx = 2 m for 30 m < x ≤ 40 m and dx = 5 m for 
40 m < x ≤ 200 m), thus resulting in a total number of 225 × 52 cells.

The extraction well (Q in Figure 1) is simulated with a time-variable extraction rate. The well screen (total 
length 7 m, i.e., 14 cells) extends over the two aquifer layers (Z2 and Z3). Output values for target variables at 
Q were calculated by using a permeability-based weighted average of the model outputs at the screen cells. 
The screened intervals of well B are discretized with three cells. Here, output values for target variables are 
calculated by using a weighted average of values obtained for the three model cells based on the fraction of 
the overlap between the well screen and the three model cells, as the vertical position of the well screen does 
not (generally) align with the numerical grid considered. Time dependent Dirichlet boundary conditions 
are used (i) at the river (along the upper face of the cells comprising the river bed and the colmation layer, 
Z5 and Z6) and (ii) at the landside (along the right face of the outermost cells, x = 200 m). Values employed 
for these boundary conditions are included in Section 3.1 (for the river boundary) and in Figure S1 (for the 
landside groundwater boundary). The remaining boundaries (at x = −170 m and at z = 14 m) are set as no 
flow.

A spin-up period of 60 days is defined prior to the main simulation focused on the data collection period 
to obtain an initial distribution for the model variables (piezometric pressure heads, temperature, chloride, 
oxygen, dissolved organic carbon [DOC], and bacteria concentrations). For this period, boundary condition 
values for model variables correspond to the first available measurement at the boundary. The length of 60 
days for the spin-up period guaranteed attaining approximately steady-state conditions across the domain 
for the target output variables, with the aim of minimizing the effects of the selected initial condition values. 
The total simulation time is 500 days, including the 60-day spin-up period. Computations rely on the stand-
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Figure 1. Sketch of the hydrogeological model, including zonation and wells. Zones/layers are identified as: Z1, 
Aquitard (silty fine sand); Z2, Lower Aquifer (Sand-Gravel); Z3, Upper Aquifer (Sand-Gravel); Z4, Soil Zone (silty clayey 
sand); Z5, river bed (sand-gravel with very light clogging); and Z6, Colmation Layer (strongly silt clogged sand-gravel). 
Identifiers B and G are associated with observation wells, Q denoting the extraction well. B1, B2, and B3 further denote 
the different levels of well B.
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ard adaptive time-stepping of PFLOTRAN with an initial time step of 0.01 d, a maximum time step of 0.5 d, 
and forced output times every 0.5 d. Values defined for piezometric pressure heads, temperature, chloride, 
oxygen, and DOC as boundary conditions were interpolated linearly from the collected data, a log-linear 
interpolation being used for E. coli and coliforms. The interpolation enables us to project the measurements 
to a 0.5-day time step to match the output times. Day 60 of model simulations corresponds to 01.01.2003.

A constant (yet unknown) value for longitudinal dispersivity, δL, is considered (anisotropy is tackled by 
introducing the ratio δaniso = δL/δT, δT being transverse dispersivity), while porosity, nZi, and permeability, 
Kp,Zi (with i = 1,…6) vary across the zoned model domain. Permeability and porosity for zone Z1 (aquitard, 
silty fine sand) are defined based on the classification of core samples collected during well drilling. We set 
a porosity nZ1 = 0.2 and a permeability Kp,Z1 = 5 × 10−12 m2 for zone Z1, while permeability and porosity 
parameters for zones Z2–Z6 are unknown and estimated via Stochastic calibration.

Permeability for zones Z2 (lower aquifer), Z3 (upper aquifer), and Z5 (river bed) is evaluated via the 
Kozeny-Carman equation (Carrier, 2003) on the basis of available grain sieve analyses as:
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where S0 is the specific surface area per unit volume of particles [m−1]; SF is a shape factor (here set as 
SF = 6.6, since solid particles are mostly rounded; Carrier, 2003); fj is the fraction of particles retained on 
sieve j [-], Dlj and Dsj being the largest and smallest particle size on sieve j [m], respectively. We also consider 
anisotropy, as expressed through an anisotropy ratio (Kaniso = Kx/Kz).

Permeability of the colmation layer (Z6) can vary over orders of magnitude over a hydrological year 
due to variability of precipitation, stream discharge, sediment loads, or biogeochemical activity (Hatch 
et al.,  2010; Schubert,  2002; Zhou et  al.,  2018). To include this feature in our model, we subdivide the 
temporal window of our simulations into five time periods. These are characterized by three main events, 
each separated by an intermediate period. In details, the five defined temporal periods (TPj; j = 1, …, 5) are: 
TP1 (days 0–80)—corresponding to an initial flood event observed at the beginning of the observation pe-
riod; TP2 (days 80–220)—intermediate period; TP3 (days 220–300)—summer period, with low discharges 
and high temperatures; TP4 (days 300–435)—intermediate period; and TP5 (days 435–500)—second flood 
event.

For thermal properties, the subsurface zones were divided into aquifer (sand-gravel; Z2, Z3) and non-aqui-
fer (fine sand-silt; Z1, Z4, Z5, Z6). Each of the two classifications were assigned a single parameter for heat 
capacity C and thermal conductivity κ.

2.3. Implemented Reaction Network

A broad set of kinetic reactions are implemented in our bacteria transport model. We consider attachment 
to the sediment through CFT and the Maxwell approach to calculate the collision efficiency, α, from the 
DLVO (Derjaguin-Landau-Verwey-Overbeek) interaction energies (Shen et al., 2007). Detachment, strain-
ing, blocking, and inactivation are also implemented (Bradford et al., 2003; Kvitsand et al., 2015; Sadeghi 
et al., 2013; Wang et al., 2013). For inactivation, dependence on oxygen concentration is included, which 
additionally leads to the inclusion of aerobic respiration as main reactive process for oxygen variation in 
the subsurface.

2.3.1. Aerobic Respiration

Oxygen consumption by sediment organic carbon (SOC) and DOC degradation is implemented in way 
similar to Sharma et al. (2012):
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where, rj and kj (j = SOC, DOC) are the SOC and DOC oxidation rates [mol L−1 s−1] and the correspond-
ing rate constants [mol L−1 s−1], respectively; cO2 is the concentration of dissolved oxygen [mol L−1]; KO2,j 
(j = SOC, DOC) is the half saturation constant for dissolved oxygen [mol L−1]; fT is a factor including tem-
perature effects on reaction rates [−]; β is a model parameter mainly influencing the rate of change of Tf  
with temperature [°C−1]; T is temperature [°C]; and Topt is the temperature at which the reaction rate is 
fastest [°C].

It is assumed that SOC as electron donor is unlimited in our timeframe, that is, SOC consumption does 
not impact SOC oxidation rates. In the absence of SOC measurements and considering limited availability 
of spatial observations for DOC, we take SOC to be homogeneously distributed in space. As suggested 
by Sharma et al. (2012), we note that considering this approach in an inverse modeling context tends to 
be conducive to underestimated values of the SOC oxidation rate constant, as opposed to considering a 
higher concentration/reactivity of SOC close to the river. SOC oxidation is assumed to be direct, without 
emergence of DOC as intermediate product. Due to a residual DOC concentration of about 8 × 10−5 mol 
L−1 (2.4 mg/L, assumed as CH2O), which was observed in the observation wells (see Figure 2 in Section 3), 
a threshold value for DOC is defined below which DOC oxidation does not take place. We note that we 
employed the Monod rate formulation for organic carbon degradation similar to Sharma et al.  (2012), 
who previously modeled oxygen depletion based on the current data set. Considering a more complex 
formulation, as used in, for example, Dwivedi et al. (2018), will likely not enhance the model results due 
to the limited amount of data and the fact that bacteria transport is coupled with oxygen and not DOC 
concentration.

2.3.2. Bacteria/Colloid Transport

Bacteria transport considers attachment to and detachment from the sediment, inactivation, as well as 
straining and blocking. Attachment, detachment, and inactivation are implemented as first-order kinetics 
(e.g., Sadeghi et al., 2013).

The attachment coefficient is calculated according to the CFT (Sadeghi et al., 2013):
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w
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where w is volumetric water content [−], dg is an (effective) grain diameter [m]; v is fluid velocity [m s−1]; and 
η and α are the collision [−] and the attachment [−] efficiency, respectively. Following Messina et al. (2015), 
a total flux normalized equation is employed to calculate η (supporting information Text S1), this strategy 
providing better results under very low flow velocities as compared to previous models (Messina et al., 2015). 
A few additions to the PFLOTRAN source code to enable the fluid velocity as a parameter in the reaction 
sandbox can be found at https://bitbucket.org/dknabe/pflotran-darcy-velocity-in-reaction-sandbox/branch/
dustin/darcy-velocity-in-reaction-sandbox.
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Figure 2. Measured data and stochastic model calibration outputs versus time for (a) piezometric pressure head (well B, location B1), conservative solute, 
heat transport, and organic carbon respiration (well B, location B2), and for (b) coliform and E. coli concentrations at all well B locations and extraction well 
Q. Temporal periods (TP I to V) of the simulation and the colmation layer permeability (I to V) are marked on the horizontal axis. Shaded areas represent the 
output variability of the 375 PSO-based solutions through selected percentiles of the empirical output probability distribution. Insets in (b) for well Q and 
locations B1 and B2 of well B complement the results by focusing on the smallest concentration values (in the range 1–10 MPN/100 mL) represented on a linear 
scale for the vertical axis.
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The attachment efficiency α describes the probability for a colloid to attach to surfaces after collision. CFT 
was originally derived on the basis of favorable conditions for attachment (attachment efficiency α = 1) 
but has also been applied successfully in numerous studies for unfavorable attachment conditions, where 
α < 1 (Kvitsand et al., 2015; Sadeghi et al., 2013; Schijven et al., 2002). We employ the Maxwell Approach 
(e.g., Shen et al., 2007), which accounts for the DLVO interaction energy curve between the colloid and the 
sediment surface. The Maxwell Approach relies on the assumption that the probability of attachment can 
be evaluated through a Maxwell distribution for the kinetic energy of the colloids. The formulation of the 
DLVO in our model relies on the Sphere-Sphere Geometry with the model for Van-der-Waals forces of Greg-
ory (1981), electrostatic double layer forces of Hogg et al. (1966), and born repulsion of Feke et al. (1984) 
(supporting information Text S2). Ionic strength, which is used in the DLVO calculation, varied only slightly 
within the model domain (in the data between 0.008 and 0.012 mol L−1). However, as the available data 
did not allow to properly include the main hydrochemical species in the model, ISHOM is considered as an 
uncertain parameter in our modeling approach. Furthermore, pH, which could affect colloid and mineral 
surface charges, remains almost constant during the investigated period, and varied between 7.2 and 7.8 in 
the groundwater. This minimal variation is not strong enough to significantly affect bacteria transport, as 
both quartz sand and bacteria such as E. coli maintain negative surface charges even at around pH 6 (Chen 
& Walker, 2007; Wang et al., 2013).

An additional key process to be considered is inactivation. According to Gordon and Toze (2003), if addi-
tional microorganisms are present, availability of oxygen can influence inactivation of bacteria and virus-
es. During the first months of field investigations, aerobic conditions occurred with a transition to anoxic 
conditions (cO2 <10 µmol L−1) from day 250 to day 362. During these anoxic conditions, that were linked 
to low flow velocities and high groundwater temperature, a breakthrough of coliforms was observed at the 
monitoring locations. Based on this observation, we include inactivation as depending on dissolved oxygen 
concentration, cO2 [mol L−1], as:

 
   

inac, / , 2 2, Threshold
inac, / , 2

anoxic, / , inac, / , 2 2, Threshold

,
,

m im i O O
m im i O

m im i m im i O O

k c c
k c

f k c c (8)

where kinac,m/im,i is the inactivation coefficient of species i in the mobile/immobile (m/im) phase under oxic 
conditions [d−1]; fanoxic,m/im,i is the ratio between the inactivation coefficients at anoxic and oxic conditions in 
the mobile/immobile (m/im) phase for species i [−]; and cO2,Threshold is a threshold concentration [mol L−1].

Straining is implemented following Bradford et al. (2003) and blocking following Wang et al. (2013), leading 
to:
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 max

max

i iS Sf S
S (11)

where, ci [Nr L−1] and Si [Nr L−1] are concentration of bacteria i in the water and on the solid phase (eval-
uated as number of bacteria, Nr, per unit volume of solute for both water and solid phase concentrations), 
respectively; rci is the rate of change of bacteria concentration [Nr L−1 d−1]; katt and kdet [d−1] are the at-
tachment and detachment coefficients, respectively; f(S) is the blocking coefficient [−]; Smax is the largest 
concentration that can be attached to the solid phase [Nr L−1]; kstr is the straining coefficient [d−1]; pid  is the 
effective size of bacteria i [m]; dg is an effective grain size [m]; and pstr is the straining exponent [−]. This 
blocking formulation considers competition of multiple bacteria species for the same attachment locations. 
We note that other bacteria species are typically present in a natural system in addition to E. coli and coli-
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forms, and all of these would compete for the same attachment locations. Additionally, colloids trapped by 
straining can be remobilized by a reversal of the flow direction. As the general flow is directed from the river 
to the extraction well Q, we consider straining as irreversible (Hunt & Johnson, 2017).

Two bacteria species are simulated: (a) E. coli and (b) coliforms without E. coli. As E. coli is part of the 
non-taxonomical group coliforms, we subtracted the sampled E. coli concentrations from total coliform con-
centrations to obtain concentration values for two distinct aqueous species. This enabled us to evaluate 
the blocking process (Equations 9–11) for both species. Note that “coliforms without E. coli” is termed as 
coliforms in the following for simplicity.

2.4. Global Sensitivity Analysis

Sensitivity analysis allows quantifying the impact of model input parameters on model results. It can be 
used to enhance our understanding of model functioning, which can be critical in the presence of a high 
dimensionality of the model parameter space, especially with regard to model calibration and models in-
volving multiple processes with complex feedbacks. Our reactive transport model contains 59 parameters, 
which we treat as uncertain (Table 1 and Table S1). Model parameters are grouped with respect to the pro-
cess they drive, that is, (i) flow and heat transport, (ii) dispersive transport, (iii) organic carbon respiration, 
and (iv) bacteria transport.

We identify parameters with a low impact on our model results by using a parameter screening method 
based on the evaluation of the Morris sensitivity indices (Morris, 1991). As shown, for example, by Porta 
et al. (2018), who relied on these indices for the analysis of a complex reaction network of atrazine biodegra-
dation in soil, this approach is suitable when the number of uncertain parameters is high and model simu-
lations have a high computational cost. This technique relies on the evaluation of a set of local sensitivities, 
typically termed as elementary effects (EEs), yielding the global sensitivity index:

   



 ,

1

,1,
N k

j k
i j i

df t
t

N dp
x

x (12)

Here,  
. ,j k tx  is the Morris sensitivity index for (normalized) parameter jp  and model output  ,kf tx  at 

position vector x in the domain and observation time t for target variable k;  , /k j i
df t dpx  is the absolute 

value of the ith EE associated with parameter jp  and corresponding to the rate of change of  ,kf tx  due to a 
given increment of parameter jp  in the parameter space; and N is the number of EEs considered.

A collection of N EEs is evaluated for each model parameter by sampling random realizations of the pa-
rameter vector across the parameter space. Here, we consider model parameters to be independent and 
identically distributed (iid) random variables, each characterized by a uniform probability density function 
(Table  S1). The range of parameter variability is based on prior knowledge obtained from previous site 
investigations and literature review. Parameter values spanning several orders of magnitude are log-trans-
formed prior to normalization and inclusion in the sensitivity analysis procedure. Note that we assumed 
the variability range selected for coliform parameters to equal the one for E. coli parameters. This choice 
is based on the fact that E. coli is part of the non-taxonomical group coliforms and published experimental 
laboratory studies focus only on one or a few specific bacteria species, such as, for example, E. coli. The 
key purpose of our sensitivity analysis is (i) improving our understanding of the behavior of the consid-
ered model for all target variables (piezometric pressure head, temperature, and concentrations of chloride, 
oxygen, DOC, coliforms and E. coli) by assessing the relevance of each model parameter for each model 
output, and (ii) identifying parameters whose uncertainty does not significantly impact model results. Mod-
el parameters are treated as statistically independent since the amount of information available does not 
enable us to identify correlations among them. Our choice of using a uniform probability density function 
to characterize the uncertain model parameters relies on the idea of assigning equal weights to each value 
within the parameter range. This is a typical approach when information on the considered parameters and 
on possible degrees of cross-correlations amongst them are limited (others studies relying on the same as-
sumption include, for example, Bianchi Janetti et al. [2019], Ciriello et al. [2013], Laloy et al. [2013], Sochala 
and Le Maître [2013]).
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Parameter Units Uncertainty range Log Parameter Units Uncertainty range Log

1* 0, 2ZS m−1 [5,823, 21,411] N 31 anoxic, , CFimf – [1.E-02, 1] Y

2* 0, 3ZS m−1 [5,823, 21,411] N 32* det, CFk d−1 [1.E-04, 500]d,e,i,j Y

3* , 6,p Z IK m2 [1.E-14, 1.E-10] Y 33* CFd m [1.E-05, 1.E-07]k Y

4* , 6,p Z IIK m2 [1.E-14, 1.E-10] Y 34 CF kg/m3 [1,050, 1,150]l N

5* , 6,p Z IIIK m2 [1.E-14, 1.E-10] Y 35 CFA J/(kg K) [5.E-22, 1.E-20]m,n,o N

6* , 6,p Z IVK m2 [1.E-14, 1.E-10] Y 36 CF V [−0.07, −0.0064]m,p,q,r N

7* , 6,p Z VK m2 [1.E-14, 1.E-10] Y 37* inac, ,EC,oxicmk d−1 [1.E-03, 5]d,e,f,g,h Y

8 0, 5ZS m−1 [5,823, 21,411] N 38* inac, ,EC,oxicimk d−1 [1.E-03, 5] Y

9 , 4p ZK m2 [1.E-13, 1.E-10] Y 39 anoxic, , ECmf – [1.E-02, 1]h Y

10 anisoK – [1, 100] Y 40 anoxic, , ECimf – [1.E-02, 1] Y

11 aquiferC J/(kg K) [700, 1,000]a,b N 41* det, ECk d−1 [1.E-04, 500]d,e,i,j Y

12 non aquiferC ‐ J/(kg K) [700, 1,500]a,b N 42* ECd m [1.E-05, 1.E-07]k Y

13 aquifer W/(m K) [1.5, 4]a,b N 43 EC kg/m3 [1,050, 1,150]l N

14 non aquifer‐ W/(m K) [1.5, 4]a,b N 44 ECA J [5.E-22, 1.E-20]m,n,o N

15* 2Zn – [0.05, 0.4] N 45  EC V [−0.07, −0.0064]m,p,q,r N

16* 3Zn – [0.05, 0.4] N 46* , 2g Zd m [2.1E-04, 9.5E-03] N

17 5Zn – [0.05, 0.4] N 47* , 3g Zd m [2.1E-04, 9.5E-03] N

18 6Zn – [0.05, 0.2] N 48 , 5g Zd m [2.1E-04, 9.5E-03] N

19 4Zn – [0.05, 0.2] N 49 , 6g Zd m [2.E-06, 6.3E-05]s N

20* L m [1, 50] N 50 , 4g Zd m [2.E-06, 6.3E-05] N

21* aniso – [1, 100] Y 51  g V [−0.083, −0.0042]m,p,r,t N

22* SOCk mol/(L s) [2.2E-13, 2.2E-11]c Y 52  born m [2.E-10, 9.E-10]t,u N

23 2,SOCOK mol/L [1.E-06, 1.E-04]c Y 53 vdw m [5.E-08, 1.5E-07]u N

24 DOCk mol/(L s) [2.2E-11, 2.2E-09]c Y 54* max,aqS Nr/m3 [0.001, 100]m,p Y

25 2,DOCOK mol/L [3.E-05, 3.E-03]c Y 55 max,flS Nr/m3 [0.1, 100] Y

26*  1/°C [0.03, 0.32]c N 56* strk d−1 [0.005, 50]v Y

27 optT °C [30, 40]c N 57* strp – [1.0, 2.0]v N

28* inac, ,CF,oxicmk d−1 [1.E-03, 5]d,e,f,g,h Y 58 homIS mol/L [0.008, 0.012] N

Table 1 
Uncertain Model Parameters Considered in the Sensitivity Analysis (References Are Given in S1)
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We follow Porta et al. (2018) and rely on 50 trajectories in the parameter space (which corresponds to 3,000 
model runs), the evaluation of the Morris sensitivity indices being therefore based on N = 50 EEs. The 
indices are calculated for target variables (piezometric pressure head, temperature, and concentrations of 
chloride, oxygen, DOC, coliforms and E. coli) at four locations (corresponding to extraction well Q and the 
three screens for observation well B) and with a temporal resolution of 12 h between days 61 and 500 giving 
3,520 sensitivity indices per parameter and target variable. Note that, with reference to bacteria, we consider 
the logarithm of concentrations for coliform and E. coli as model output  ,kf tx , since their concentrations 
vary by up to 4 orders of magnitude and are deemed as equally relevant at low and high values.

2.5. Stochastic Model Calibration

Model calibration is performed within a stochastic framework. While a deterministic inverse modeling ap-
proach aims at finding a unique set of model parameters that minimizes a given objective function, in-
verse stochastic modeling is intrinsically linked to the non-uniqueness of the inverse problem. In such a 
framework, one considers multiple possible solutions which can then be employed to fully characterize 
parameter uncertainty conditional to available information and to eventually provide predictions under un-
certainty. The latter is quantified in terms of the probability distribution of model parameters conditioned 
on available information.

We implement a stochastic inverse modeling workflow by relying on the particle swarm optimization (PSO) 
machine-learning technique (e.g., Robinson & Rahmat-Samii,  2004). The latter is based on a stochastic 
evolutionary algorithm that has been shown to be conducive to robust results and with acceptable com-
putational costs in the context of several environmental applications associated with a high number of 
parameters (see, e.g., Castagna and Bellin [2009], Majone et al. [2012], Russian et al. [2019] and references 
therein). In the PSO approach, a set of particles are initially spread randomly across the parameter space, 
each with an initial random velocity. The first iteration begins with the evaluation of a pre-defined objective 
function for each particle. The velocity of each particle is then updated depending on current and previous 
values of the objective function of the single particle as well as of all particles. Particles are then displaced 
according to their updated velocities and the algorithm continues with the next iteration until a satisfactory 
value of the objective function is attained.

As stochastic inverse methods tend to be computationally intensive, we rely on the GSA results to identify 
a reduced set of model parameters (termed most sensitive parameters, MSP) upon which the stochastic in-
version is performed. To quantify the sensitivity of model parameters, we introduce the following quantity:

      

 

        
, , ,max max Medianˆ ,j k j k j k

X X tk k
µ µ t

x x
x x (13)

where,   ,j kµ x  is the median (over time) of  
, ,j k tx  at location x defined in Equation 12; and 

,ˆ j kµ  is the 
highest value of   ,j kµ x  at all locations in the set Xk, which encompasses all observation points, where data 

KNABE ET AL.

10.1029/2020WR027911

11 of 24

Table 1 
Continued

Parameter Units Uncertainty range Log Parameter Units Uncertainty range Log

29* inac, ,CF,oxicimk d−1 [1.E-03, 5] Y 59 2,Thresholdco mol/L [3.1E-06, 1.3E-04] N

30 anoxic, , CFmf – [1.E-02, 1]h Y

Note. Most sensitive parameters (MSP) resulting from the sensitivity analysis are marked with *. Parameter grouping with respect to the processes they drive is 
denoted by colors. Log-transformation prior to normalization denoted by “Y”, no log-transformation by “N.”
aStauffer et al. (2013). bBayer et al. (2015). cSharma et al. (2012). dFeighery et al. (2013). eSchijven et al. (2013). fBlaustein et al. (2013). gFoppen et al. (2008). 
hGordon and Toze (2003). iPark et al. (2017). jLevy et al. (2007). kGerardi and Zimmerman (2005). lLewis et al. (2014). mWang et al. (2013). nBrown and Jaffé 
(2006). oRedman et al. (2004). pBradford et al. (2015). qLi et al. (2015). rChen and Walker (2007). sSchubert (2002). tSasidharan et al. (2017). uSyngouna and 
Chrysikopoulos (2015). vBradford et al. (2003).



Water Resources Research

for target variable k is available. In general, Xk corresponds to {B1, B2, B3, Q} except for piezometric pressure 
head, where Xk corresponds solely to {B1}.

As permeability of the colmation layer Z6 varies with time, we introduce five parameters for the five differ-
ent periods ( , 6, ;p Z iK i = I, …, V), as described in Section 2.2. Note that the median of  

, ,j k tx  would possibly 
underestimate the sensitivity of , 6,p Z iK , as each of these five parameters is only active during a specific peri-

od. Thus, we lump all values of  
, ,j k tx  and consider a representative index evaluated as:

   
 

   


 
  ,3 7 ,

3 7
, ,j kk

j
t tx x (14)

where   3 7j  corresponds to the parameter identifying number of the colmation layer permeability 
(Table 1). Therefore,    

3 7 , ,k tx  is a representative Morris index (evaluated at location x and time t) sum-

marizing the influence (on the target output k) of the permeability of the colmation layer across all periods.

The parameter set MSP is then used in the stochastic model calibration phase. Selection of MSP is achieved 
by ordering parameters for each target variable based on the associated value of 

,ˆ j kµ . For a given target var-
iable, a subset MSPk is identified by ordering 

,ˆ j kµ  in descending order and adding parameters to MSPk until 
the following condition is satisfied:
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Here, MIRk (Morris Index Ratio) is the ratio of the sum of the sensitivity indices included in MSPk with 
respect to the total sum of the sensitivity indices. The set of MSP used in the stochastic model calibration 
is formed by merging of all subsets MSPk for all target variables. The remaining parameters (not included 
in MSP) were set equal to the central value of the corresponding parameter range used in the sensitivity 
analysis (Table S1).

The objective function to be minimized in the stochastic model calibration embeds measured observations 
for piezometric pressure heads, temperature, as well as chloride, oxygen, DOC concentration and logarithm 
values of E. coli and coliforms concentration. The contribution, k, of the target variable k to the objective 
function is evaluated as:
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 (16)

where  , ,m kf tx  is the model output and  , ,o kf tx  the observed value of target variable k at location x and 
time t; , ,max t o kfx  and , ,min t o kfx  are the maximum and minimum values of  , ,o kf tx , respectively. To in-
clude observations with no detections for E. coli and coliforms (actual concentrations below the detection 
limit) in this procedure, model outputs below the limit and observed values corresponding to a sample 
analysis with no detection of E. coli or coliforms were set to the logarithm of the detection limit value of 1 
MPN/100 mL.

The total objective function, tot, during each PSO iteration is then evaluated as:

   tot 10log k
k

 (17)

to ensure that each component has an impact on the overall optimization process.

The PSO is implemented using 30 particles (points at which the objective function value is calculated) 
and 30 displacements (iterations at which objective function values are calculated). The number of par-
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ticles and displacements were selected as a compromise between convergence success rate and compu-
tational efforts required. Velocity update between displacements is calculated according to Robinson and 
Rahmat-Samii, 2004:

        , , , , 1 , , ,1.495 rand best 1.495 rand besti j m m i j m i j i j i jv v p p g p (18)

  
max

0.9 0.5m
m

m (19)

where vi,j,m is the velocity associated with parameter i for particle j at iteration m; ωm is an inertial weight at 
iteration m; rand is a uniform random number ∈[0,1); pi,j is the current value of parameter i for particle j; 
gbesti is the value of parameter i attained at the global observed minimum; pbesti,j is the value of parameter 
i at the observed minimum for particle j; and mmax is the maximum number of iterations.

We employed a so-called absorbing boundary rule (Robinson & Rahmat-Samii, 2004), that is, if a parameter 
value would be displaced outside of the uncertainty interval (Table 1) during the displacement segment of 
the PSO, then the parameter value does not change and the particle velocity for that parameter is set to zero.

We obtained 375 accepted solutions (  tot 15) of the PSO algorithm based on different random initial 
particle positions and velocities. Based on this, we then assess the sample frequency distribution of the 
identified model parameters conditional on the available information content (see Section 3). In this sense, 
our results correspond to a frequency analysis of a collection of model parameter estimates.

3. Results
We first present a collection of field observations and results from the calibrated model to facilitate grasping 
the main features of the system behavior. This provides a first quantitative appraisal of the type of observa-
tions and modeling results associated with the investigated complex system. This is followed by details of 
the GSA and the stochastic model calibration results.

3.1. Field-Scale Transport of Bacteria at the Stream-Groundwater Interface

3.1.1. Flow and Conservative Transport

Measured piezometric pressure head, temperature, and chloride concentrations are compared with the sto-
chastic model calibration results obtained from the 375 PSO-based solutions at selected monitoring wells 
(Figure 2a—the complete set of calibration results are given in Figure S2 and S3). In general, PSO-based 
model solutions mimic the available data well. Uncertainty associated with the stochastic model calibra-
tion outputs is small for the target variables, that is, piezometric pressure head, temperature, and chloride 
concentration. For temperature, uncertainty increases between day 200 and 400, possibly due to the strong 
variability of river water temperature during this period. Differences between model calibration results and 
data are strongest for chloride due to the reduced sampling frequency and the higher measurement error (of 
the order of ∼10% of the measured value), as compared to the one associated to piezometric pressure head 
and temperature data (∼1%–2%).

The pattern of piezometric pressure heads indicates two flooding events around day 65 and day 435, respec-
tively. Due to the high permeability of the gravel-sand aquifer, the hydraulic gradient between the river and 
observation well B is small, with values ranging between 0.5% (for small and intermediate river stage fluc-
tuations) and 2% (for short times (<3 days) during large river stage changes, e.g., flooding events). Seasonal 
temperature fluctuations of the river can be observed at all vertical levels (B1, B2, and B3) with a delay in 
time of about 70 days (only data collected at B2 are included in Figure 2a). The highest measured ground-
water temperature is 22°C at locations B3 and B2 (screens at 26 and 23 m a.s.l., respectively) and 20°C at 
B1 (19 m a.s.l.), these values being 5°C and 7°C below the maximum river temperature (27°C), respectively. 
Chloride concentrations in the river Rhine vary between 50 and 100 mg L−1, denoting an increasing trend 
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during the simulation time. The time lag related to chloride signals in the river and observation points B1, 
B2, and B3 ranges between 20 and 30 days.

3.1.2. Reactive Transport of Oxygen and DOC/SOM Degradation

Due to organic carbon respiration, measured oxygen concentrations are generally lower in the aquifer than 
in the river (Figure 2a). Lowest values are observed between June and October (i.e., between days 200 and 
350), when higher air and groundwater temperatures cause anoxic conditions at the observation wells. Fur-
thermore, measured DOC remains constant at residual concentration, its value coinciding with non-reac-
tive (not degradable) DOC components. Calibrated model results closely follow measured DOC values and 
capture the overall behavior of oxygen concentration, albeit a few details are not completely grasped by our 
model. For example, the reactive transport model does not properly show the oxygen maximum observed 
at day 150 at B2, the ensuing steep decrease until day 200, and the minimum displayed at day 400. Overall, 
measured oxygen concentrations are similar at well screens B1, B2, and B3, showing only a small variability 
between observation points (see Figure S3). For example, there is no oxygen maximum at day 150 at B1 and 
B3, and the increase of oxygen after the summer appeared slightly earlier at B1 (∼day 350) than at B2 and B3 
(∼day 370). Observed differences between model results and data might be related to processes which are 
not included in the model, such as, for example, growth of microbes facilitating organic carbon respiration, 
complex organic carbon dynamics including SOC dissolution to DOC prior to oxidization and/or heteroge-
neous spatial distribution of microbes and SOC within the system.

3.1.3. Reactive Transport of Bacteria

Our model can mimic reasonably well measured concentrations of coliforms and E. coli (Figure 2b). How-
ever, measured patterns of bacteria concentrations are (overall) less accurately represented than conserv-
ative transport and organic carbon respiration (compare the quality of the results in Figure 2). This might 
be related to the observation that E. coli and coliform concentrations display a higher variability at differing 
depths (B3, B2, B1) than the physical-chemical variables (see Figures S2 and S3 with reference to tempera-
ture, chloride, and oxygen). An additional factor underlying these results might be attributed to the higher 
measurement error for microbiological laboratory analysis (20%–40%, Harmel et al. [2016]) compared to 
measurement errors for oxygen (≈5%), chloride (≈10%), and temperature (≈1%–2%).

Concentrations of coliforms are increasing above detection limit (i.e., 1 MPN/100 mL) during two periods 
(days 200–350, mostly TP III, and 435–450, TP V) (Figure 2b). The first period corresponds to the summer 
and is characterized by low river/groundwater levels, low groundwater flow velocities, high river/ground-
water temperatures and low groundwater oxygen concentrations (Figure 2a). Enhanced bacteria transport 
can be related to the low oxygen concentrations, which slow down inactivation (Equation 8). E. coli bacteria 
were not detected in any of the observed wells during this period, concentrations of E. coli in the river being 
about 1–1.5 orders of magnitude lower than those of coliforms. Concentrations of the latter were observed 
to be 2 orders of magnitude above detection limit only once during this period. Thus, differences between E. 
coli and coliforms concentrations in the river (which are about 1–1.5 orders of magnitude) are a key factor 
for concentration differences of these species in groundwater (up to 2 orders of magnitude). Additionally, 
this concentration difference could indicate that inactivation of coliforms decreases stronger than that of E. 
coli due to the low oxygen concentrations in this period.

Both bacteria species are detected at all observation points in the second period (i.e., between days 435 and 
450). This corresponds to a flooding event at the end of winter. Rising flow velocities and reduced residence 
times hamper the influence of inactivation and promote high bacteria concentrations. In contrast to the first 
period, high E. coli concentrations were also detected at the observation points. The key reason for higher 
E. coli concentration in groundwater is linked to an increased concentration in the river Rhine which might 
results from higher discharge of untreated wastewater into the river or changes in the wastewater treatment 
process during winter periods.

Concentrations of coliforms and E. coli during the flooding period were highest at B1 (with values of 201 
and 41 MPN/100 mL, respectively) and lowest at B2 (4 and 1 MPN/100 mL). In contrast, highest concen-
trations of coliforms were observed during summer at well B2 (201 MPN/100 mL, based on 8 non-zero 
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measurements) and the lowest concentrations at B3 (19 MPN/100 mL, corresponding to the only non-zero 
measurement available). The documented difference between bacteria distribution during winter flood and 
summer might indicate (i) the effect of a subsurface heterogeneity which is somehow more complex than 
the one included in the model and allows for different transport pathways, depending on the flow regime 
and river stages, and/or (ii) some effects of biogeochemical heterogeneity, not included in the model. Bio-
geochemical heterogeneity was found in other studies to be a major element governing reaction rates (e.g., 
Boye et al. [2017]; Arora et al. [2016]). In our case, a heterogeneous distribution of heterogeneous distri-
bution of iron oxides, could provide favorable attachment spots, or localized redox hotspots (as observed, 
e.g., by Briggs et al. (2018)) with low oxygen concentrations, could lead to locally decreased inactivation of 
bacteria.

The limited spatial resolution of the available data, especially along the direction perpendicular to the river, 
reduces our ability to account for subsurface heterogeneity in detail. Future studies with enhanced spatial 
resolution for data acquisition, perhaps in conjunction with modern hydrogeophysical methods, are needed 
to improve our ability to fully account for the subsurface heterogeneity. Additional benefits would also be 
gained by designing and implementing additional sampling of bacteria in closer proximity to the river to 
increase the amount of data associated with detection of bacteria and to be able to clearly distinguish the 
effects of the colmation layer and of the aquifer on bacteria retention.

Bacteria removal decreased from 4-log reduction (corresponding to a concentration reduction of 4 orders 
of magnitude) under optimal environmental conditions, which correspond to low (i.e., <1 m d−1) ground-
water flow velocities and oxic conditions, to a minimum of 2-log reduction under unfavorable conditions, 
these corresponding to anoxic conditions (occurring at the site at temperatures above 15°C) or groundwater 
flow velocities higher than 4 m d−1. Bacteria removal per meter distance from the river ranged from 0.1-log 
reduction per m (optimal conditions) to 0.05-log reduction per m (unfavorable conditions). These removal 
rates are considered as low when compared to other field studies (Pang, 2009; Sprenger et al., 2014).

3.2. Global Sensitivity Analysis

Results from the sensitivity analysis enable one to quantify the influence of each parameter on target var-
iables (Figure 3). As expected, parameter groups are only influential to target variables in case they are 
included into the corresponding process formulation. Values of Morris indices associated with model pa-
rameters show a significant variability over time and space, which is visible by the spread of the percentiles 
in Figure 3 (left). This result is also related to the temporal variability of boundary conditions (Section 3.3).

Figure 3 (right) depicts the ranking (based on the corresponding value of 
,ˆ j kµ ) of the importance of the var-

ious parameters with respect to each target variable. Note that the GSA suggests that kDOC (parameter #24) 
and KO2,DOC (parameter #25) are the MSPs for the target variable DOC. However, in our data series, reactive 
DOC is always completely consumed at the observation points (Figures 2a and S3). Therefore, kDOC and KO2,-

DOC would have little impact on model calibration as long as reactive DOC remains completely consumed. 
Then, these parameters (marked as exception in Figure 3) were not included in the set of MSP for stochastic 
model calibration. Additionally, the detachment coefficient for coliforms (parameter #32), which is slightly 
below the threshold we set for the identification of MSP (Equation 15), was included within MSP to retain 
the same set of species-specific parameters for coliforms and E. coli.

Overall, 26 of the 59 uncertain parameters detailed in Table 1 are retained for the stochastic model calibra-
tion. The parameters in MSP are marked with “*” in Table 1 and identified with colors in Figure 3 (right).

3.2.1. Flow and Conservative Transport

Parameters employed to evaluate permeability (i.e., porosity and specific surface area, corresponding to 
parameters #15–16, and #1–2, respectively, for both aquifer zones; and parameters #3–7 for the colmation 
layer; see Table 1) and grouped as permeability parameters are sensitive to simulated piezometric pressure 
heads. Permeability parameters of the lower aquifer (i.e., parameters #1 and #15) display a higher sensitiv-
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Figure 3. Left: Box plot of  
, ,j k x t  for each target variable for all parameters across all timesteps and observation points; each parameter group is denoted by 

a given color code. Parameters #{3–7} are grouped on the basis of Equation 14, the ensuing result being depicted as a wider box for ease of visualization. Right: 
Ordered bar plot of values of 

,ˆ j kµ  for all target variables, showing only the 20 parameters associated with the highest rank. Parameters included in the set MSP 
are identified by colors. The number above each column corresponds to the parameter number (see Table 1). Numbers below these identify the corresponding 
species-specific parameter of the second bacteria (e.g., particle size for coliforms (#33) and for E. coli (#42)). The figure includes pie diagrams showing MSPk 
(red color, 

 ,ˆ j kj MSPk
µ ) and MSP (red + orange colors, 

 ,ˆ j kj MSP µ  ) as a fraction of  ,ˆ j kj µ  (depicted through red + orange + gray colors) for each output 
variable k. Exceptions to the MSP criteria in Equation 15 are described in the main text.
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ity than those of the upper aquifer and colmation layer. This is related to the observation that the GSA for 
piezometric pressure heads only targeted the lower aquifer (Equation 13), since data were only available at 
B1. Sensitivity of porosity is higher than that of the specific surface area for both aquifer layers.

Permeability parameters are markedly sensitive also for the simulation of heat transport. Colmation layer 
permeability is more sensitive than the permeability parameters of the aquifer layers because of the gov-
erning role of the colmation layer on inflow to the riverbank. A low colmation layer permeability results in 
flow being directed more through the riverbed (Zone 5) than through the riverbank (Zone 6). Sensitivity to 
temperature of the permeability parameters of the upper aquifer is higher than that of their counterparts 
associated with the lower aquifer because B3 is more directly influenced by temperature changes in the 
river. The influence of thermal parameters (i.e., parameters #11–14) is relatively modest as the parameter 
variability range for gravel sand sediments is fairly limited.

Sensitivity of the colmation layer permeability (parameter #3–7) to chloride transport is the highest one. 
This indicates an increased influence of the colmation layer (and with it the inflow through riverbed or 
riverbank) on chloride as compared to temperature. Longitudinal dispersivity (parameter #20) is the second 
MSP, dispersive transport being only slightly less significant than advective transport at the stream-ground-
water interface.

3.2.2. Reactive and Bacteria Transport

Organic carbon respiration parameters are the most sensitive to reactive transport of oxygen and DOC. The 
rate constant for SOC (parameter #22) is more sensitive to oxygen than the rate constant for DOC (#24), 
possibly resulting from the limited inflow of reactive DOC from the river. Sensitivity of parameter β (#26) 
is also markedly notable, suggesting the strong impact of temperature on reaction rates. With reference to 
the dispersive and advective transport parameters, their order in the sensitivity ranking is similar to what 
was observed for chloride.

The MSPs to bacteria transport (here identified through the dynamics of coliforms (CF) and E. coli (EC)) are 
the coefficients associated with inactivation and straining and corresponding to the inactivation coefficients 
for the mobile phase (parameter #28, ranked third for CF in Figure 3 (right); parameter #37, first for EC), the 
straining coefficients (#56, first for CF and second for EC), and exponent (#57, sixth for CF and fifth for EC) 
and inactivation coefficients in the immobile phase (#29, eighth for CF; #38, 12th for EC).

With the exception of particle size of both bacteria (#33, second for CF; #42, third for EC) and sediments 
(#47, fourth for CF and fourth for EC), all parameters related to DLVO calculations display a minimal sensi-
tivity across the selected range of variability. The most sensitive one within this subgroup was the Hamaker 
Coefficient (#35, 16th for CF; #44, 13th for EC). We note that this result does not exclude the possibility of 
a strong nonlinear influence of the latter parameter or that there are joint effects on model outcomes by 
multiple parameters used in the DLVO calculations. This feature cannot be disentangled by the analyses of 
the Morris indices (Equation 12) and can be worth of a targeted future investigation.

Detachment coefficients (#32, 14th for CF; #41, eighth for EC) and the maximum immobile bacteria con-
centration in the aquifer (#54, 13th for CF and ninth for EC) are characterized by a medium sensitivity. 
Therefore, parameters driving the elimination processes (i.e., inactivation and straining) have a higher im-
pact on modeling results than those associated with attachment/detachment. However, this is not com-
pletely distinguishable, as both bacteria and grain size are highly relevant for straining and attachment.

Sensitivity of parameters linked to the feedback between oxygen concentration and inactivation (#30, 31, 
39, 40, 59) is visibly low. The MSP of this group is the inactivation coefficient ratio (parameter #30) and is 
only ranked as 26th. The oxidation rate constant for SOC (#22, 19th for CF) and the β parameter (#26, 19th 
for EC) are more sensitive than the inactivation coefficient ratio, their relevance being still ranked as low. As 
such, one can conclude that the dependency of inactivation on the oxygen concentration has only a limited 
impact on bacteria concentrations. For a change of the parameter value of the anoxic to oxic inactivation 
coefficient ratios (parameters #30, 31, 39, 40) to significantly impact bacteria concentrations, two conditions 
need to take place: (i) oxygen concentrations are below the threshold value and (ii) the values of the inac-
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tivation coefficients under oxic conditions are sufficiently high. Since the Morris indices are based on the 
mean of a set of EEs evaluated across the parameter space (Equation 12) and the two conditions will only 
apply in a subregion of the overall parameter space, the value of the EEs for this parameter will be near zero 
outside of such a subregion, thus resulting in a low Morris index value.

This can be illustrated by considering as an example the EEs associated with the output variable coliform 
concentration at location B1 along well B. In this case, the highest values of the EEs associated with pa-
rameters linked to the feedback between oxygen concentration and inactivation (#22, 30) are about 15% 
lower than the corresponding values related to the EEs linked to dispersivity (#20) or to the inactivation 
coefficient under oxic conditions (#28). Furthermore, the distributions of the EEs related to parameters 
#22 and 30 are much more skewed (with more than 90% of the EEs being near zero) compared to those 
for parameters #20 and 28 (50% and 40% of the EEs are near zero), as also seen in Figure S4 of the sup-
porting information. This result suggests that, while parameters related to the feedback between oxygen 
concentrations and inactivation (e.g., #22 and 30) can have a significant effect on coliform concentra-
tions, their influence is relevant only within a small subregion of the parameter space. The Morris index 
(i.e., the mean of the EEs evaluated across the entire parameter space) can therefore underestimate the 
sensitivity of a parameter if the parameter is only relevant under specific conditions (as, e.g., for inacti-
vation coefficient ratios for anoxic conditions) as compared to parameters which are relevant across the 
entire parameter space, for example, permeability. We note that reliance on Morris indices to evaluate 
the relative importance of model parameters enables one to extend the results to the whole parameter 
space in case the behavior of the model is linear with respect to input parameters. A clear demarcation 
of the detailed model behavior within subregions of the parameter space can be obtained, for example, 
though the approach based on the distributed evaluation of local sensitivity analysis (DELSA; Rakovec 
et al., 2014; Ceriotti et al., 2018 and references therein). The latter is based on a set of evaluations of a 
local sensitivity metric across a (typically regular) grid in the parameter space. It is well recognized that 
an aspect limiting the application of the DELSA approach is the potentially large amount of sensitivity 
maps that one can obtain. The latter aspect is markedly challenging in scenarios of the kind we inves-
tigate, involving a considerably high number of parameters and temporal intervals of interest. In this 
context, the effective implementation of this approach will be subject to future investigations, eventually 
in conjunction with formulation of surrogate modeling strategies to alleviate computational burden and 
advanced data analysis techniques to extract relevant patterns from the amount of information generated 
by model simulations.

3.3. Impact of Hydrological Events on Temporal Dynamics of Parameter Sensitivity

A correspondence between river level fluctuations and the ensuing value of the Morris index associat-
ed with some parameters (e.g., inactivation coefficient for coliforms and longitudinal dispersivity) can 
be observed (Figure 4). For example, a quick increase of the river level (as noted at day 330 and 430) is 
related to a decrease of the Morris index associated with the inactivation coefficient, corresponding to a 
decreased sensitivity of inactivation to bacteria concentration. This is consistent with the enhanced flow 
velocities due to the rapid increase of the river level (and of the hydraulic gradient). Indeed, an increased 
flow velocity leads to reduced travel times for bacteria toward the observation wells and, in turn, to a 
reduced temporal window within which inactivation can eventually take place. Therefore, a change in 
the inactivation coefficient will have less impact on bacteria concentrations for high flow velocities, as 
compared to periods characterized by longer travel times. Otherwise, the impact of dispersivity increases 
with the river stage (and the groundwater pressure head gradient), because high flow velocities corre-
spond to an increased dispersion coefficient. In general, we can observe that the variations of boundary 
conditions, for example of seasonal origin, can influence the relative importance of different transport 
processes. However, we note that other effects can affect the temporal variability of the sensitivity of a 
parameter. For example, gradually filling up of the limited attachment spots for bacteria on the sediment 
could lead to a lower sensitivity for attachment related parameters. While we observed such correspond-
ences, a complete characterization of these aiming for more general conclusions is out of the scope of 
this work.
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3.4. Stochastic Calibration Results

Histograms of parameter values obtained from the collection of the 375 
inverse modeling runs are depicted in Figure 5. Overall, we can observe 
that conditioning on data has a beneficial effect in reducing the uncertain-
ty associated with hydraulic and organic carbon respiration parameters, 
while it does not impact significantly the prior uncertainty linked to pa-
rameters for dispersive transport and those specific to bacteria transport.

Estimated porosities for the aquifer layers (parameters #15 and #16) tend 
to be concentrated around high values within the selected parameter 
range (with mode displayed at values of 0.385 and 0.295, respectively). 
The opposite behavior is documented for the specific surface area per 
unit volume (#1 and #2; mode at 6602 and 8161 m−1, respectively). These 
results are consistent with high permeability values in the aquifer layers, 
as driven by Equation 1. This behavior is enhanced for the lower aquifer 
(layer Z2; parameters #1 and #15), indicating a higher permeability of 
this layer as compared to the upper aquifer. With reference to the col-
mation layer permeability, period I, II, and IV tend to be associated with 
the highest values (mode of permeability values equal to 2.5 × 10−11 m2, 

6.3 × 10−11 m2, and 2.5 × 10−11 m2 for periods I, II, and IV, respectively), low values being observed across 
time periods III and V (with mode equal to 2.5 × 10−13 m2 and 4.0 × 10−14 m2 for periods III and V, respec-
tively). This would indicate an increased clogging during summer (period III) due to enhanced biogeo-
chemical activity (bio-clogging). Period I and V correspond to flooding events at the end of the winter. It 
can be assumed that their characteristics (in terms of, e.g., sediment load) are similar. However, they show 
different trends in their corresponding parameter value histograms, a behavior which might be related to 
data availability, as there was a more detailed sampling for bacteria during period V.
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Figure 4. Temporal variation of  
, ,j k tx  evaluated for coliform 

concentration at observation point B2 for two selected parameters 
(inactivation coefficient for mobile coliforms under oxic conditions and 
longitudinal dispersivity).

Figure 5. Histograms of parameter values obtained from the collection of inverse modeling results. Parameter values are normalized within the interval [0,1] 
associated with the range of variability considered (Table 1). Colors highlight parameter groups (see Table 1 and Figure 3).
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While longitudinal dispersivity (parameter #20), straining coefficients (#56, 57), and bacteria size (#33, 42) 
are among the MSPs (Figure 3), their posterior distributions are close to the prior (uniform) distribution. 
This result suggests that the available data are not highly informative to constrain their value, as embedded 
in the mathematical formulation employed. Otherwise, the inactivation coefficients (#28, 29, 37, 38) and 
the detachment coefficients (#32, 41) are all characterized by a clearly identifiable peak in their posterior 
distribution. Inactivation coefficients for the mobile phase (#28, 37) are characterized by values (mode at 
1.4 × 10  and 6.0 × 10−1 d−1, respectively) which are significantly larger than those associated with the im-
mobile phase (#29, 38, with mode at 3.6 × 10−3 and 8.4 × 10−3 d−1, respectively).

Detachment coefficients (#32, 41) also display low values (mode at 4.7 × 10−3 and 2.2 × 10−2 d−1) as com-
pared to inactivation (e.g., mode of #28 at 1.4  d−1), suggesting that remobilization of attached bacteria 
occurs at a slower pace. Overall, parameters associated with coliform transport show a higher reduction in 
uncertainty due to conditioning on the available data as compared to parameters linked to E. coli transport. 
This result is possibly related to the higher number of non-zero measurements available for coliforms than 
for E. coli (Figure 2b and Equation 16).

4. Conclusions
Our work leads to the following main conclusions.

1.  Based on the GSA performed, model parameters characterizing bacteria elimination processes (i.e., inac-
tivation and straining) are key for bacteria transport at the riverbank filtration site analyzed. This finding 
can have important consequences on the level of uncertainty associated with modeling results because 
inactivation and straining coefficients are influenced by a variety of factors (e.g., presence of other biota, 
geometrical features of the pore space) and are therefore very difficult to determine for field conditions. 
The high sensitivity of the bacteria size suggests that bacteria with differing size can be characterized 
by significantly different transport behavior. This, in turn, highlights that considering a single pathogen 
species, that is, E. coli, in a modeling study is not conducive to an accurate assessment of the risk for 
contamination related to other pathogen species.

2.  Permeability of the colmation layer at the site is also influential to control bacteria transport to ground-
water. Seasonal changes of permeability due to bio-clogging in summer and reduction of low-permeabil-
ity riverbed sediments during winter floods can lead to significant changes in bacteria residence times. 
These can in turn give rise to longer or shorter transport paths, thus impacting the risk for bacteria 
contamination of drinking water wells. Temporal variability of the colmation layer permeability is not 
trivial to monitor over the years and can therefore induce significant uncertainty to predictions of field-
scale bacteria transport.

3.  Data from a 1-year monitoring campaign and modeling results suggest that bacteria transport is mark-
edly driven by seasonal variations of the river stage, temperature, and oxygen content. As GSA indi-
cates, this result can be mainly attributed to changes associated with inactivation. The summer period 
(with anoxic aquifer conditions) and the flooding event at the end of winter season (with increased flow 
velocities) are both associated with high bacteria concentrations in groundwater. Anoxic aquifer condi-
tions (in the summer period) as well as increased groundwater flow velocities and associated reduced 
residence times (during the winter flood) lead to a reduced impact of inactivation.

4.  Even as the available data set is quite detailed, results from our stochastic inverse modeling analysis 
suggest that collected measurements are not entirely effective in constraining uncertainty associated 
with some model parameters (e.g., longitudinal dispersivity, straining coefficients, and bacteria size) for 
coliform and E. coli transport. Otherwise, conditioning on available data enables one to constrain uncer-
tainty associated with the inactivation and the detachment coefficients.

As described in Section 2.4, our GSA is placed before model calibration and relies on the working hypothesis 
that model parameters are uncorrelated. This assumption is employed due to the lack of information about 
firm quantifiable degrees of correlation among the 59 model parameters embedded in the model. In cases 
where it is possible to quantify such correlations, the GSA could then be performed upon sampling from the 
ensuing joint distribution of model parameters (see e.g., Dell'Oca et al., 2020 and references therein). This 
could impact the ranking of model parameters, an element which deserves future investigations to further 
enhance our understanding of the functioning of the interpretive model and system considered.
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Another element deserving future detailed developments is related to the identification of parameters hav-
ing the largest impact on the residual uncertainty of model output, that is, the uncertainty still remaining 
after model calibration. In this context, the GSA would be constrained to model calibration and could be 
employed to guiding additional efforts for parameter characterization. The probability density function 
associated with each model parameter at this stage is typically different from the one considered prior 
to model calibration and might include cross-correlations amongst model parameters (see, e.g., Dell'Oca 
et al., 2020 and references therein for additional details on this).

In summary, from a waterworks management perspective, the high uncertainty still affecting simulation 
of bacteria transport is still recognized as a remarkable challenge. While model parameters can be very 
influential, as shown in our study, they can be very hard to assess at field scale. The highest contributions 
to the uncertainty associated with bacteria transport results stem from inactivation coefficients (1), the 
time-variant colmation layer permeability (2), as well as seasonal effects such as floods and changes of oxic 
to anoxic conditions (3). While (2) and (3) could be better estimated by proxies, such as temperature, oxygen 
content, or Eh values (1) is markedly difficult to quantify even at laboratory scale for field conditions and 
can only be assessed by considering it as a model calibration parameter at the field scale. In this context, our 
study underpins the need for improved understanding of these reactive transport processes and parameter 
relevance to increase the predictive accuracy of model results which can later the used as basis for a risk-
based management decisions process for waterworks using bank filtration for drinking water production.
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