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a b s t r a c t

This survey provides an overviewof the different approaches seen in the literature concerning

particle damping. The emphasis is on particle dampers used on beams vibrating at frequencies
between 10 Hz and 1 kHz. Design examples, analytical formulations, numerical models, and

experimental setups for such dampers are gathered. Modeling approaches are presented both

for particle interaction and for systems equipped with particle dampers. The consequences
of the nonlinear behavior of particle dampers are brought to attention. As such, the apparent

contradictions of the conclusions and approaches presented in the literature are highlighted.

A list of particle simulation software and their use in the literature is provided. Most impor-
tantly, a suggested approach to create a sound numerical simulation of a particle damper and

the accompanying experimental tests is given. It consists of setting up a discrete element

method simulation, calibrating it with literature data and a representative damper experi-

ment, and testing it outside of the range of operation used for the tuning.
© 2019 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY

license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

Particle dampers are devices that work by a combination of impact and friction damping. They dissipate the energy of a
system by transferring it to a bed of particles. This bed is geometrically constrained to remain inside a container fixed to the
vibrating system. As such, the motion-caused interaction occurring inside the container damps the absorbed energy. The main
dissipative mechanisms involved are: collisions between the container walls and the particles and between the particles them-
selves; sliding friction between the same; and, rolling friction between the same. For collisions between the particles and the
cavity walls to occur, both should be out-of-phase with each other. This type of damping mechanism allows for relatively empty
containers, can work at low frequencies. Its optimization often focuses on the travel time of the particles within the cavity. This
dampingmechanism is often linked to thework ofMasri and Ibrahim [1]. Another importantmechanism that is active inside par-
ticle dampers relates to the state of matter of the granular medium. For example, gas-like states occur at higher frequencies and
solid and liquid-like states occur at lower frequencies and excitation amplitudes. The optimization of that damping mechanism
focuses on the state of the vibrated granules in the cavity. An original work along this line of thinking is that of Salueña et al. [2].

Particle damping is also referred to as acceleration damping,multiple impact damping,multi-particle damping, granular damp-

ing, granular-fill damping, and shot damping. Their invention stems from impact dampers, which work similarly but with a single
particle. Typically, particle dampers are more efficient than the latter [3]. Both damper concepts are shown in Fig. 1, where uvib
is the transmitted vibrating motion.
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Fig. 1. Impact (left) and particle (right) dampers.

Particle dampers exhibit a number of advantages. They are particularly useful in harsh conditions, negligibly sensitive to
oil contamination, and have a low weight impact [4]; are insensitive to the ambient temperature [5–7]; can work in multiple
directions and at a wide range of frequencies [8]; operate without any source of power; can be designed to have low sensitivity
to excitation in directions other than the principal one [9]; are efficient at damping either random, Gaussian, or deterministic
excitation [3]; do not suffer from wear [6,7]; and, are simple, highly reliable, and affordable [6]. These characteristics make
them particularly useful in harsh environments, in situations where electric or hydraulic power cannot be transmitted, and
where vibrations are chaotic.

They are used in the aerospace, automotive, energy, and medical industries [10]. Applications include but are not limited
to: earthquake isolation for buildings; engine oil pans; gears; aircraft components; turbine vanes and blades; spacecraft com-
ponents; helicopter blades; turning machines and machine tools; wind turbines and wind-subjected pylons; and, aeronautical
turbines. They are also considered to reduce the emission of sound [11] although sometimes they increase it [3]. They can be
categorized based on their peculiarities and a sample of particle damper typology is:

• single unit: the typical particle damper which has a single cavity and is externally attached to the main structure;
• multi-unit: a particle damper which consists of more units attached to the main structure;
• non-obstructive particle damper (NOPD): damper which does not modify the geometry of the main structure and often

consists of one or more holes drilled into the structure;
• tuned particle damper (TPD): classic dynamic vibration absorber which uses a cavity filled with particles instead of a mass;
• vacuum packed particles (VPP): controllable pressure inside the particle cavity allows to actively control the response of

the particle damper;
• fine particle impact damper (FPID): a traditional impact damper where the large single impacting mass is placed in a cavity

together with many smaller particles to increase energy dissipation.

Also, various levels of active control can be applied to particle dampers. Thus, the particle damper can either be passive, semi-
active, or active [3]. The level of active control that will determine to which of the last two categories it belongs is not standard-
ized and depends on subjective interpretations.

The scope of the current work is to present detailed descriptions of a selection of research items. The literature on particle
damper is considerable and thus only papers which were similar enough to beam applications are presented in this paper. The
reader will note that multiple applications are nevertheless presented and that the conclusions of this review can be extrap-
olated to other types of structures. The selection is thus based on the pertinence for damping beam vibrations between 10 Hz
and 1 kHz. Priority is given to passive single-unit devices and descriptions of both numerical and experimental methods used by
specific authors are reported. Most of the attention is given to damperswhich dissipate energy through impact, as in the original
work of Masri and Ibrahim [1]. These dampers are usually more effective and correspond to the solid state of dampers analyzed
using a state of matter approach. This survey thus provides a complement, tailored to the aforementioned applications, to the
recent particle damper review for civil engineering applications [12].

First, an overview of particle damper modeling and testing is given in Section 2. Section 3 introduces related analytical and
numerical methods. Section 4 is dedicated to the considerations necessary for particle damper analysiswith the discrete element
method. Then, a series of configurations studied by different authors are given in Section 5. Finally, Section 6 suggests modeling
and experimental approaches along with justifications.

2. Introductory considerations for modeling and testing

The literature repeatedly states that particle damping is a highly nonlinear phenomenon. Consequently analytical, numerical,
and sometimes experimental studies on the subject present contradicting conclusions. As a matter of fact, most of the historical
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research on particle dampers was conducted by trial and error [8]. There are thus many different approaches to their modeling
and the specific configuration influences which internal mechanisms are important. This section introduces some peculiarities
of particle dampers modeling and experimental testing.

Michon et al. [8] report that the highly nonlinear behavior of these dampers delayed and limited the use of analytical
and numerical methods until the 1960s. They are still not yet well understood, and this even when operating under opti-
mal conditions [13]. Quite often analytical approaches of the literature focus on damping a single mode of the structure,
through an equivalent single degree of freedom (DoF) system. Many particle damper models from the literature suffer from
the following limitations [8]: they often consider the particle aggregate as a lumped mass, they neglect internal friction, and
they do not correct for the changes in the mass of the main structure caused by the particles being in contact or not with
it.

Different directions of the observed vibrations will yield different optimal particle mass and damping properties [9,14]. Para-
sitic vibrations in secondary directions can also be strongly influential for damperswhere the dissipationmechanism depends on
the state of matter of the granular material. Multi DoF systems will respond differently than single DoF systems to the presence
of the damper and gravity has a non-negligible effect on the damping [3]. The position of the particle damper on the response of
the structure has a non-negligible influence on its effectiveness [9]. Also, the presence of a particle damper will usually increase
the band of resonant frequencies while diminishing the peak response [15].

For one, it is common to obtain a single mass that is equivalent to a bed of particles. As such, the modeling is done using
the obtained equivalent impact damper. Different formulations are available to do the conversion [4,16,17]. That single-mass
approach can give a good estimation of the particle bed interaction with the containing structure. However, it fails to properly
model the internal interaction between the particles [18]. This interaction induces dissipation caused by impact and friction
phenomena. And, the dominant damping can come from either sliding or rolling friction or from impact dissipation [14,18]. For
example, the experimentally validated numerical simulations of Wong et al. [19] indicate that the most important contribution
of damping comes from friction. However, in general, the dominant dissipation mechanism is determined by the properties of
the particles and their containing cavity [14].

In general, increasing the inelastic deformation of the particles increases the damping capability. But often, stiffer material
coatings also lead to better damping [3]. The use of honeycomb beams can also improve the efficiency of the damping by
providing many cavities that can be filled by particles. Most often, particle dampers use high density material granules [7].
Brown [20] mentions that a damper weighing between 10% and 15% of the effective systemmass at the fundamental frequency
is usually enough to achieve significant damping. In accordance, the mass ratio of the particles to the host system for all the
simulations done by Sánchez et al. [10] remains ≈ 10%. Although increasing the mass ratio generally increases the performance
of the damper, heavier dampers do not always translate into more damping at all modes because the state of the vibration
is also important [3]. For example, the phase between the motion of the impacting mass and the structure to be damped has
an important influence on the damping efficiency. Two impacts per cycle are more efficient and most of the damping usually
occurs at or near resonance [3]. Because of their nature, particle dampers provide no damping once the oscillation amplitude
goes under a certain level.

Furthermore, dividing the cavity into different compartments can prevent particles from aggregating and delay their
response [9]. Fragmentation, or breaking, of the particles is numerically demonstrated not to limit the efficiency of the damper
[10]. It is also advanced that as particles become smaller, the contact area between the vibrating part and the damper increases
and thus promotes the exchange of momentum [3]. This mechanism is valid up to a lower limit on the size of the particles.
Also, discrete element method (DEM) simulations showed that the properties of the individual grains of the particle damper
have little influence on its damping properties if the optimal cavity clearance is maintained [21]. On the other hand, welding of
individual particles can reduce the damper’s efficiency [10].

2.1. Phase diagram analyses

The papers reported in this review are not separated based on whether they study the damping mechanism using a solid-
fluid-gas phase perspective for the granular material. In this section, the term phase refers to the state of matter of the material.
When the particles behave more like a gas, particle to wall impacts are usually dominant. However, the best damping is usually
obtained for granular material in the solid, or glass, phase. Liquid-sloshing dampers are also not considered.

Nevertheless, a considerable amount of particle damper research focuses on the state of the granular material in the damper.
These states are often referred to as solid or glass-like, liquid, or gaseous [22,23]. Consequently, the particles can also bemodeled
as two-phase flows [7]. Sometimes the distinction of phase is rather made between frictionless, frictional sliding, and rolling
phases [24] or more detailed descriptions of the actual state of the flow [25,26]. Most often the phase of the granular material
depends on both the excitation frequency and amplitude. Different phases observed also include bouncing bed, undulation,
buoyancy convection, Leidenfrost effect, oscillons, waves, sloshing, and others. Credit for phase analysis of particle-induced
energy dissipation is given to the research of Salueña et al. [2]. On a similar line of thought, Cates et al. [27] argues that the solid
states of granular particles may be compared to fragile materials. The fragility of the granular material is linked to its ability to
jam in a certain configuration where force chains are able to sustain loads up to a compatibility limit and at the same time may
collapse due to an infinitesimal load applied in the proper direction. Such a collapse does not induce a flow state in the material
but rather a plastic rearrangement of the particles.
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The consideration for the phase state of granular flows leads to the use of diverse semi-active damper control techniques.
These techniques aim to maintain a pressure on the boundaries of the cavity in order to favor the preservation of the solid
particle arrangement and thus maintain good damping properties. The research in that direction considers the influence of
the shape and aspect ratio of the cavity or the use of internal cellular structures, pressure-generating envelopes, or boundary
electromagnets [28,29]; sandwich beam arrangements with controllable internal vacuum particle-filled flexible cavities [30,31];
and, flexible tube-like low-pressure granule-filled cavities [32].

2.2. Key terms

To clarify a few concepts, the following terms which recur in the particle damper literature are defined here:

• mass ratio: ratio of the mass of the damper to the mass of the vibrating structure1;
• Hooke contact, linear contact: force between the particles is function of the displacement;
• Hertz contact: normal force between the particles is function of the displacement to the power of 3/2;
• Kuwabara-Kono law: normal damping force between the particles is function of the velocity times the square root of the

penetration depth as defined by Kuwabara and Kono [33];
• Hertz-Mindlin contact: extension the Hertz contact model to have tangential components;
• clearance: refers to the distance that the particle(s) can travel from their initial position and is mostly used for impact

dampers;
• packing fraction, packing density, particle filling ratio, filling rate: ratio of the space occupied by the particles to the space

of the containing cavity2;
• bulk density: ratio of the total mass of the particles to their volume envelope;
• void fraction,mean voidage, porosity: ratio of volume not occupied by particles to bulk volume of the particle aggregate;
• void ratio: within the aggregate, ratio of volume not occupied by particles to volume occupied by particles;
• coefficient of internal friction: Coulomb-type coefficient that characterizes the relation between the shear stress inside a

particle bed and the normal stress [34]; strongly depends on void fraction;
• coefficient of wall friction: Coulomb-type coefficient that characterizes the relation between the shear stress on the particle

bed wall and normal stress [34]; does not depend on void fraction but can be strongly influenced by vibrations;
• clump: bundle of bonded spheres which has the purpose of representing a particle of a specific shape for numerical simula-

tion;
• blockiness: a number which indicates the proportion of sharp edges and corners versus rounded edges in a particle;
• rolling resistance, rolling friction: dry friction force dependent on normal contact force and opposing particle rolling

motion;
• coordination number: the number of particles with which each particle is in contact3;
• granular shear strength, bulk friction, internal friction: difference between the major and minor principal stresses in the

granular material;
• phenomenological model: empirical model of a systemwhich is only partly based on the principles of physics.

3. Modeling approaches

In order to calculate the response of a system equipped with a particle damper one can rely on analytical or numerical
methods. Pure analyticalmethods for particle dampers are not common, are limited to specific cases, and are difficult to calibrate
without having experimental data at hand. The Hertz formulation is often used to describe particle interaction, but usually inside
numerical methods. The harmonic balance and Fourier series methods are used to quickly solve the particle damper equations.
A Poincaré map is also used to observe the behavior of the analytical systems.

One approach to model particle beds is to use a computational fluid dynamics (CFD) toolbox. For example, a widely available
software suite which allows the modeling of particles is OpenFOAM.4 Some published research, such as Leitz et al. [35] rely on
the software package’s ability to track particles. However, the approach of Leitz et al. [35] does not implement a contact model
within OpenFOAM. The impact calculation is instead performed in Abaqus and the equations are not available in the article.
Another simulation done by Dissanayake et al. [36] uses OpenFOAM for modeling particles in a flow, but no information is given
on the choice of collisionmodel. Nevertheless, the choice of a suitable collisionmodel is fundamental formodeling the dynamics
of particle dampers.

1 this term is not used consistently in the literature and often the exact definition is not given, so it has to be handled with care.
2 this term is not used consistently in the literature and often the exact definition is not given, so it has to be handled with care.
3 variations of this definition also exist.
4 http://openfoam.org.

http://openfoam.org
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According to the online5 documentation and user/contributed information for the different distributions of OpenFOAM, its
particle modeling features are: particle tracking algorithm which works with moving meshes; particle injection; particle drag
in the containing medium. Two trajectory models are implemented in this particle simulation approach of OpenFOAM and they
are both based on the same particle collision model by O’Rourke et al. [37] which is based on the probability of a particle being
in a specific zone. This latter method is an extension of the multiphase particle-in-cell (MP-PIC) method. Although CFD can also
be used to model the fluid between the particles, such an approach may be excessively laborious for the resulting increase of
accuracy. Resources may be better used to properly tune a simulation of particles only.

The methods of regression analysis, restoring force surface, power input, and neural networks were also used for particle
damper simulation [38]. While they can bring some insight on the particle damper behavior, these models are usually no longer
valid outside of their experimental boundaries [39].

Consequently, numerical solutions for particle dampers usually rely on implementations of the discrete element method
(DEM6) to solve the analytical formulationsmentioned earlier. It is common to see approaches that reduce amultiple DoF system
into a simpler equivalent system. The equivalent system is usually damped and elastically supported and has a single or a few
DoFs. Dashpots and springs of these reducedmodels can take various forms. They can be assumed to either: always be in contact;
activate according to the system’s position; have non-standard physical properties, such as nonlinear force-displacement and
force-velocity curves; or, respond according to a rheological model. These equivalent systems are usually obtained either from
analytical derivations or from experimental data. Modeling friction between the particles is often reported as a challenge by the
authors and is sometimes neglected due to the limited influence of friction in particular configurations.

3.1. Particle damping analytical methods

An attempt to provide analytical solutions from the literature is provided by this section. However, as the reader will notice,
most of the proposed approaches require numerical methods to be solved. This is a consequence of the highly nonlinear behavior
of particle dampers. Numerical solutions will be treated more in detail in the subsequent section.

Olȩdzki et al. [11] use a rheologicalmodel where ametal, that is considered non-deformable, is dampedwhen in contact with
a plastic. The model is described by the following equation, where the parameters a, b, c, and d are calibrated with experimental
data from the plastic materials

mẍ + ax|xb| + cẋ|ẋd| = 0 (1)

Ibrahim [3] reports many uses of modeling the impact of a particle with a wall using an equivalent force based on distance
with the wall. He also reports the use of a coordinate transformation method which analyzes the impact model using position-
based coordinates instead of time-based ones. He reports that damping functions are also based on the penetration depth of the
impacting bodies, with quadratic or cubic relationships. This last method is referred to as the Hertzian contact. Ibrahim [3] also
reports that different analytical methods were used for both harmonically excited and decaying impact damper responses and
that optimal relations between particle clearance, coefficient of restitution (CoR), and vibration amplitude exist. Brogliato [40]
makes the distinction between the vibroimpact mechanics, which usually focus on one or few masses, and billiards, which refer
to multi-particle systems.When used for damping purposes, these two types of systems are often referred to as impact dampers
and particle dampers, respectively. Ibrahim [3] rather focuses on the former type of contact. Fang et al. [41] instead relies on
the Hilbert Transform to obtain relationships between the different parameters of the particle damper and its efficiency. Bryce
L. Fowler [18] use a method similar to the DEM which explicitly solves the motion of the individual particles by assuming that
they only interact with their immediate neighbors during a timestep chosen sufficiently small to allow this assumption. This,
however, contradicts the wave phenomena reported by Brogliato [42]. As many other models reported, the method of Bryce
L. Fowler [18] uses a variant of the Hertz method to measure the force between colliding bodies. For oblique impacts, they
measure the forces using Coulomb’s law. They mention that some authors use an additional viscous friction force of which the
purpose is to limit strong oscillations in the measured forces. In their calculation for the response of a damped beam they, as
many other authors, represent the beam using an equivalent single DoF mass-spring-dashpot system. Saeki [43] considers the
individual particle’s contributions to a complete horizontally vibrating systemmade ofmultiple units of particles. To simplify, or
rather speedup, the analysis they assumed that each unit behaves in the same manner and they thus reduce the analysis to the
number of particles contained in a single container. They calculate the contact forces using Hertzian theory and the tangential
forces using Coulomb’s law of friction. The spring constant of the Hertzian contact law uses Poisson’s ratio and the modulus of
elasticity to link deformations to displacements. They solve the system by integration over time.

Szmidt and Zalewski [44] model the particular damper vacuum sealed beam, a VPP, as a combination of Euler-Bernouli beam
theory and a Kelvin-Voigt material. They also neglect gravity forces as their beam’s long edge is placed vertically.

Park and Palumbo [45] are mostly interested into mitigation of vibration-induced sound. Their model thus considers both
airborne and frame wave propagation. They conduct their analysis of the beam using the classical beam formulation for their

5 https://cfd.direct/openfoam/free-software/barycentric-tracking/https://openfoam.org/release/2-3-0/dpm/https://www.cfd-online.com/Forums/

openfoam-announcements-openfoam-foundation/190919-openfoam-5-0-released.html https://www.cfd-online.com/Forums/openfoam-solving/134605-

particle-collision-model-mppicfoam.html.
6 DEM is also known as the Distinct Element Method.

https://cfd.direct/openfoam/free-software/barycentric-tracking/
https://openfoam.org/release/2-3-0/dpm/
https://www.cfd-online.com/Forums/openfoam-announcements-openfoam-foundation/190919-openfoam-5-0-released.html
https://www.cfd-online.com/Forums/openfoam-announcements-openfoam-foundation/190919-openfoam-5-0-released.html
https://www.cfd-online.com/Forums/openfoam-solving/134605-particle-collision-model-mppicfoam.html
https://www.cfd-online.com/Forums/openfoam-solving/134605-particle-collision-model-mppicfoam.html
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main beam where an additional loading term is obtained from a wave analysis of the particle-induced pressure on the frame.
They solve that beam equation using the Rayleigh-Ritz method and mention shear damping of inner honeycomb panels could
be considered by using the Timoshenko beam. Their equations are solved by a Newton-Raphson integration and correlate well
with their experimentally obtained transfer functions of the beam with and without inner particles.

Lu et al. [12] provide a method to optimize the design of a tuned particle damper. It starts with the determination of the
required material density, which should be as low as feasible. The mass of the cavity should also be constrained to a range, and
kept as small as possible with respect to the total particle mass. The fill ratio can then be imposed to be between 20% and 90%.
The frequency of the structure, for civil engineering applications, should be between 0.5 Hz and 3 Hz. Their analytical equations
can then be used alongwith a selected optimal clearance to obtain a predicted structure displacement. However, these equations
are to be solved numerically. An iterative procedure can then be conducted to identify the best parameters from the previous
steps using the later analytical equations. Finally, the optimal parameter of particle mass leads to the number of particles, and
the optimal number of layers leads to the related cavity dimensions.

The model of Du and Wang [46] is mostly analytical, but is nonetheless resolved through numerical integration. They rep-
resent their combined impact and particle damper consisting of a large mass and a granular material by an equivalent two DoF
viscoelastic system. They model the impact of the large mass and the main structure, which are both covered by the fine, pow-
der, granular material as a particle to particle impact. They, however, change the particle’s mass and velocity to be those of the
damping mass and main structure.

3.2. Particle damping numerical methods

Yokomichi et al. [47] are able to model a system with multiple particles using an equivalent single DoF system. They also
consider that a complete bed of particles can be represented by an equivalent single mass body without friction that collides
plastically.

Ibrahim [3] mentions that the multibody dynamics can and have been used to solve impact damping. He, however, adds
that such a formulation is complicated and that the presence of friction makes the problem difficult because of reverse sliding
and sticking. He also mentions the use of partial differential equations to solve continuous systems, such as beams, subjected to
impact damping. Brogliato [42] underlines that the multibody formulations used for single and multiple impacts are different.
For the former, only one collision occurs at a time in the systemwhile in the latter multiple collisions can occur simultaneously.
With multiple simultaneous collisions, a wave propagates through the contacting bodies and lengthens the duration of the
contact. This is at least the case for systems of aligned particles. Some of the simulation methods [48] are developed for real-
time simulation and gaming engines. Iglberger and Rüde [48] and Iglberger and Rüde [49] thus introduce a physics engine which
allows multibody simulation of particle collisions while focusing on obtaining behaviors which respect the laws of material
science. Their engine provides good scalability through message-parsing interface (MPI) parallelization. FromDassault, Elmqvist
et al. [50] also present another multibody-based approach focusing on correct physical representation of the particle collisions.
They rely on a DEM. The DEM formulation was first presented by Cundall and Strack [51] and consists of modeling each particle
individually using a contact model that causes viscoelastic forces to be exchanged between the particles. Ehrgott et al. [52]
use an axisymmetric finite element method (FEM) to study the impact of particle dampers on a turbine high pressure seal of a
space shuttle. They ensure the natural frequency of the damped seal remains unchanged by the addition of the particle damper
by using a material for the pellets which has a low modulus of elasticity. They also incorporate their test fixture into the FEM
analysis. Their approach models the pellets using their strain energy and they conclude that the method shows limitations due
to the underestimation, for certain modes, of the damping they obtained experimentally. Multi-DoF (MDoF) models use spring
and damper analogy to simulate particle-particle and particle-wall collisions.

Wong et al. [19] mention that obtaining particle-level detail on the workings of the particle damper seems to be the only way
to properly predict its damping efficiency. They thus state that DEM, used with a soft sphere model, is a viable solution method.
The soft sphere model, as opposed to the hard sphere model, implements more than just the coefficient of restitution and thus
considers friction and damping between the particles. They also provide the equation to obtain the critical, thus maximum
recommended, timestep. They use a timestep equal to 80% the critical one, thus using a safety factor.

Saeki [53] uses DEM to simulate the damping action of a granular bed and finds good correlation with the experiments.
DEMs are commonly used to simulate excited particle beds and a thorough introduction to these methods is given by Matuttis
and Chen [54]. Two DEM implementations are used by Kwarta and Negrut [55] to model the interaction between particles of
different shapes and properties.

Lu et al. [6] mention that most DEM applications are concerned mostly with the particles and that the containers are usually
fixed or have an imposed motion. In the case of the particle damper, the main structure responds to the influence of the particle
damper. They thus warn that traditional DEM must be adapted to allow interaction with the containing cavity and structure.
In their case, the modification consists of adding the equations of motion of their main structure to the DEM formulation. They
nonetheless bring to attention the need for DEM models of particle dampers because many applications are concerned with
more than a single vibration mode and frequency and thus cannot be properly modeled by single DoF equivalent systems.
They solve their particle-system interaction problem using a strongly coupled method where they iterate at each timestep until
particle-induced forces and structure displacement converge.

Lu et al. [6] proceed to a first validation by inspecting the response of a single particle and comparing it to the analytical
solution. Then they reproduce the experimental results of motion against frequency of a single DoF structure with both a single
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unit and then with a multi-unit particle damper published by another author. Finally, they conduct an experimental campaign
where they excite a scaled 3-story building using the motion time histories of four earthquake. The building is equipped with a
particle damper on the roof. Their simulations use a timestep of 1 × 10−4 and are able to adequately reproduce the behavior of
displacement and acceleration measured at the different floors of the building.

The in-house DEM implementation of Wang et al. [56] has a contact law based on the Hertz formulation and uses Coulomb
friction forces. They use a link-cell method with two short lists for contact detection. This significantly reduces the computation
time when compared to the traditional all-pair with one long list contact detection method. They report remarkable agreement
with their experimental data, and being able to reproduce a dip in the damping-acceleration plot that prior authors were not
able to model. They use stainless steel spheres of 1 mm diameter. Their work highlights the advantage of DEM over empirical
formulations because it allows them to closely analyze the internal mechanisms that cause damping. For example, they are able
to analyze the proportions of dissipation caused by particle-particle and particle-wall interaction and further separate these
categories into losses due to friction and inelastic collision.

Duan and Chen [57] use a DEM implementation with a velocity-dependent coefficient of restitution. Their equation, taken
from the literature, gives a coefficient which reduces with velocity. They justify their choice by stating that the coefficient of
restitution has an important impact on energy dissipation. They impose themaximumparticle tangential force to be determined
by the Coulomb friction while lower values are dictated by a viscoelastic law. They demonstrate that their model with the
velocity-dependent coefficient of restitution is better able to reproduce their experimental results. However, it is not clear
whether, to compare velocity-dependent and constant coefficients, they retuned the model with the constant coefficient for
their empirical parameter. Different results could emerge if they simply substituted the coefficient inside their model which
was already empirically tuned. It is also not clear whether they tried different constant values of the coefficient of restitution or
what criteria was used to choose the constant value of 0.95.

Although the particles of their experiments have irregular shapes, Xu et al. [7] assume them to be spheres for their numerical
approach. They mention that other researchers have demonstrated that this assumption is valid for particles size below a fifth
of the cavity’s size. For their longitudinal beam particle damper, they use a reduced particle model. It represents the impacts
inside the particle bed as if the bed was made of a single layer of larger impacting particles of the same total mass vibrating only
in the longitudinal direction. As such, they rely on an adapted Hertz contact model. Finally, they numerically solve the equations
of Euler-Bernouli beam theory with additional forces provided by the impact and shear friction of the damper and the beam’s
internal damping. They use an explicit method and a 20 μs timestep.

For their numerical simulations of a particle damped gear, Xiao et al. [39] use DEMwith a 10−4 s timestep. They mention that
it is a method which assumes constant velocity and acceleration over a timestep. They import the multibody dynamic solution
of the gear angular velocity and acceleration of the gears into the DEM solution.

Klinge [58] conducted preliminary tests using DEM to simulate a particle damper. The particle damper is a cavity with 6 mm
steel spheres modeled as having the Young’s modulus and Poisson ratio of limestone, to reduce the computational time by
roughly two orders of magnitude. He then switched to the Abaqus DEM module, which can be combined with the FEM simula-
tions. He then feeds themodel to an optimization procedure ran inside the Dakota open source optimization framework. He uses
real numbers for the optimization and then rounds appropriately for the parameters that request integers. He limits the study
to spherical particles of the same material. He also checks that the numerical solver is able to converge at the vertices of the
optimization search domain. He finds the Parallel Direct Search algorithm to be the most efficient at finding the optimal damper
configuration. His simulations take roughly 1000 times the realtime to solve. This number varies with the input parameters. He
concludes that stiffer materials solve faster by having fewer simultaneous contacts during the simulation, but this contradicts
the fact that using the modulus of elasticity of limestone made the simulations 100 times faster than when using that of steel.

Chodkiewicz et al. [59] further develop the DEMmethod to allowmodeling of Vacuum Packed Particles. The VPP is a particle
damper where the cavity is replaced by a foil, or envelope, which is maintained under partial, and controlled, vacuum. This
allows to actively modify the particle arrangement inside the damper and consequently the damping response. Their modeled
cavity, here being the whole structure, reacts to external pressure caused by the vacuum. This is modeled in the DEM using an
external cover represented by spheres of smaller thicknesses than the actual cover. They do so to ensure proper discretization
of the foil. They apply the external pressure as a force to selected particles which constitute the external envelope. That force
is calculated from the pressure and a particle-dependent area vector. Their paper gives the geometries of the particles and
damper alongwith the Youngmodulus and Poisson ratios necessary for the DEM. They validate their method through qualitative
comparison with hysteresis loops of displacement-force coming from prior experimental data.

Wang et al. [9] couple discrete element and finite element methods where the DEM captures the particle contact and
the FEM the response of the structure. They assume the DEM timestep to be small enough to prevent issues emerging
from new contacts and transmission of forces to other particles. This is also stated by Lu et al. [6] who mention that the
timestep must be small enough to prevent disturbances on one particle to propagate any further than its immediate neigh-
bors. Wang et al. [9] define stiffness and damping coefficients that are used by the spring and dashpots normal force models
of particle-particle and particle-wall contacts. The tangential contact forces are modeled by Coulomb friction. To accelerate
their numerical study, they focus the analysis in narrow frequency bands near the natural frequencies of the structure. They
also assume that all particles are spheres with the same diameter. Their model allows them to identify the optimal parti-
cle density, mass ratios, and cavity depth. Their experimental results then reproduce the trends observed by their numerical
model.
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Fig. 2. Experiments (a) and simulations (b) of Masmoudi et al. [60]. Reprinted with permission from Springer Nature.

Fig. 3. Gas behavior from the simulations of Sánchez et al. [21]. Reprinted with permission from Elsevier.

Masmoudi et al. [60] use DEM to create a simplified representation of their experimental particle damper test bed. The sim-
plification consists in representing the cavity and particles as a single column of superimposed particles. Both their experimental
and DEM configurations are shown in Fig. 2. Their timestep is determined by ensuring it remains well below both the contact
duration and time a wave takes to cross the particle. They use a wave speed value which is function of Young’s modulus and
density.

Sánchez et al. [10], Sánchez and Carlevaro [61], Sánchez et al. [21], and Sánchez and Pugnaloni [62] use their in-house DEM
implementation to model particle dampers. They give the coefficients of restitution and friction for both the walls and the
particles used by their simulations. Although their results match the generally observed trends, they provide little comparison
with experiments.

The DEM implementation of Sánchez and Pugnaloni [62] uses quaternions to represent orientations. Their normal interaction
force between the particles is calculated using the Hertz-Kuwabara-Kono model. Their tangential forces instead come from the
minimum value between the Coulomb law of friction or the shear damping force. They give the particle parameters necessary
to run their DEM. They conclude that their algorithm produces results that qualitatively concord with experimental findings of
other authors.

In another work, Sánchez et al. [21] provide a justification to use a single lumped mass impact damper equivalent system.
They demonstrate that in most cases, this simple equivalent system provides the same damping properties. They also present
an innovative plotting method which allows to visualize the time-marching response of both the structure and the particle bed
together on one plot. An example is shown in Figs. 3 and 4, which also highlight the gas and lumped mass behaviors of the
particle bed, respectively. The gas behavior, in this case, occurs at frequencies beyond 18 Hz.

Coetzee [63] also mentions that most DEM approaches rely on spherical particles to be computationally efficient. A popular
approach to model different shapes is to rely on clumps, which are the agglomeration of more spheres into a single particle.
Clumps have the advantage of still relying on the efficient contact-detection algorithms designed for spheres.
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Fig. 4. Lumped mass behavior from the simulations of Sánchez et al. [21]. Reprinted with permission from Elsevier.

Coetzee [63] further mentions that reducing the contact stiffness by a factor of up to 1000 is a common method that allows
reducing computation time. It can reduce the simulation time by at least one order of magnitude, but care has to be taken not
to exceed a reasonable particle overlap, and still properly reproduce the important characteristics of the experiment.

3.3. Non-DEM particle damper identification

Bajkowski et al. [64] proceed to parameter identification of their non-DEM particle damper model through an optimiza-
tion process. Their identification approach is similar to the least squares method and is applied to the displacement sig-
nal taken at each timestep for the first 30 s of simulation. They add that this method works well because they have mod-
els based only on equivalent stiffness and viscous damping. The optimization would be impractical if nonlinear friction was
introduced.

For a particle damper, Zalewski and Chodkiewicz [65] use a 6-parameter model which also includes the effect of wear as a
modifier of the viscous damping coefficient. The wear modifier is a function of the total damper displacement and experimen-
tally determined coefficients. Their model also has a Coulomb friction force. They use an evolutionary optimization algorithm
with a population of 40 and 200 generations to obtain the parameters. The algorithm is used to minimize the error between the
experimental and numerical force-displacement hysteresis loops of the damper.

For their previously covered approach, Michon et al. [8] relies on both manual interpretation and on the least mean square
method to identify the parameters which characterize their particle damper. To do so, they use force-displacement curves other
experimental data.

4. The discrete element method for particle dampers

The previous section drew attention to the predominance of DEM when simulating particle dampers. Actually, the most
popular method to simulate agglomerations of dry macroscopic particles is DEM. Furthermore, the need to simulate the particle
bed by individually modeling each particle is reinforced by the following peculiarities [66]: 1) the aspects of the excitation
forces will influence whether the particle bed behaves as a fluid, as a solid, or as a gas; and 2) granular material does not mix
homogeneously as fluids and particles usually aggregate according to their sizes.

Most published DEM simulations model between 100 and 1 million particles [67]. DEM also is often combined with com-
putational fluid dynamics or finite element methods [63]. Such combinations allow to model the interaction between particles
and fluids or deformable elements. The deformable elements can also be the particles themselves. These coupled methods are
often classified as extended discrete element methods (XDEM), but this document relies on the term DEM for both coupled and
uncoupled methods.

Consequently, some aspects that must be taken into consideration to perform DEM simulations are discussed. This section
thus covers the detection of contacts in 4.1; normal contact force models in 4.2; tangential and friction force models in 4.3;
the coefficients of friction and restitution in 4.4; numerical aspects in 4.5; and, the choice of software toolboxes in 4.6. Focus is
mostly given to cases where particle dampers are involved.

4.1. Contact detection

Contact detection, also known as collision detection, contact determination, and interference detection is an important
aspect of a DEM implementation. It can consume a considerable amount of computer resources [56,68,69], especially when
non-spherical and complicated particle shapes are used. The most resource demanding collision detection is when particles of
non-convex shapes are involved [54]. Usually, detection is done using a two-phase procedure. The first is called the broad phase
and identifies every pair of particles that may come into contact at the current timestep. The narrow phase then performs a
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more accurate verification and identifies times and positions at which collisions occur. Doing this two-step procedure allows to
limit the amount of accurate verification done by the algorithm.

Particle shapes for numerical simulations can be defined by polygons, constructive solid geometry, implicit functions, and
parametric surfaces [69]. Methods using optimization can be used to solve for collision detection of complicated shapes. Hierar-
chical representation of objects can be used with methods of Bounding Volume Hierarchies (BVH) [70]. They consist of gradually
refining the shape of the particle using bounding boxes which can have cubic, spherical, or other analytic shapes. They are the
most common methods for collision detection [71] and include the Axis-Aligned (AABB) and Oriented Bounding Boxes (OBB).
The former uses boxes which are aligned with the global coordinate systemwhile for the latter they align with the object. AABB
is simpler to use while OBB is faster because it follows the object if a rotation occurs. A series of such BVH for different shapes
exist [71,72]. However, here and for particle dampers in general, most simulations use spherical particles. Thus, simpler analytic
contact detection algorithms may be used.

Wang et al. [56] find considerable improvements by a proper choice of broad-phase contact detection algorithm. Their sim-
ulation is made of equal-dimension spheres of a uniform material. They report that the solution of the DEM using the Link-Cell
broad phase contact detection algorithm used with two short lists for contact storage was seen to be up to twice as fast as an
all-pair method with a single list. The Link-Cell is a method that decomposes the particle domain’s two-dimensional projection
into a series of cells created by subdivision of the resulting projected area [73]. By choosing the edge length of the cells ade-
quately, they are able to exclude collision between particles that are not either in the same cell or in neighbor cells. The Verlet
table consists of maintaining a list of the particles that are within a given distance of each other and that could thus collide in
the upcoming timesteps [73].

As a warning, Lin and Gottschalk [69] mention that rating the efficiency of different collision detection algorithms is not
feasible. In reality, they each have specific applications where they are very efficient and others where they are slow. Neverthe-
less, they attempt to rate the efficiency of the algorithms based on the relationship between the number of operations required
to resolve the contacts inside a simulation with n bodies. Under that interpretation, a naive implementation would require n2

operations [68].
Nevertheless, Rousset et al. [68] compare 10 broad-phase collision detection algorithms with the purpose of identifying the

fastest ones. They test a 3D particle bed of variable radii spherical particles with n going from 100 to 1 million. Their tests
are run on a single computer core and they identify memory and time consumption for the solutions. They conclude that the
LooseOctree, Octree and Sort&Sweep, Bruteforce, Hierarchical Grid, and Kd-tree algorithm are too slow for practical uses of their
simulation because they require approximately 1 s to execute with 10,000 particles. On the other hand, they identify the Bullet
and CGAL algorithms as fast. They find that Sweep&Prune is the fastest when few particles are involved and that Simple Grid is
the fastest when many particles are involved. For the fast algorithms, the execution time for 1 million particles varies between
3 s and 60 s.

The simulation of Dinas and Banon [71] instead shows the importance of choosing the bounding volume adequately for the
specific application. They find that by changing the complexity of the particle shape, the faster contact detection algorithms can
become the slower ones, and vice-versa.

Stating that the contact detection algorithm requires considerable simulation time, Lu et al. [6] chose to rely on the
no binary search (NBS) approach. They obtain a search time proportional to n while the time for a binary search algo-
rithm would scale with nln(n). They state that the algorithm’s solution time scales linearly to the number of particles
and is most efficient for particles of similar sizes. This corresponds to their particle damper which is filled with identical
spheres.

Other methods for contact detection include geometric and algebraic formulations, partitioning of space, and optimization
[69]. Finally, the review of Lin and Gottschalk [69] provides a starting point for terms and concepts associated with contact
detection of more complex shapes.

4.2. Normal contact forces

The choice of a contact model for a DEM simulation is arguably the most influential aspect on the results because it com-
putes all non-inertial internal forces of the system. For these forces, a variety of elastic and viscous models in both normal and
tangential directions are available. A brief overview of the commonly used models is given in this subsection for normal contact
forces and the next subsection for shearing, or tangential, contact forces. Although not covered, the position of application of the
contact forces and the calculation of the penetration depth which is used to compute these forces are other facets to consider
for DEM codes. The contact area is another key parameter [74] for which the reader is referred to the literature. For parti-
cle impacts, energy dissipation regimes can be based on formulations such as hysteresis, plasticity, elastoplasticity, waves, or
viscosity [74].

In their general paper on DEM contacts, Elmqvist et al. [50] use a generalization of the Hertz contact model because they

treat non-spherical particles. Their normal force is defined as proportional to
√

Vdwhere V is the volume of overlap and d is the
penetration depth. They mention that damping can be added.

To reproduce material science theory, impacting bodies should initially deform elastically and then plastically. The original
DEM implementation [51] relies on a linear, Hooke, normal elastic force to which a linear viscous force is added. This modeling
approach is still valid today, however, diverse adaptations are also seen in the literature. Effectively, for particle dampers, the
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elastic portion is usually modeled by a Hooke [6,9,19,75] or a Hertz [5,39,53,56–58,60,62,76,77] contact force. The Hertz contact
law is the most popular choice. It is described by Timoshenko [78] and was originally presented by Hertz [79]. On the other
hand, the plastic portion of the contact is often modeled by a linear [5,6,9,19,39,57,75] viscous force. Other plastic portions are
either based on the fourth root of the displacement multiplied by the velocity [56,60,80] or on the proposal of Kuwabara-Kono
[62]. To summarize, given that v is the normal contact velocity, the proportionality of the different contact force models are: ∝ d

for Hooke or linear; ∝ d3/2 for Hertz; ∝ v
√

d for Kuwabara-Kono; and ∝ vd1/4 for another alternative.
By will of the multiplying constants, the resulting viscoelastic force is often an indirect function of the coefficient of restitu-

tion or Young’s modulus and Poisson’s ratio. For example, the Hertzian contact model defines the spring constant as

kn =

√
2r

3

E

1 − 𝜈2
(2)

where r is the radius of the spheres, E is the modulus of elasticity, and 𝜈 is Poisson’s ratio. Equation (2) applies for two spheres
having the same radii and material, as it is a contraction of the version for different spheres. Wong et al. [19] calculate the
stiffness constant for their linear contact law by imposing that when the yield condition is reached the stored energy is the
same that would have been stored with a Hertzian contact. As for dissipation, the damping coefficients have diverse definitions
which can be based on the stiffness coefficient, mass, and coefficient of restitution of the particles [5,39]. Alternatively, Wong
et al. [19] obtain the critical damping ratio from the CoR and then from this ratio the damping constant. A different, common
choice is to use the damping factor as a calibration parameter of the simulation [74]. Finally, there are diverse methods used to
compute the spring, damping, and other constants used in the contact force models. A comparison [77] between the force to
deformation relationship for a sphere modeled both with Hertz contact theory and with finite element analysis indicates that
the Hertz model remains valid for small deformations. Actually, this corresponds to the assumptions of the Hertz model.

4.3. Tangential contact forces

The Hertz contact model only deals with force exchanges in the normal direction. Yet, in a DEM simulation, many oblique
contacts can occur and they thus need to be considered. A series of variations exist on the choices of treatments made by
the different authors. The most popular historical implementation comes from Mindlin [81]. Thus, often the chosen contact
model is referred to as the Hertz-Mindlin model. In that model, the normal force and the radius of the contacting surface are
calculated from the Hertz formulae. Accordingly, this subsection presents a few shearing force models from the particle damper
community.

Coulomb-type tangential friction models are very common when modeling particle dampers [6,9,13,18,43,56,62,82,83]. It
works well for the long-lasting sliding contacts which are dominant in particle dampers [6]. For general DEM of regular packings,
partial slip has a subtle and non-dominant influence [67]. Care must, however, be taken when using the Coulomb friction model
as it can induce oscillations at small relative displacement.

Some implementations [13,56] use pure Coulomb friction for their tangential contact forces. Others use the Coulomb friction
force as the maximum value the particle tangential contact forces calculated from an elastic or elastoplastic displacement laws
can take [57,62,84]. This is the case of the Hertz-Mindlin tangential forces [81]. Others rely on Coulomb-type friction forces in a
more elaboratemanner. For example, He et al. [85] use a tangent contact force model proportional to the normal loadmultiplied
by the displacement accumulated during the contact period. They cap it to a maximum value and also add capillary and particle
bonding forces.

No report of using a dynamic, state-dependent, friction model of the LuGre-type [83,86] is seen in the literature. Many
implementations do contain both normal and tangential elastic and viscous force laws, but they are usually applied simulta-
neously. Balevičius and Mróz [87] develop a friction model for contacting spheres that differentiate between slipping, at low
driving forces, and sliding zones, at large forces. A mention of the stick-slip phenomenon is also made by Hayakawa [88], but
the authors focus on the behavior of the particle bed. Thus, they model tangential friction at the particle level using an elastic
force. One explanation for the absence of friction model of the LuGre type for the contact is that they are limited to applications
with unidimensional displacements. Effectively, in particle simulations, the relative displacements of the particle’s contacting
displacement are bidimensional and can involve relative twist as well.

Syed et al. [89] instead use rolling friction of the particles to compensate for the use of purely spherical particles when
modeling non-spherical particles. This method is also proposed by Wensrich and Katterfeld [90] who warn about strong dis-
crepancies in the results it yields. They also indicate that one issue of the method is that rolling friction always opposes rotation
of the spheres while the irregularities of the shape of a particle do not always do so. That approach is also severely criticized by
Matuttis and Chen [54] for similar reasons. To provide increased accuracy, Syed et al. [89] develop a coupled rolling and sliding
friction coefficient based on the energy balance of the particles. They also report use of Coulomb for purely tangential friction.
Nevertheless, Wensrich and Katterfeld [90] report that the rolling friction method is commonly used in the literature and that
different friction-like models are used for the purpose. The most common ones compute the rolling resistance force as propor-
tional to a) the normal contact force; b) the normal contact force and relative velocity; c) the viscoelastic resistance applied to
the displacement since the last timestep; or d) relative angular velocities.

For soft spherical particles, Holmes et al. [91] develop a friction model for not only rolling and shearing, but also bending
and twisting relative motions. They do so to replace the rolling component between the contacting particles. Their shear friction
force is from a viscoelastic law and is based on the relative velocity between the particles and the contact overlap.
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Sohn et al. [92] also use a viscoelastic tangential contact force model and study the impact of different friction coefficients
on the results. In their viscoelastic model, the Coulomb friction law is imposed as the upper limit that the viscoelastic tangential
contact force can take.

This concludes the subsections on contact forces in DEM, but they are not exhaustive by themselves. Effectively, not only can
DEM contact forces be both elastic and viscous and be applied in the tangential and normal directions, but they can also include
pivoting7 and rolling; can be shape-dependent; can use different stiffnesses for approach and departure; and more. Further
discussion on contact models for DEM can be found in Horabik and Molenda [74] and Machado et al. [93]. The reader should
nevertheless keep in mind that the more complex nonlinear contact models such as the Hertz and Mindlin formulations are not
always more precise than the simpler linear models [6].

4.4. Coefficients of friction and restitution

In most cases, the coefficient of friction refers to Coulomb’s Law of Friction:

Ff ≤ 𝜇Fn (3)

where Ff is the resulting friction force, 𝜇 is the coefficient of friction, and Fn is the normal contact force. Various adaptation of
the law can be seen in the literature.

The coefficient of restitution is a measure of the absorption of energy during an impact. It is defined as

e =
vi
vf

(4)

where vi and vf are the relative velocities of the colliding particles before and after impact, respectively. A totally elastic impact
yields a e of 1 while a totally plastic impact yields a null e.

Obtaining the right values for 𝜇 and e can be a time-consuming task. When the particles are perfect spheres, these coeffi-
cients can be obtained from individual testing of particles. Nevertheless, substantial differences can arise between the coeffi-
cients measured individually and those obtained by bulk calibrating a DEMmodel. For example, using a particle-particle friction
coefficient that depends on the average normal load can improve the accuracy of shear tests conducted with steel spheres [94].
Additionally, obtaining accurate values for these two coefficients may not be necessary. Effectively, some authors find very little
variation [19,21,56,77] of the damping efficiency when changing the restitution and friction coefficients in simulations of opti-
mized particle dampers. This subsection thus attempts to resume the literature relating to these coefficients when they are used
in particle damper DEM simulations.

Different authors prefer a coefficient of restitution, e, which varies with speed [57,74,95]. Alternatively, others rely e on
values which are considerably higher than the experimentally obtained values. The experimental data of McNamara and Falcon
[95] for steel spheres gives a coefficient of restitution which goes from e = 0.95 at vi = 0.1 m/s to e = 0.65 at vi = 1 m/s.
Their numerical simulation of a particle bed vibrating on an excited piston confirms the necessity for a variable coefficient of
restitution. They also define a tangential ewhich is the ratio of the tangential velocities before and after impact and has a range
of [−1, 1], if no energy is created by the impact. Wong et al. [19] insteadmentions that the e is not dependent on impact velocity
but rather on the compressive work done on the particle.

The simulations of Lu et al. [13] show that the e’s influence on the damping efficiency also depends on other geometric
parameters. For example, a smaller e will provide better damping for small container sizes while the opposite is true for large
containers. They also note the counterintuitive behavior that an increase in the sliding friction coefficient sometimes reduces the
damping efficiency. They explain this by the reduced momentum exchange caused by having fewer collisions in turn caused by
the smaller particle velocities due to the increased friction. This explanation is complemented by Xiao et al. [38] who simulate
the damping of a gear with particles and mention that at higher e the number of collisions increases because each one has a
shorter duration. As expected, the effect does not cover all operating conditions and thus for high gear rotating speeds, smaller
e’s provide better damping. Lu et al. [96] also find that for single axis excitation the influence of the e is limited. They find that
its influence becomes more important as the size of the cavity in the direction of excitation increases. Correspondingly, smaller
e will cause higher sensitivity to increases in container size.

On the other hand, Sánchez et al. [21], who also use a tangential coefficient of restitution, numerically find that both friction
and the coefficient of restitution have a negligible impact on the response of the particle damper. This is e related to their
universal response for a particle damper. Their explanation is that the resulting behavior occurs because the overall impact
of the particle cloud is an inelastic collapse. Thus, the resulting overall coefficient of restitution is null and remains as such
while e’s and 𝜇’s for individual particles are varied because. Effectively, when many particles are involved, almost totally elastic
e’s and 𝜇’s still dissipate enough energy to result into an inelastic particle cloud collision with the cavity walls. This behavior
is not observed in other regimes such as the gas-like regime where the cavity ceiling would be for example higher. In that
latter regime 𝜇 and e do impact the total energy dissipated by the damper. Nevertheless, particle dampers operating in their
optimal range can be modeled as a cavity with a single particle having e = 0 and the mass as the particle cloud [21,47]. Wang
et al. [56] also finds negligible influence from e. This also applies to their mixed horizontal-vertical excitation. Moreover, they

7 also referred to as twisting.
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also find little influence of 𝜇 and its increase actually decreases the total damping. Also, DEM simulations showed that for
given excitation amplitudes and frequencies the power dissipation for both e = 0.3 and e = 0.65 are almost equal, when all
other parameters remain unchanged [19]. The change rather appears in the amount of energy dissipated by each of these two
dissipation mechanisms, namely friction and impact. The work of Darabi [77] agrees with these observations by finding that,
although friction is a major mechanism of energy dissipation in particle dampers, changes in the value of its coefficient do not
significantly affect the power dissipated. This is once again explained by the changes in the relative contributions from the
different dissipation mechanisms. They often compensate each other and lead to an unchanged total energy dissipation.

4.5. Numerical aspects

Any DEM implementation has to rely on numerical methods to time-integrate the equations. This involves a series of algo-
rithms that vary depending on the code used and the choices made by the users. A quick overview is given here.

The choice of minimum timestep can be done using the Rayleigh timestep [39]. The Rayleigh timestep is a function of
geometric and material properties of the particles. Another method is to ensure that at least 6 timesteps occur over a con-
tact cycle [5], thus containing both compression and rejection phases of the impact. Lu et al. [6] instead states that the
timestep should be chosen small enough to ensure that the disturbance caused by a particle does not affect any other par-
ticle beyond its immediate neighbors. Consequently, they chose a timestep of 1 × 10−4. Darabi [77] uses a critical timestep
which is the inverse of the highest natural frequency in the system. It is determined by computing both translational and
rotational frequencies and multiplying the minimum by a safety factor of 0.8. Sánchez et al. [10] use 0.005 s for trian-
gles and hexagons of circumscribed radii varying between circa 1 mm and 20 mm while Sánchez and Pugnaloni [62] use a
timestep of 8.75 × 10−8 s for particles of 3 mm radii. A similar timestep is used by Fleischmann [97] as calculated using the
method described by Darabi [77]. Also for a particle damper, Pourtavakoli et al. [98] use a timestep of 10−6 s which is 20
times the collision time. They calculate the latter as a function of the impact velocity, an elastic parameter, and the effective
mass.

The integration of the equations is often done using a central finite difference scheme [5,75,77,97]. Some particle damper
solutions are also obtained with a fourth order Runge-Kutta [13] or the velocity-Verlet [61,62] integration algorithm. The later
estimates both position and velocity at the next timestep using the velocity at the current timestep. Alternatively, the original
integration method of [51] uses an explicit scheme. Its simplified outline is as follows: 1) calculate displacements at time ti+1
as viΔt where Δt is the timestep and vi is the particle velocity; 2) sum all forces acting on the particle using the new positions
obtained from the displacements of step (1); 3) use these forces with Newton’s second law to obtain the particle accelerations
at time ti+1 which remain constant until time ti+2 and thus serve as input to step (1) where the cycle repeats itself for a new
timestep.

4.6. Software implementations

The original DEM code was called BALL and is described in Ref. [51]. The years immediately after its publication saw little
or no other publications on the subject. Then, around the 1990s the number of publications increased steadily to reach today’s
roughly thousand annual publications [67] for a cumulative total of circa 10,000 citations. Consequently, a series of similar codes
were developed. A few examples are Aston DEM; Abaqus; ELLIPSE3D; TRUBAL, modified TRUBAL; LAMMPS; modified LAMMPS;
LIGGGHTS; LS-DYNA; PFC; Oval; YADE; EDEM; DEMeter++; DEMMAT; Mercury-DPM; and, Chrono. Other authors present their
own formulations and implementations [13,66,91,92]. This section thus catalogs uses of the aforementioned software for parti-
cle damper simulations.

PFC is said to be the most popular code for the field of geomechanics [67]. Some authors who study particle dampers also
rely on the PFC3D8 software [19,39,76].

Kozicki and Donzé [99] noted that coupling DEM with other simulation methods such as FEM is either not feasible because
the software is commercial or time consuming for open source alternatives. They thus specifically developed Yade9 to run
coupled simulations of DEM and FEM inside a single framework. Yade is also used for particle damper DEM simulations [59,60].
Suhr and Six [94] use Yade to study different contact force models.

Another software which allows tomodel both DEM and FEM is Chrono [100]. The latter also has the ability to use the comple-
mentary method (CM) which uses Differential Variational Inequality (DVI) constraints to impede any particle interpenetration
[97]. Fleischmann [97] compares granular direct shear tests results from the LIGGGTHS and the Chrono open source DEM tool-
boxes.

Klinge [58] uses LIGGGTHS10 for their particle damper simulation. The approach of Sánchez et al. [10] is based on the Box2D11

open source code which allows integration of the equations of motion. When using the DEM approach, it can be useful to rely

8 http://itascacg.com.
9 http://yade-dem.org.

10 http://cfdem.com.
11 http://box2d.org.

http://itascacg.com
http://yade-dem.org
http://cfdem.com
http://box2d.org
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Table 1

Summary of the capabilities of selected DEM software.

LAMMPS LIGGGHTS YADE Chrono EDEM PFC

parallel yes yes yes yes yes yes

mpi/gpu mpi & gpu mpi no mpi & gpu gpu no

contact detection grid, statistics-based grid, Verlet,… AABB AABB, OBB grid-based cell-mapping,

GJK

contact forces linear, Hertz, molecular,

interatomic potentials,

…

linear, Hertz,

cohesive,

rolling,…

Hertz, Mindlin,

linear, Coulomb

capped

linear, Hertz,

Coulomb

linear, Hertz,

Mindlin, hysteretic,

rolling friction,…

linear, Hertz,

rolling, bond

(BPM),…

open source yes yes yes yes no no

embedded FEM/CFD CFD (LB) CFD (SPH) no FEM no CFD/FD

can couple analyses yes yes yes yes yes yes

language c++ c++ c++ c++ c++ API c++ API

notes targets molecular

simulations

based on

lammps

multibody

dynamics

engine with

DEM-CM

on a shape generator to create non-spherical particles. One such solution is the Automatic Sphere-clump Generator12 (ASG).
Certain software, such as Paraview, also facilitate the visualization of contact force distributions in a plane.

Each major particle software such as Yade, Chrono, PFC, LIGGGHTS, and EDEM exhibits a series of features and in most
cases more than one is suitable for the application at hand. Table 1 attempts to provide a quick overview of their features,
but the reader should bear in mind that it is by no means exhaustive. Although the table identifies software which is able to
model molecular forces, this is not used for particle damper modeling [13]. A few abbreviations used in Table 1 are: the Gilbert-
Johnson-Keerthi (GJK) collision detection algorithm for convex shapes; the Bonded-ParticleModel (BPM) approximation of rocks
as cemented agglomeration of smaller particles; the Finite difference (FD) method to solve discretized systems of equations; the
MPI method for parallel computing on multiple machines; the Graphics Processing Unit (GPU) parallelization which uses the
video cards of, usually, a single computer; the Application Programming Interface (API) which lets users program within and
communicate with a dedicated portion of the software; Lattice Boltzmann (LB) methods which solve fluid dynamics problems
using a cloud of particles; and, Smoothed-particle hydrodynamics (SPH) which solve fluid dynamics problems using amesh-free
particle-based approach.

Finally, the choice of softwaremay be an important task, but carefully choosing and tuning the innermethods and parameters
will provide most benefits.

4.7. General DEM identification

Ng [101] uses a DEM approach with a contact model made of a Hertzian normal force and a simplified Mindlin tangential
contact. He studies the importance of different parameters on the results obtain for static drained and undrained shear tests.
He thus observes the impact of changing four parameters, namely the shear modulus and density of the particles; a damping
factor used with the mass to calculate the viscous damping coefficient; and, the timestep. He varies the parameters from 1/10
to 10 times their baseline values. He concludes that the influence of the input parameters is negligible within the range studied
as long as a critical timestep is not surpassed. Finally, he finds that the parameter will have a considerable influence on the time
required to reach a solution.

In his review of 238 papers, Coetzee [63] reports the identification procedures used by other researchers when characterizing
DEM models. He mentions that there does not exist a standard procedure and thus there are many different methods used.
They can be divided into two main categories: 1) the direct measuring approaches are the methods that individually identify
the particle and contact parameters and then apply them in their simulations; and 2) the bulk calibration approaches are the
methods that take results of the complete DEM simulation and from those calibrate all the parameters together. For the second
method, Coetzee [63] warns that two different parameter sets may produce the same bulk response. This defeats the purpose of
using parameters with a physical meaning, and may cause inaccuracy when the DEM method is used to model a case different
from the one used during the parameter identification stage. The micro models, thus relying on direct measuring, have the
limitation that the particle shapes and size, when not perfect spheres, are hard to measure and model. This thus renders difficult
the micro modeling of their properties in these cases and bulk accuracy is not guaranteed. Using non-spherical particles can
increase the computational cost by up to one order of magnitude.

Coetzee [63] alsomentions that rolling friction is often used as an alternative to identifying the exact particle shape and size.
He repeatedly mentions the importance of adjusting the parameters, such as the rolling friction, every time the shape of the
particle is changed. Many identification studies he covers use the angle of repose of the granular material as the experimental
data for calibration. The angle of repose is the maximum angle which can be formed between the horizontal plane and a pile

12 http://cogency.co.za.

http://cogency.co.za
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of granular material. A sample of other calibration methods are the hopper discharge flow; bulk compression; shear test; wall
friction; cone penetration; bi- and triaxial tests; dynamic angle of repose and required power in a rotating drum; and, other
in-house methods. An hourglass type of experiment can be useful to obtain two sets of data, which are the repose angle and the
flow rate. He adds that smaller particles and particles with different shapes can lead to the same change in the effects when the
modification of the number of contacts is changed equivalently. He also reports that for mixing experiments, the presence of
sharp edges in the particles is an important factor to consider and has a much greater impact than the aspect ratio of the particle.
The size of the particles is sometimes modified in order to reduce the computational time. However, this leads to the need to
rely on the bulk calibration approach rather than on a direct measuring approach. In such a case, the operating conditions
become important and the model may not remain valid outside of a restricted operating range. To that effect, Coetzee [63]
mentions that scaling laws were developed by some authors. They allow to adapt the parameters of the size-changed particles
to represent the ones with the original shape. These scaling laws require to also scale the structure geometry, and may thus
not necessarily reduce the number of simulated particles. Scaling particles also has an influence on their interaction with air,
power consumption, flow characteristics, and other aspects of the structure response. Scaling laws can be different for different
authors and applications.

In general, the authors cited by Coetzee [63] warn to be careful when scaling as different aspects of the results can conse-
quently change. Nevertheless, in order to reduce computational costs, a macro to micro scale one-way coupling is reported. In
this simulation, the macro model contains only large spheres which then serve as input to a model with fine grain used in the
locations of interest. Although not a parameter per se, the type of contact model and its behavior, such as whether the particles
are allowed to exert tension forces between each other, should also be carefully thought through. As seen from the literature,
there are many different contact force models. Some cases are reported where the linear contact model is as accurate as the
Hertz-Mindlin.

When using the bulk identification procedure, Coetzee [63] recommends relying on more than one experiment and possibly
isolating the parameters to identify. Doing so avoids calibrating the experiment instead of the material. The advantage of the
bulkmethod is that it allows using larger particles than the real material. It also allows to identify parameters that may be nearly
impossible to otherwise identify, such as rolling friction caused bymaterial non-sphericity. Often, even when relying on the bulk
method, some parameters are directly measured. Effectively, in the reported literature, most authors obtain their parameters
from the literature and then proceed to a calibration process on a small selection of parameters. Commonly, an optimization
algorithm is used and the experimental data against which the calibration is done depends on the study. Sensitivity studies are
also often used to determine which parameters have a negligible influence on the object of investigation. These parameters of
minor importance are then usually taken as constants, possibly from the literature. Coetzee [63] mentions that it is desirable to
perform a validation test on the results obtained from the bulk method. Such a validation experiment should be as different as
possible from the original calibration experiments to ensure that the model properly represents the material. He also reports
that in some cases, changing one parameter, such as the sliding friction coefficient, can increase the sensitivity of the experiment
to another parameter. For example, the values of the coefficients of restitution and rolling friction may have no influence on
the granular material behavior until another parameter changes. The fact that certain parameters may not affect at all the
outcome of a specific test indicate that great care must be taken to assess the sensitivity of the tests used to identify the model.
Another example of effects that can cancel each other out is the contact stiffness which by decreasing can increase the number
of simultaneous contact of each single particle. Some authors will proceed step-by-step with different experimental data to
progressively calibrate all the parameters. Coetzee [63] also highlight that the influence of the inter-particle friction coefficient
can become negligible in cases where a bond contact model is used. Such model uses a stiffness force up to the point where
Coulomb static friction becomes larger. Finally, he proposes a 6-step parameter identification approach for DEM which goes as
follows:

1. model the particle shape and size, eventually using clumps;
2. determine the particle-wall friction coefficient through an inclined plane test;
3. use the DEM-obtained packing fraction to tune the particle density according to the experimentally measured bulk density;
4. perform a bulk uniaxial constrained compression test to iterate to a valid particle stiffness value;
5. perform a direct shear test to obtain the bulk friction coefficient and iterate for the proper particle friction coefficient.
6. recalibrate the density with the new friction coefficient

This method allows to obtain every parameter of a DEM simulation except the particle-wall stiffness and the coefficient of
restitution. For his purposes, he sets the latter to the critical value of 0.8, based on visual inspection. His model neglects rolling
friction and he takes the particle-wall stiffness as being 10 times particle-particle stiffness.

As for direct measurements, Coetzee [63] reports different methods used in the literature. The use of a special apparatus
allows measuring the particle-particle sliding friction with displacements and normal loads varying between 1 𝜇m and 500 𝜇m
and different normal forces. Other approaches glue the particles to a plane which is then slid against another plate of the same
material as the particles. Particle density is also measured with a pycnometer. High-speed cameras are used to determine the
coefficient of restitution between the particle and the wall. A double pendulum with a high-speed camera allows to obtain the
coefficient of restitution between particles. Other cases use a drop test on the particles and record both rotation and velocity
changes to obtain the coefficient of restitution between the particle and a wall. The details of the latter method are given by
Hastie [102]. Coetzee [63] reports that it was also shown that the coefficient of restitution changes with particle shape, impact
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velocity, and impact angle. It is not uncommon that the value obtained by direct measurement has to be modified to allow the
DEM model to properly reproduce the bulk calibration tests. In an uncommon test, the rolling friction coefficient of a granular
material is measured from the inclination angle at which a steel ball begins to roll on the granular bed.

Finally, Coetzee [63] reports that variability of the properties between one particle and the others can also have a considerable
influence on the modeled results and should be assessed. However, this is not commonly covered in the literature. He reminds
that particle shape(s) and size(s) should be the first parameters to be identified. He alsomentions that themost popular approach
is to bulk calibrate and the most popular test to do so is a combination of hopper discharge and repose angle, mentioned here
earlier as the sandglass experiment. However, he warns that further validation is necessary to ensure the proper material values
were thus obtained.

4.8. Particle damper DEM identification

Lu et al. [6] uses DEM to model a particle damper and validates it experimentally. Although not explicitly mentioned, it
appears from their article that little or no calibration was conducted on the model parameters and that standard literature
values were used. A prior article from the same group concerning the same experiments [103] does not clarify the origin of
these parameters. It, however, gives a criterion for the minimum acceptable timestep. Yet another article on a very similar
experiment [104] indicates that they obtain their coefficient of restitution of steel against rubber from the work of Li and Darby
[105] which in turn refers to an article from 2005 that was apparently not published. All this leads to believe that the group of
Lu is using direct measurements or literature data for their parameters. That supposition is supported by the article of Lu et al.
[106] which mentions that the parameters for steel come from the work of Masri and Ibrahim [1].

Els [76] starts with Young’s modulus and Poisson’s ratio taken from the literature. He also uses other parameters based on
the literature. He then iterates over different friction and damping coefficients until the DEM results match those of his prior
experiments. He confirms the validity of the obtained coefficients because they correspond with the prior work of Wong et al.
[19]. Finally, Els [76] states that damping has a minor impact of the efficiency while friction is the dominant factor.

In their work, Wong et al. [19] measures the coefficients of friction and restitution for the particles of a particle damper.
They identify the friction by sliding different types of steel spheres against a steel plate. They note dependence on velocity and
indicate that a damped shear stress model may be adequate if these effects are important for the particle dampers. They also
note a dependence of up to 20% on grain orientation of the steel plate. They also note a strong influence of the type of steel
sphere, which differ, for example, by coating. They rely on particle-plate values for both particle-plate and particle-particle
values of the DEM simulation. They justify this choice by stating that 1) the scatter is already so large that it probably overlaps
possible differences, and 2) the contact between two spheres would be a point contact, which is almost identical in shape than
the contact between a sphere and a plate. For the coefficients of restitution, they use nylon fishing line to create pendulums.
These pendulums allow to produce the impact between two spheres. They record the rebound of the spheres with a 900 fps
camera and from that obtain the particle-particle coefficient of restitution, with reserves on its accuracy. For the particle-wall
coefficient of restitution, they perform a drop test where the spherical particle is allowed to drop on a horizontal steel plate.
The impact interval between two contacts is measured with a piezoelectric transducer and from this data the coefficient is
obtained. As for stiffness values, they obtain them from available literature data. They compare their DEM simulation using the
obtained parameter values to experimental data. The measured power correlates reasonablywell. They conclude that: the linear
contact model gives results similar to those obtained with the Hertz-Mindlin method; contact stiffness can strongly influence
power dissipated; although friction is the dominant dissipation contributor, the value of its coefficient has little influence on
the dissipation itself; energy dissipation is harder to model at the onset of the simulation when the behavior is still transient;
and finally that there is still a lot to discover about particle damping. The coefficient of friction having little influence even
when friction is the dominant dissipation contributor may sound counterintuitive, but this is explained by the large quantity of
tangential impacts which tend to dissipate the same quantity of energy whether each attrition case is individually stronger or
not.

Similarly, Masmoudi et al. [60] also find negligible impact of the coefficient of restitution on the energy dissipated by their
particle damper. They use Young’s modulus and Poisson’s ratio from the literature. They also give seemingly standard coeffi-
cients of restitution, but then use a value of 10−6, chosen arbitrarily to ensure inelastic collisions. They corroborate the DEM
results to their experimental data prior to performing a parametric study. Their parametric study covers the total particle mass,
the number of particles, the density, the radius, the coefficient of restitution, and Young’s modulus. The outcome is that, apart
from the totalmass, the parameters can vary within a wide range of values without influencing the amount of dissipated energy.
The total mass is, instead, linearly correlated to the dissipated energy.

Xia et al. [5] test a particle damper made of 2 mm spheres with the DEM approach. They list all the parameters used by the
method, but it is not clear whether they were calibrated or taken from the literature.

Xiao et al. [39] have a contact model which is based on the shear and elastic moduli of the material and its Poisson’s ratio.
Their coefficients of friction and of restitution and other parameters are given and are plausibly taken from the literature. It
appears that they do not further calibrate these parameters.

The contact model in the DEM implementation of Wang et al. [56] uses the coefficients of restitution and friction which they
say can be found in technical manuals. It appears that they do not further calibrate the parameters to match their experimental
data. They take the coefficient of restitution from the work of Stevens and Hrenya [107]. The latter conduct an experimental
study which allows them to obtain both the coefficient of restitution and the collision time of impacting spheres. They then use
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Fig. 5. Impact damper design of Olȩdzki et al. [11]. Reprinted with permission from Elsevier.

Fig. 6. Damped glider tube of Olȩdzki et al. [11] (see arrow). Reprinted with permission from Elsevier.

the data to evaluate the capability of different contact models to reproduce the collision behavior and find satisfactory results
with the Hertz contact model.

Sometimes the granular material particle diameters are only defined by their mesh size, as done by Wang et al. [9].
Duan and Chen [57] rely on the material parameters to set up their DEM. As mentioned before, they also use a velocity-

dependent coefficient of restitution. Nonetheless, they tune their DEM simulation by introducing an empirical coefficient which
corrects both normal and tangential damping coefficients of the contact model for both particle-particle and particle-wall con-
tacts. As such, they minimize the error of their own indicator of power dissipation, the loss power, measured from the experi-
mental and DEM results.

5. Testing of particle damper configurations

Olȩdzki et al. [11] insert an impact damper inside the tube of a motorized glider and achieve a reduction of roughly three
times of the vibration amplitude of the tube. The impact damper design and its position inside the tube are shown in Figs. 5
and 6. Olȩdzki [108] runs tests with a vibration generator at null, 3 Hz, and 10 Hz bandwidths to identify the magnitude of the
registered vibrations.

To test the damping provided by an impact damper, Akl and Butt [109] and Butt and Akl [110] excite a brass tube in the
horizontal direction to minimize the effect of gravity. They constrain the beam at both ends. One end is only allowed to rotate
about the vertical axis and the other end is only allowed to move elastically in the horizontal direction. Their experimental
setup uses steel billets having masses of 907 kg to ensure that the vibrations are isolated. They test their apparatus, with the
damper, by recording the vibration response of the beam and the billet under a random excitation going up to 625 Hz. To do so,
they use multiple accelerometers to obtain the frequency response in both vertical and horizontal directions. They thus identify
that the system’s behavior is linear up to 200 Hz. Force transducers were also installed at the point of excitation, which is the
shaker, and at the position of the impact damper. They then conduct sine sweep tests to identify the response with the damper
activated in two positions, with different masses, and clearances. They also test with the damper particle immobilized to obtain
a baseline for comparison. They keep the sweep rate below a minimum recommended from the literature to ensure minimal
distortion.

Akl and Butt [109] thus analyzed the response of the beam to its first three natural frequencies with a sinusoidal excitation
sweep. They also report prior results from the literature which agree with the intuitive idea that the damper should be placed
away from the nodes of the mode shapes to achieve optimal damping. Butt and Akl [110] obtained considerable damping for
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Fig. 7. Horizontally and vertically vibrating beam of Wang et al. [56]. Reprinted with permission from Elsevier.

their 1.37 kg tube using lightweight single particles ranging between 7.6 g and 17.1 g. These correspond to mass ratios 𝜇 going
from 0.006 to 0.012. They report damping the undamped resonance acceleration response of 177 m/s2 down to 29.4 m/s2 using
a mass ratio of only 1%. The weight of the particle casing is apparently not considered in the analysis and they report that both
particle mass and its leeway inside the damper influence the efficiency.

Ehrgott et al. [52] used a test fixture to measure the damping of different modes of the turbine seal of a space shuttle.
They find damping ratios that vary between 0.32% and 2.38% depending on the excitation frequency. Their undamped structure
is reported to have a 0.1% damping ratio, although it is not clear at which frequencies this value is valid. The masses of the
different parts involved are not given.

Wang et al. [56] perform numerical and experimental tests of a particle damper subjected to vibrations in both horizontal
and vertical directions. The beam which provides these dual vibrations is shown in Fig. 7. They measure the beam response
using a scanning laser vibrometer. The vibrations are induced by initially hanging a weight from the beam and then abruptly
releasing it. They repeat each test six times at different initial amplitudes. They find that the specific damping capacity (SDC) Ψ
is highly nonlinear and thus the velocity decay in time cannot be represented by a straight line on the time-velocity plot. They
define the SDC as

𝛹 =
ΔT

Tmax

(5)

where Tmax is the maximum kinetic energy attained during a cycle and ΔT is the dissipated quantity during the same cycle. For
optimal conditions, when the particles move together, the equation can be rewritten as [17,56],

𝛹 =
ẋ2
i
− ẋ2

i+1

ẋ2
i

(6)

where ẋ2
i
is the maximum particle velocity at cycle i. They also find a threshold where, to produce efficient damping, the particle

moving vertically must have an acceleration large enough to overcome gravity and reach the ceiling of their cavity.
Wang et al. [56] mention that prior research studied the SDC of the particle damper as a function of four variables: 1) mass

ratio; 2) dimensionless impact clearance; 3) dimensionless structure acceleration amplitude; and 4) effective coefficient of resti-
tution. They use a DEM approach to perform a parametric study of the SDC as a function of more parameters. As noted by other
authors, they also find a negligible sensitivity between the coefficient of restitution and the SDC. Upon further investigation,
they realize that this is due to a compensation of the change in the coefficient of restitution. As the coefficient increases, less
energy is lost in a single collision. However, this also causes a higher velocity which then causes more dissipation by friction and
more contacts. They also mention that particle-particle interaction is the main source of energy dissipation while particle-wall
interactions rather serve to transmit energy between the structure and the damper. Interestingly, they find that increasing the
friction coefficient reduces the damping capacity. Their observations bring them to deduce that with a higher friction coefficient,
the particle velocities are reduced. As a consequence, the number of particle inelastic collisions is also reduced.

Wang et al. [56] also find that, as the horizontal to vertical excitation ratio is increased, so does the damping capacity.
Investigating, it is found that the increase comes from friction dissipation and they explain that this is due to the presence
of oblique collisions and rolling friction caused by the combined directions of excitation. They also investigate the influence of
the mass ratio, and the horizontal and vertical cavity clearances. Finally, they suggest that particle dampers should be designed
by also taking into account the magnitude of the expected accelerations the structure will be subjected to.
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Fig. 8. Damper proposed by Du and Wang [46]. Reprinted with permission from Elsevier.

Fig. 9. Test fixture of Bryce L. Fowler [18]. Reprinted according to the terms of the Defense Technical Information Center. U.S. Government Work.

Du and Wang [46] propose a new concept of particle damper which is a combination of the impact damper and the
particle damper. They name it the fine particle impact damper and they test it both numerically and experimentally on
a cantilever beam. The damper is shown in Fig. 8. Their FPID damper is significantly more efficient than the equiva-
lent single particle impact damper. They attribute this to the plastic deformation of the soft particles which make up the
FPID.

The experimental configuration of Bryce L. Fowler [18] for testing a single beam under load is shown in Fig. 9. It con-
sists of a shaker-excited cantilever beam with particle damper and accelerometer placed near its tip to retrieve the first
mode of vibration. The results from Bryce L. Fowler [18] indicate that the undamped beam and the beam with an added
mass equal to the particle’s mass have similar response amplitudes. The added mass lowers the resonance frequency
by roughly 5%. Their use of a single sphere as a damper barely reduces the response amplitude at resonance while the
use of 64 spheres having an equivalent total weight reduces the response amplitude at resonance to less than half the
undamped response. Information about the mass of the undamped beam is not given, thus comparative efficiency cannot be
obtained.

The experimental configuration of Saeki [43] which allows them to test a particle damper having multiple units and applied
to a horizontally vibrating system is shown in Fig. 10. It represents the multi-unit model shown in Fig. 11. Their cavities are
made of acrylic resin.

For excited particle beds, Wildman et al. [111] created two-dimensional particle beds using glass walls barely thicker
than a single particle. They excited these beds with a shaker and obtained motion information using a high-speed cam-
era and a frame-by-frame particle tracking software. They focus their measure on the particle packing density and the
temperature profiles, where they refer to the kinetic energy of the particle bed as its granular temperature. In three
dimensions, cameras are no longer able to capture the motion of the particles. Another technique is thus used by Wild-
man et al. [111] for 3D. It consists of tracking a single positron-emitting particle from the bed. They let the exper-
iment run long enough to allow it to cover the whole cavity and then recreate the packing fraction and granular
temperatures.

Marhadi and Kinra [112] rather measure the decay of a freely vibrating beam to which an initial displacement has been
applied using a magnetic coil. It is not clear whether the magnetization of the particles also has an influence on their results.
Their experimental setup is largely inspired by the work of Friend and Kinra [113].

Xu et al. [7] find additional beam-damping from their longitudinal cavity configuration of a non-obstructive particle damper.
They mention that the additional damping comes from the longitudinal strain of the beam which induces shear motion in the
granular bed. The traditional and longitudinal NOPD configurations are shown in Figs. 12 and 13, respectively. Their experi-
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Fig. 10. Test setup of Saeki [43]. Reprinted with permission from Elsevier.

Fig. 11.Model of Saeki [43]. Reprinted with permission from Elsevier.

mental setup is shown in Fig. 14. From their experiments on the longitudinal configuration, they conclude that their numer-
ical model is able to predict the damping of the bending modes they examined. Their model, as expected, does not repro-
duce the torsional mode. The damping at each mode is considerable and becomes stronger for higher frequencies. Torsional
damping is, however, almost absent. They also conclude that shear friction in their longitudinal configuration is the domi-
nant energy dissipation factor, as opposed to the traditional transverse configuration where impact is the dominant dissipation
cause.

Xiao et al. [39] experimentally test a particle damper configuration used to damp vibration in a gear. A photo of the system
is shown in Fig. 15. They conduct their tests 5 times to obtain the average response and reduce statistical errors. The masses of
the compartments they use to hold the beads in the cavities vary from 0 g to 62.7 g. They find an optimal packing ratio between
60% and 80%, depending on the gear angular velocity. They model their gear as a 2 DoF planar system with viscoelastic joints
acting in the axial and in the radial directions of the gear. They test different gear loading moments.

Fig. 12.More common transverse beam particle damper shown by Xu et al. [7]. Reprinted with permission from Elsevier.
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Fig. 13. Innovative longitudinal beam particle damper configuration of Xu et al. [7]. Reprinted with permission from Elsevier.

Fig. 14. Experimental configuration of Xu et al. [7]. Reprinted with permission from Elsevier.

Duvigneau et al. [114] attempt to damp the oil pan of an automotive engine by embedding a particle damper inside of it. Their
motivation is to reduce noise emissions from the pan. They measure the oil pan’s response to shaker-induced excitations with a
scanning laser vibrometer. The shaker is actually attached in series with an impact hammer and used solely to impose controlled
and repeatable excitation without affecting the boundary conditions. During those tests, the pan is hung with synthetic strings
to ensure a perfectly horizontal position and free-free boundary conditions. They also show that augmenting the quantity of
the granular matter does not drastically improve damping performance. They also find a significantly more important damping
when using sand than when using the same amount of water. They contemplate the use of honeycomb in order to create a
lighter oil pan while also allowing particle damping effects. An idea of their test setup can be grasped from Fig. 16.

Fig. 15. Experimental configuration of Xiao et al. [39]. Reprinted with permission from Elsevier.
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Fig. 16. Experimental configuration of Duvigneau et al. [114]. Reprinted according to the terms of the STM quantity limits for gratis permission.

Els [80] performs tests on the influence of centrifugal loads on particle dampers. His experimental configuration models a
damper that would be attached to the tip of a helicopter blade and act vertically. Having a rotating test beam, the author isolated
it from aerodynamic effects by enclosing it in a larger cylinder. He focuses his analysis only on the bending mode of the beam.
The cavity is cylindrical. He conducts a mathematical analysis of the beam with and without the particle damper’s cavity to
assess the influence of the rotation velocity and cavity mass on the natural frequency, stiffness, and damping of the beam. This
allows him to justify the use of an equivalent single DoF model.

In order to assess the influence of the particle damper in isolation from changes in mass, Els [80] uses 4 different cavities
with nearly identical masses and changes the number of particles while keeping a constant total particle mass. He evaluates the
damped responses in terms of peak acceleration, damping coefficient, and change in effective mass. To measure the height of
the filled portion of the cavity, he relies on repeated DEM simulationswhere the particles are allowed to settle under gravity and
from which he takes the average height. He finds that the aspect ratio, the magnitude of the centrifugal load, and the number of
particle layers have non-negligible influence on the performance of the damper. The centrifugal load also influences the ability
to damp vibrations of smaller amplitudes.

In a follow-up, Els [76] chooses to use a single DoF equivalent model of his rotating beam in a DEM simulation. His DEM
implementation uses the Hertz-Mindlin contact stiffness and viscoelastic damping. He finds very good correlation between
experimental and numerical results at different beam rotation velocities.

Lei and Wu [115] recall that the particle damper should be placed at the position of maximum vibration velocity. They also
find from their experiments that different magnitudes of contributions to damping come from the particle-particle collisions,
friction, and interaction with air. The importance of these contributions are given against vibration velocities in Table 2. Their
damper consists of four cylindrical holes made in the original beam. They each have a 10 mmdiameter and a 13 mmdepth. Their
numerical approach couples a beam finite element software with a numerical routine which adds the analytically calculated
additional equivalent viscous damping coefficients. They rely on tungsten powder or steel spheres as the damping material,
depending on the test. They conduct their experiment by exciting the beam with a harmonic force produced by a shaker. They
obtain the force and acceleration signals through a force sensor and an acceleration transducer, respectively. This is shown in
Figs. 17 and 18.

Lu et al. [106] build a 1:200 scale model of a 76-story building by following the similitude guidelines from the American
Society of Civil Engineers (ASCE). They then use the model within an aeroelastic study of the building response inside a wind
tunnel. Their configuration consists of a suspended container box attached by four strings to the top of the building model.
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Table 2

Influence of vibration velocity on damping contributions according to Lei and

Wu [115].

velocities (m/s) 1st contrib. 2nd contrib. 3rd contrib.

below 0.03 air collisions friction

[0.03, 0.16] collisions air friction

beyond 0.16 collisions friction air

Fig. 17. Experimental schema of Lei and Wu [115]. Reprinted with permission from Springer Nature.

The box hosts spherical particles which provide damping and the natural frequency of the whole damper can be tuned by
changing the length of the strings. The configuration of their experiment can be seen in Fig. 19. They show that the acceleration
and displacement responses of the building are diminished by the presence of the tuned particle damper by a value which
significantly depends on the string length.

In prior work, Zheng et al. [103] tested the efficiency of a particle impact damper on a three story scaled building. The damper
is made up of 4 steel containers each having 63 steel spheres of 50.8 mm diameters and is placed on the roof of the building. The
total mass of the damper is 135 kg, excluding the cavity, and the building weighs 6 metric tons. The building was also designed
to have its first three natural frequencies between 1 Hz and 5 Hz.

Yet in another similar work by the same group, Lu et al. [104] test the impact of buffering the particle damper by adding a
20 mm rubber padding to the cavity of their top-floor building damper. They find improved damping when using the buffered
version of their damper. They also indicate that the frequency for which the damper is placed at the position of maximum
displacement is better damped than the other frequencies.

Salvino et al. [116] experimentally test two different particle materials to damp a box beam. They find little difference
between the damping performance obtained from shredded navy tiles and polyethylene beads. They evaluate the damping of
the beam using the wave method of McDaniel et al. [117] which allows evaluation of the loss factor over a continuous range of

Fig. 18. Experimental configuration of Lei and Wu [115]. Reprinted with permission from Springer Nature.
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Fig. 19. Experimental schema of Lu et al. [106].

frequencies. This latter method also allows to generate of a wave number versus frequency acceleration map to simultaneously
identify the nodes, frequencies, and amplitudes of the response.

Michon et al. [8] perform a study where they use hollow particles instead of typical hard particles used in particle dampers.
They rely on such hollow particles to limit the weight impact of the damper, intended for space applications. They conduct a
three-step experimental campaign: 1) They identify the behavior of the damper alone, with and without honeycomb fillings,
and excited by a shaker undergoing a sine sweep of frequencies. This leads them to realize that the individual cells of the
honeycomb structure can be modeled as spring-mass-damper systems. 2) They change the honeycomb structure for a more
realistic structural part made of aluminum. Being careful to remove inertial effects, they are then able to plot displacement-
force hysteresis curves of the damper at different excitation frequencies. They also insert a piezoelectric load cell between
the shaker and the structure to obtain the transmitted force. The obtained force curves are all ellipsoidal. This implies that
viscous behavior is dominant in their novel particle damper. In addition, no resonance is identified up to 3000 Hz, which
brings the authors to conclude that the damper has no stiffness. They find that effective particle mass and damping coeffi-
cient are functions of frequency and filling ratio. And, they identify the damping coefficient from the area of dissipated energy
in their hysteresis loops. 3) They evaluate the response of a honeycomb cantilever beam with cells that contain the parti-
cles. This experimental configuration is shown in Fig. 20. They excite the free end of the beam with a shaker and rely on four
accelerometers to obtain the acceleration response of the beam. They then use a harmonic finite element beam model with
the equivalent mass-spring-damper systems previously identified to study the response of the cantilever beam to a series of
excitation frequencies and obtain a good correlation in the predicted damping ratios. The concept of their model is shown
in Fig. 21.

Michon et al. [8] find that the optimal filling ratio, defined as the space occupied by the particles envelope, varies between
67% and 90%. The lower values apply to higher excitation frequencies, and vice-versa. They also find that the first vibra-
tion mode of their particle-filled honeycomb cantilever beam remains undamped even with the presence of the hollow
particles.

Simonian [14] studied the response of a spacecraft antenna protruding from a cantilever beam. He uses twang tests to assess
the efficiency of his particle damping solution. He describes this method as applying a load at the end of the antenna and
suddenly releasing it to observe the free vibration response.

While conducting their analysis of a vacuum particle damper, Szmidt and Zalewski [44] rely on 3 laser displacement sensors
to measure the vibration response. They use an electric motor to rotate an unbalancemass and thus generate parasitic vibrations
at the end of a cantilever beam. Their beam consists of a small steel core inserted into a particle-filled envelope under vacuum.
That envelope is the damper. They repeat each experiment 3 times to ensure good repeatability. Their experiment consists of an
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Fig. 20. Experimental setup of Michon et al. [8]. Reprinted with permission from Elsevier.

Fig. 21. Numerical schema of Michon et al. [8]. Reprinted with permission from Elsevier.

extension of the work of Zalewski and Szmidt [118] which presents the characteristics of the beam particle damper with more
detail.

The use of a vacuumwithin particle dampers allows to reverse the state of matter transition from fluid-like back to solid-like
state [31]. Such a process is referred to as a jamming transition [22,27]. The motivation for this process is that the literature
demonstrates that the most effective damping usually occurs when the granular material is in the solid-like state. More pre-
cisely, the material should be near the transition to another state where inter-particular rolling begins to occur [29]. Some
studies define these transition states as suspended states, namely the Leidenfrost effect and the biconvective state. These sus-
pended states are found to be most effective at damping [23,26]. They also maintain a solid-like behavior for the majority of the
granules. Nevertheless, the definition of the different states is subject to different interpretations. As such, definitions based on
the relation between the magnitude of the excitation acceleration and the length of the cavity were proposed by Salueña et al.
[2]. They use the name convective state for the fluid-like state which occurs after transition from the solid-like state is complete.

For impact damping, Olȩdzki et al. [11] conclude from their simulations that the value of the coefficient of restitution of the
material has negligible influence on the efficiency. They find that an influential parameter on the resonance amplitude of their
metal tube is the clearance in which the impact damper is allowed to travel. The tube they damp is 2 m long and has a reduced
mass of 0.8 kg. The damper has a mass of 0.4 kg. The original mass of the beam is not reported in the paper. The undamped
bending resonance amplitudes was roughly 10 mm while the damped amplitude can be as low as 1 mm, depending on the
damper gap.

On a contrary note, Olȩdzki [108] reports prior art which states that the coefficient of restitution is the main influencer
of the single particle impact damper. He still uses a single particle impact damper. He argues that because the coefficient of
restitution has a strong influence and that it cannot realistically be made lower than 0.3, a possible solution to obtain good
damping at low mass ratio 𝜇 is to rely on Coulomb friction. He tests his design, which has a 17 Hz first natural frequency.
Olȩdzki [108] finds that the impact damper is most effective for restrained excitation bandwidths. The equivalent mass of the
damped beam where the damper is attached is 700 g while the mass of the impactor, a steel ball, is 64 g. The container mass is
roughly 32 g.

For multiple impactor damping, Iwata et al. [119] attempt to optimize the mass distribution of a multi-unit single-particle
damper. The excited plate they dampweighs 2.26 kg and with a total combined mass ratio of 0.12 three vibrators can consider-
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Fig. 22. Main structure of Wang et al. [9]. Reprinted according to the terms of the Creative Commons License.

Fig. 23. Damper geometry of Wang et al. [9]. Reprinted according to the terms of the Creative Commons License.

ably reduce the vibration amplitude. From his experimental and DEM simulation campaign, Saeki [53] finds good attenuation of
a horizontal system’s response for a particle damper with mass ratios of 0.092 and 0.138. He also tests different materials such
as lead, steel, and acrylic resin to find out that they have a notable but limited influence on the results. In the paper, it is not clear
whether the mass of the particle container, the cavity, is considered as part of the main structure or of the damper. The length
of the cavity is, however, found to be an influential parameter. For his multi-unit particle damper, Saeki [43] also reports from
his experimental tests that the presence of the particle damper reduces both the resonance frequency and amplitude. He notes
a clear influence of the mass ratio and the number and radii of the cavities on the response amplitude. The higher mass ratio
does not always provide the better damping. The same also applies to the number of cavities. For example, a smaller number of
cavities can provide a better damping at high response amplitudes. The mass ratios he tested are 0.058 and 0.098. Overall, there
is a complex relationship between the parameters and the numbers of particles that become in contact with the walls of the
cavities and thus on the damping properties.

In both 2D and 3D experiments of a granular bed,Wildman et al. [111] find that packing fraction increases with height within
the cavity until it reaches a plateau and drops. They also report that in some states of the particular bed some properties granular
gases of these particle beds are similar to those of fluids. However, in most states, they differ. For example, the velocities at small
wave numbers differ from the fluid’s velocities, as they are anisotropic.

Trigui et al. [17] study the effect of a particle damper located on the tip of a cantilever beam. They first identify the beam’s
response and natural frequencies with an equivalent dead mass positioned at the location of the damper.

Wang et al. [9] test their structure on a shaker. They use the shaker to generate a sine sweep over the frequencies of interest
and collect the responses of the structure at locations of input and output using accelerometers. The structure is to be used on
a spacecraft and is shown in Fig. 22. They test each condition 3 times and take the mean response as the final value of interest.
Their damper geometry is shown in Fig. 23 and its location on the structure in Fig. 24.

As complementary summary, Tables 3–5 provide an overview of the particle dampers tested in the literature. They give a
chosen sample from the articles cited, as in some cases, more conditions or devices are tested within a single article.
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Fig. 24. Damper installation of Wang et al. [9]. Reprinted according to the terms of the Creative Commons License.

5.1. Influence of direction and disturbance vibrations

Although usually ignored and sometimes dismissed as negligible, vibrations in a direction different than that for which the
damper is designed may have an impact. This subsection provides an overview on the matter.

Wang et al. [9] study the vibration response of a spacecraft component in 3 directions using accelerometer readings for each
direction. The response without the particle damper has a peak in two of the three directions for the fundamental frequency.
Their findings are that their particle damper is effective at simultaneously damping the response in both directions over a range
of frequencies.

Wang et al. [56] notes that the main effect of bidimensional excitation is the diagonalization of the resulting particle motion.
Thus, their damper remains effective when subjected to perpendicular excitation of increasing magnitude. These excitations
have the same phase and period in both directions. The impact of gravity increases dissipation when vibrating in the horizontal
direction because oblique impacts between the particles are favored. Effectively, such oblique impacts are much less frequent
under pure vertical excitation.

Lu et al. [13] model a particle damper excited in two directions and characterize its behavior while varying diverse parame-
ters using DEM. It takes them 1000 natural periods to reach a stable response. When the lateral vibrations in both directions are
correlated, their effect is to diagonalize the response trajectory. This corresponds to the response that would occur if the con-
tainer was rotated. This reasoning only applies if the vibrations are correlated because, otherwise, the trajectory of the particles
is rather circular. They measure damping efficiency with the decay of the cross-correlation velocity between the particles. As
such, they find better damping for excitation in two directions when using cylindrical containers. They estimate that this is due
to the symmetric shape which favors more collisions.

Suyama et al. [15] perform tests on a turning machine. They damp the tool holder and monitor vibrations in the
radial and tangential directions. They, however, only report the radial vibration response and do not mention impli-
cations of the bidimensionality of the excitation. Darabi [77] performs DEM simulations for viscoelastic particles mak-
ing up a particle damper. He finds that the amount of energy dissipated by friction is almost equal between horizon-
tal and vertical excitation of the damper cavity. However, the overall energy dissipation by the damper is up to 3 times
more when excited in the vertical direction. The influence of his excitation direction is enough to change the parti-
cle bed behavior from fluid-like to gas-like. Oyadiji [123] conducts separate testing for horizontal and vertical excita-
tion of a particle damper. The particles are inserted into a hollow rectangular beam. The frequency response of his free-
free beam between 0 kHz and 2 kHz is considerably and congruently damped for excitation in both directions. Neverthe-
less, the size of his particles and orientation of his excitation has an influence on the relation between loss factor and
frequency.

Also, Lu et al. [96] provide results for a particle damper excited simultaneously in two directions which are not that of
gravity under random stationary excitation. Their DEM-based parametric study indicates that the optimal container size in each
direction must be neither too small nor too large. The former would impede inter-particle motion and the latter would cause
too long travel time between the walls of the container.

Els [80] also considers the effect of bidimensionality excitationwith his particle damped rotating beam. The rotating axis and
the first bending mode vibrations are vertical. The centrifugal loads are constant but also induce higher modes of vibration for
both bending and torsion of the beam. These higher modes are of smaller amplitudes and have frequencies approximately one
order of magnitude higher. He then investigates the effects of the centrifugal forces, which are correlated to the geometry of the
containers. Little attention is given to the higher vibration modes.

Panossian [124] testsmultiplemodes of a space shuttle engine vane for the vibration attenuation in both bending and torsion.
His tests are conducted on a free-free support and excited by a shaker. Little attention is given to responses from excitation or
vibration in two simultaneous directions but damping is significant at all modes tested. Similarly, Chen and Georgakis [125] also
leave altogether the impact of multidimensional vibrations in their analysis of a particle damper for wind turbines subjected
to strong winds and gusts. They mention that the main mode is the most important and focus on damping that mode excited
under free and forced vibrations around the peak of the natural frequency.
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Table 3

Particle damping testing and modeling summary table, part 1 of 3.

Ref. Exp./Sim. Type Freq. (Hz) Ampl. massesa (kg) of: structure;

cavity; particle

particle diameter

(mm)

packing fraction

(%)

Comments

[109,110] exp. horizontal

impact damper

on brass tube

5–20 5 mm 1.37; -; 0.0076–0.0171 19.1 – particle is an aluminum

cylinder-like mass

[11] both impact damper

inside and

along tube

672d 2.4 mm 0.8b; -; 0.32 5 × 2 – cylindrical particle

[7] both longitudinal

beam PD

up to 6400 10 N 2.925; −0.331;
∼0.213–0.432

0.1–0.5 50–100 beam with transverse and

longitudinal PDs

[39] both centrifugal PD 5–18.3 3400;

14,000;

36,000 N mm

-; -; - 3 30–90 –

[120] both cube PD – – -; -; 0.5–4 90 particles of aluminum

oxide, steel, and tungsten

carbide

[5] both plate PD 30–60 0.2–1 N 0.567; 0.048Cc; 0.048Cc 2 0–90 steel spheres

[64] both layered beam

with PD at tip

∼0.75d 6 cm ∼0.45; -; 0.03–0.13 2–6 ∼100 most of the structure’s

weight comes from an

added mass at its tip to

reduce frequency; partial

vacuum in cavity

[20] both cantilever beam

PD

52.6d – 0.0089; 0.021; - – – microgravity environment;

not enough information on

the damper

[46] both combined

impact and PD

11–15 0.135 N, ∼0.232; -; 0.033 10 and 0.1 low equivalent mass of beam is

0.104 kg

a Reporting the mass of the structure without damper and the total cumulative masses of the cavit (y/ies) and particle(s) present in the system; a negative cavity mass indicates that it was created by taking out

material from the original structure.
b Reporting the reduced mass of the structure.
c The value is multiplied by a constant C ∈ [0,1[ because article only gives mass of the complete PD at maximum fill capacity.
d Natural frequency of the beam.
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Table 4

Particle damping testing and modeling summary table, part 2 of 3.

Ref. Exp./Sim. Type Freq. (Hz) Ampl. massesa (kg) of: structure;

cavity; particle

particle diameter

(mm)

packing fraction

(%)

Comments

[121] exp. free-free beam ∼130 and ∼350 0.5–10 g 725 g;-;220 g 10 ∼100 size reported here for rubber

spheres filling empty beam; tests

with 0.3 mm thick metal swarf

filling also done

[114] exp. oil pan PD 51.2 – 1.095; 0.899; 0.76c up to 2.6b up to 100 given structure weight is for the oil

pan alone; mention strong weight

reduction possible with proper

design iterations

[80] both rotating cantilever beam PD 0–18.3 (rot.), 16–17 (bend.) 6 mm ∼[253; 16.5; 6.7] × 103 2–4 ∼35–60e the cavity weight shown was

reduced by 5 g of removed material

from the beam; both imposed

rotation and beam natural

frequencies are given

[115] both cantilever beam NOPD ∼0–1000f – 16.5; ∼ −0.0112d; up to 0.0163 ∼0.3 and 1 35–90 model impact of gas-particle

interactions; cavity seals not

considered in reported weights

[106] both building tuned mass damper PD 1.5–3 – 19.2; 0.01; 0.182 6 27.5 –

[122] both controlled vacuum PD 0.25–2.5 up to 25 mm/s 1200; -; 3 × 1 – cylindrical plastic particles;

underpressures between 0.01 and

0.09 MPa; given mass is the

complete vehicle mass used for the

numerical study

a Reporting the mass of the structure without damper and the total cumulative masses of the cavit (y/ies) and particle(s) present in the system; a negative cavity mass indicates that it was created by taking out

material from the original structure.
b Material is sand with average particle size of 0.3 mm, and 95% of the particles below 0.48 mm.
c This is the maximum amount of granular material that can be held by the cavity.
d Reporting the reduced mass of the structure.
e This is an overestimate because measured as the volume envelope occupied by the particles to the total cavity volume.
f Studies the response covering the first four natural frequencies of the beam.
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Table 5

Particle damping testing and modeling summary table, part 3 of 3.

Ref. Exp./Sim. Type Freq. (Hz) Ampl. massesa (kg) of: structure;

cavity; particle

particle diameter

(mm)

packing fraction

(%)

Comments

[8] both hollow particles PD on

cantilever beam

100–1000 10–60 m/s2 -; -; – 50–100 –

[116] exp. particle-filled beam impulse from ∼1000 to 35 600 N 273.8; 276.9; 90.8 ∼1$ 0–100b beam boundaries are steel

plates and is suspended by

bungee cords

[14] exp. cantilever beam and antenna PD 21 and 31 – -; -; 0–0.136 3c – tests by releasing tensioned

antenna

[44] both vacuum particle damper

cantilevered beam

1.0–2.4 170 mmd ∼1.46; ∼1.29; 1 × 3 100b cylindrical particles with length

to diameter ratio ∼3;

underpressures from 0.01 MPa

to 0.08 MPa

[17] both cantilever beam PD 0–500 – 0.118; 0.036; 0.007 2 16–39 beam identified at given

frequency range and damper

tested under free vibration

initially excited at resonance

[9] both multi-unit particle damper 20–2000 8.1 g 7.47; up to 0.232e; -e ∼0.85 and ∼2 0–90b test both lead spheres and

tungsten powder separately

$ Sizes of the particles used are not explicitly given and this is thus a crude estimate of the size of their polyethylene beads.
a Reporting the mass of the structure without damper and the total cumulative masses of the cavit (y/ies) and particle(s) present in the system; a negative cavity mass indicates that it was created by

taking out material from the original structure.
b This is an overestimate because measured as the volume envelope occupied by the particles to the total cavity volume.
c Crude estimate of their particle dimensions from the given information.
d Maximum observed amplitude at vibration; caused by unbalance force of 0.287 kg at r = 3.7 cm.
e The weight is given as the maximum combined weight for 4 cavities and particles together.
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Simonian and Brennan [126] test a particle damped beamwhich vibrates in both horizontal and vertical directions. They only
report the results for the tests in the vertical direction. They find that the damper is mostly insensitive to excitation frequency.
In a later publication, Simonian and Brennan [127] report that the damping they obtain with a particle damper on a cantilever
beam is greater when shaking in the direction of gravity.

Windows-Yule et al. [128] report that two identical granular beds subjected to excitation forces of the same energy, but
with different amplitudes and frequencies, may lead to very different energy contents inside their particles. Similarly, excitation
with different energy contents may lead to quite similar particle energy contents. They use the particle-bed flight time to esti-
mate the resonance frequency of the optimally damped system. For a column of particles, the flight time is calculated from the
particle-particle coefficient of restitution, the cavity’s base peak velocity, the number of particles N, and an empirical parameter.
The equation does not hold when N is large and CoR is low because the energy gets instantly dissipated and frequency becomes
less important. Thus, the findings of Windows-Yule et al. [128] concerning energy content may indicate that excitation in direc-
tions other than the principal one could lead to unexpected responses. However, their statement about energy being instantly
dissipated when N is large may indicate that, for particle dampers with enough particles, parasitic vibrations may be negligible.

Finally, the literature indicates that the response of a particle damper is affected by the presence of lateral vibrations. When
of equal phase, magnitude, and frequency, the effects of a perpendicular vibrationmay be similar to a rotation of the direction of
excitation. As far as the authors are aware, no study focused on the impact of parasitic vibrations on the efficiency of the particle
damper. However, the general approach seen in the literature is to consider them as harmless. This is confirmed by their use in
wind turbines [125] and liquid oxygen shuttle engines [124] which are subjected to variable hydrodynamic loads with random
amplitudes and frequencies in multiple directions other than the target vibration attenuation. It should also be noted that
parasitic vibrations may have major negative impacts on the performance for dampers which rely on the state of matter of the
granular material. Effectively, a small parasitic disturbance may, for example, cause a jamming transition or change the state
of the granular material from solid-like to fluid- or gas-like. Nonetheless, testing with DEM presents the possibility to further
verify this hypothesis.

6. Discussion

This literature survey gave an overview of particle damper design in its different forms. Aspects of modeling, using both
lightweight analytical and heavier numerical formulations were presented. Trends regarding the efficiency of these dampers
and impacts of different geometric and material parameters were also covered. Furthermore, optimization methods, model
calibration, and experimental configurationswere reported. Drawing from the information presented by this review, this section
suggests a methodology for setting up numerical and experimental studies of particle-damped vibrating beams.

6.1. Numerical modeling

A dynamic model that simulates individual particles can work regardless of the nonlinearities pointed out by most authors.
Consequently, it is recommended to rely on the DEM for the simulations. It also turns out to be the most popular approach for
particle damper modeling.

It would be impractical and unnecessary to design a DEM algorithm from scratch. It is rather suggested to rely on one of the
existing software. It should be chosen by comparing the constraints of the specific project to the capabilities of the software.
For industrial projects, any code that provides the desired capabilities should do. For research projects, it is suggested to rely on
open source codes because they provide extensive control over the contact laws. Both LIGGGHTS and Yade open source codes
have been used for particle damper studies. Another open source toolkit to consider is Chrono. It properly reproduces standard
experiments of granular material; it models flexible elements through FEM; it works in parallel; it offers two different DEM
approaches; and, it is a multibody dynamics engine. A selective reading of the user manuals and, where possible, code of these
toolkits is necessary to fully understand their potential. The choice should then be confirmed through benchmarking, calibration,
and validation against experimental data or simulation with other codes. Individual assessment of the target application and
corresponding tests should be made by the reader.

Usually, DEM software allows choosing the time step, the integration scheme, the contact model, the particle shape, the
solution tolerance, the material parameters, and the initial conditions. These parameters are thus to be carefully chosen regard-
less of the chosen toolkit. For example, an explicit time-marching solution using a linear contact model should provide enough
accuracy. However, in other cases the Hertz-type contact may be necessary for an improved solution. The mode in which the
contact history is preserved should also be carefully selected. Although not necessary, relying on velocity-dependent coefficients
of restitution, simulating presliding friction separately, or calculating the aerodynamic contribution of the containing fluid may
provide more accurate modeling.

To speedup computer calculation time, the following can also be considered: attempt particle or cavity scaling; couplemicro-
and macro-scaling; opt for efficient contact detection algorithms; model using the maximum ratio of particle size to cavity size
which yields constant results; artificially increase stiffness; reduce excitation velocities; or, use a single lumped particle, a single
row or column, or a plane of particles instead of the complete particle bed. Nevertheless, great care should be taken to ensure
such simplifications remain valid for the whole range of conditions for which they are used. For example, the minimization
algorithm of the parameter identification or design optimization process could run with a simplified model and be verified with
the original and slower model.
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6.2. Remarks specific to DEM

Coupled methods improve the quality of the results but can considerably increase algorithm complexity and solution time.
Solution time can be greatly reduced by employing a two-phase contact search algorithm. Contact detection algorithms do not
perform with consistent speed and should thus be benchmarked for each new damper configuration.

The choice of the contact law is a challenging question and many authors choose to rely on bulk calibration to tune it. This
allows to skip experimental testing of the single particles and consequently reduces the time to project completion. Tangential
contact forces are another challenge and they are usually grossly estimated due to a lack of proper analytical formulations for
tridimensional stick-slip alternating contact friction. Using rolling friction to tune the contact model is often used. However, it
is also strongly criticized because of its lack of physical justification and its vulnerability when the configuration changes. The
coefficients of friction and of restitution used for a DEM model can be significantly far from an exact value without affecting
the measured damping efficiency of an optimally configured particle damper. Some authors obtained improved results without
excessive effort when using velocity-dependent CoR. To summarize, contact model assumptions can be significantly far from
the reality and still properly model the performance of the particle damper. But, these assumptions significantly increase the
risk of completely ignoring important nonlinear behaviors such as phase changes when modeling outside of the experimentally
tested range or outside of the optimal damper operation’s range.

The choice of timestep is also an influential factor on computation speed. Many interpretation of a proper timestep exist
and they also depend on the integration method used. For general DEM, it is, however, advisable that the zone between the
coming into contact and departure times be sufficiently resolved. Diverse choices of timestep calculations are given in Section
4.5. Integration of the DEM equations is done with explicit schemes and the choice of scheme is usually done according to the
preferences of the individual authors. Relying on already existing software allows for faster project completion and is the most
popular choice. Whether to use open-source or commercial software should depend on the programming background of the
researcher and the balance between funds and time resources. A look at Table 1 can give a first impression of the available
software capabilities.

The identification of the DEMmodel parameters is highly variable between the studies. The principal outcome of this review
is that three possibilities exist. 1) The parameters come directly from the literature: this will work when the purpose of the study
is only to obtain the optimal damping performance that can be provided by the damper. 2) The parameters are bulk-calibrated:
this canworkwhen a considerable range of experiments are run to ensure that no unforeseen linear effects contradict themodel.
3) The parameters are experimentally measured on individual particles and then bulk-calibrated: this will be the most tedious
approach but will also provide the most reliable results.

Overall, DEMmodels a highly nonlinear phenomenon and relies on manymaterial-based parameters. This leads to an appar-
ently easy model setup and calibration that is, however, only able to reproduce already known results. Blind testing may be the
only approach to overcome this paradox.

6.3. Identification

This survey showed that force models and the coefficients used therein significantly change from one study to the other.
This indicates that the range of validity of each simulation is limited to the proper case. In addition, there is a discrepancy as
to which parameters most influence the resulting damping. Some authors report that the coefficient of restitution is the main
contributor while others opt for the coefficient of friction. Furthermore some terms, such as packing fraction, have inconsistent
and ambiguous definitions in the literature.

Bulk calibration used alone is the prevalent approach for parameter identification and can thus be considered as reliable.
However, to increase the range of validity of the obtained models, it is suggested to first build the DEM simulation using coef-
ficients from the literature on materials. Optionally, simple experiments can also then identify the missing values. Then, a bulk
calibration can tune the model to the experimental particle damper. While doing so, significantly varied test conditions should
be used and the parameters should remain close to their literature values. Optimization algorithms which do not require the
gradient of the objective function should be used as they are more likely to find a global optimum. Using the fit with position
or velocity hysteresis loops, transmitted forces, energy dissipated, or particles trajectories as objective functions is suggested.
Doing sowill yield amodel that ismore robust given the nonlinearity of the response and valid over a greater range of conditions.

Also, assumptions about linear behavior should be made with great care as their validity may be restricted to specific ranges
of parameters or operating conditions. Thus, conducting a sensitivity analysis both numerically and experimentally would assess
the accuracy of the numerical method when testing conditions outside of the experimentally validated scope. The sensitivity
study should identify the zones of operation where the model can be considered valid and whether parameters which are
apparently non-influent can be activated by changes in other parameters. Finally, the model ran with the obtained parameters
should be confronted with data from an experimental test using condition as different as possible from the bulk tests.

6.4. Experiments

To ensure the validity of the developed simulation approach, the identification process should be based on experimental data.
An experiment is also recommended to calibrate and validate the numerical simulation. Both the experiments for identification
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and for validation can be set up with similar compositions, but they should have operating conditions which are as different as
possible from each other.

A particle damper mounted either directly on a shaker or on an excited beam, depending on the desired levels of accuracy
and complexity, is suggested. Also, care should be taken to avoid over-constraining the structure; each test should be repeated
3 to 6 times to reduce statistical errors; the position where the beam is excited should be consistent between the different
tests; and, inertial effects should be catered for by the identification model. Furthermore, the direction of the damper with
respect to that of gravity and centrifugal forces should be carefully selected. Effectively, steady external pressure influences
the initial settling of the particles in the cavity, the direction in which the impacts occur, and the forcing conditions at which
phase transitions occur. The experimental forcing can be a displacement-induced free vibration, a sine sweep, an impulse, or
a constant harmonic. It is recalled that granular material behaves in a highly nonlinear manner. Thus, a careful assessment of
the operating environment of the target device should be made when choosing the type and magnitude of the experimental
forcing. Also, it may be sound to test under supplementary vibration conditions to identify possible unforeseen behaviors such
as phase transitions and jamming. These supplementary conditions should cover, at the very least, a range of frequencies near
the fundamental mode. Furthermore, simulations should be run to identify the possible system responses and optimal operation
ranges prior to choosing the details of the experimental campaign. Although not critical, if the experimental cavity is transparent
or open on the upper side a high-speed video capture can provide further validation.

6.5. Damper performance

Multiple damping mechanisms were presented in this review and many of them were arguably quite effective at damping
the vibrations targeted by the authors. Accordingly, a few notes on performance are given here.

Better performance occurs when the damper is placed away from the nodes of the mode shapes. That means better damp-
ing occurs when the damper is subjected to greater vibrations. Single particle impact dampers tend to be less efficient than
granular dampers. That may, however, be linked to their necessity to be tuned. The energy content of the imposed vibra-
tion is not imperatively a driving factor on performance. However, it may change the dissipation mechanism of the particle
damper.

The mass and packing ratios and clearance of particle dampers are always important, but it is not always clear how they
influence performance. Their influence is linked to the properties of the applied forcing vibrations and more material does not
necessarily mean a better damper. Usually, the best solution will come from a balance between allowing particle motion and
not having excessive particle travel time. The type of particles used can change in shape, size, coefficient of restitution, and
material without necessarily influencing the damping efficiency. Effectively, these parameters may influence the motion of the
granular bed without having a significant impact on dissipation. The changes should, however, remain within boundaries that
become known from simulation or experiment. For particle dampers, longer cavities bored inside the structure stimulate shear
friction and consequently improve damping. As such, shape, aspect ratio, and the number of cavities influences performance.
This influence depends on the properties of the forcing vibration.

Simultaneous and synchronized excitation in multiple directions can influence performance as if the damper were rotated
and subjected to an equivalently larger force. This holds when nonlinear effects do not dominate. An abundantly filled damper
cavity may mitigate parasitic vibrations in secondary directions and promote damping by favoring rolling friction. Vibration of
the particle damper in the horizontal direction can improve damping by stimulating oblique impacts but this is not always true.
For vertically vibrating dampers, acceleration must overcome gravity for the granules to reach the top of the cavity. Combining
a large particle such as that of an impact damper with fine granular material can improve the damping performance of the
resulting damper. This is likely due to the resulting condition inwhich the large particle finds itself whichmimics the Leidenfrost
effect and biconvective state. Non-rigid material at the cavitywalls can improve performance. Similarly, actively controlledwalls
can influence the phase state of the particles and further increase the damping capacity. Accordingly, the granular material
provides the best performance when being at the edge of transitioning to a fluid-like state.

6.6. Design considerations

Various particle damper typologies are presented in this survey: damper excited in oblique or two directions; multi-unit
dampers; non-obstructive dampers; tuned mass particle dampers; differential particle sizes; vacuum dampers and other active
solutions; and, combined particles of different materials and shapes. For vibrating beams, the non-obstructive damper with a
uniform particle sizemay be themost lightweight and efficient damping solution. The cavity should be positioned at the location
of maximum response amplitude, as this is repeatedly mentioned in the literature. The use of soft material on the cavity walls
may improve effectiveness. In that case, the chosen material should withstand the environmental exposure that could affect
the efficiency of the damping. With a properly tuned DEM simulation, it is possible to identify whether most energy dissipation
comes from particle-wall or particle-particle friction or impact and thus indicate possible modifications for improved damping.
Finally, care should be taken to avoid possible detrimental behavior of the damper. For example, there may be excitation pat-
terns for which the damper increases the amplitude of the vibration. In its most extreme occurrence, this eventuality could be
compared to the rogue wave phenomenon, which is rare but very dangerous.
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7. Conclusion

This survey provided an overview of modeling and testing particle dampers used on beams. A glimpse of research opportu-
nities based on the current the state of the art is given and followed by a closing word.

7.1. Opportunities for further research

From the reviewed literature, it appears that remaining open questions present good opportunities to conduct further
research. The authors believe that future research should focus on: the effect of parasitic vibrations; the importance of grav-
ity, centrifugal forces, and actively applied pressure; the influence of cavity material; the definition of standardized granular
bed phase states; the use of implicit numerical particle solvers, and, the establishment of consistent DEM modeling schemes
and parameter choices.

7.2. Closing word

Particle dampers were seen to be the central point of a numerous number of studies, of which only a small fraction was
presented here. They present appealing dissipation properties and can be used in harsh environments. This paper presented a
global overview of their use, advantages, modeling techniques, design considerations, and experimental testing. The interested
reader may also consult the review on particle dampers for civil engineering applications by Lu et al. [12], the Discrete Element
Method book by Matuttis and Chen [54], and the vibration and impact dynamics book by Ibrahim [3].
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