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Abstract

In this paper we deal with a doubly nonlinear Cahn–Hilliard system, where both

an internal constraint on the time derivative of the concentration and a potential for

the concentration are introduced. The definition of the chemical potential includes

two regularizations: a viscosity and a diffusive term. First of all, we prove existence

and uniqueness of a bounded solution to the system using a nonstandard maximum-

principle argument for time-discretizations of doubly nonlinear equations. Possibly

including singular potentials, this novel result brings improvements over previous

approaches to this problem. Secondly, under suitable assumptions on the data, we

show the convergence of solutions to the respective limit problems once either of the

two regularization parameters vanishes.
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1 Introduction

The main focus of this paper is the asymptotic behaviour, when either of the positive
parameters ε or δ converges to zero, of the following system:

∂tu−∆µ = 0 in Ω× (0, T ) , (1.1)

µ ∈ ε∂tu+ β(∂tu)− δ∆u+ ψ′(u) + g in Ω× (0, T ) , (1.2)

∂
n
u = 0 , µ = 0 in ∂Ω × (0, T ) , (1.3)

u(0) = u0 in Ω , (1.4)

where Ω ⊂ R
3 is a smooth bounded domain and T > 0 is a fixed final time. Here β is a

maximal monotone graph, ψ′ is the derivative of a possibly non-convex potential, and g is
a forcing term. We shall address the unknowns u and µ as, respectively, the concentration
and the chemical potential.

System (1.1)–(1.2) is a modification of the celebrated Cahn–Hilliard (C-H) system, a
phenomenological model that has its origin in the work of J.W. Cahn [8] concerning the
effects of interfacial energy on the stability of spinodal states in solid binary solutions.
Cahn’s work built upon previous collaboration with J.W. Hilliard [9], where the functional

F(u) =

∫

Ω

(
ψ(u) +

δ

2
|∇u|2

)
(1.5)

was proposed as a model for the (Helmholtz) free energy of a non-uniform system whose
composition is described by the scalar field u. In this functional, the bulk energy ψ(u)
represents the specific energy of a uniform solution, typically a non-convex function. The
quadratic gradient energy δ

2
|∇u|2 takes into account microscopic mechanisms that penalize

spatial variation of composition, and that are responsible for the presence of interfacial
energy between phases at the macroscopic scale. Cahn showed that certain states, which
would be unstable if only the bulk energy was accounted for, are in fact stable under local
perturbations, when the gradient energy is included in the picture.

Besides being a fundamental contribution to Materials Science, the C-H system has
had considerable success in many other branches of Science and Engineering where segre-
gation of a diffusant leads to pattern formation, such as population dynamics [20], image
processing [6], dynamics for mixtures of fluids [16], tumor modelling [1,12,13], to name a
few.

In the derivation of the Cahn–Hilliard system, the variation of the free energy (1.5),
namely,

µc-h :=
δF
δu

(u) = ψ′(u)− δ∆u,

is the chemical potential that drives the space-time evolution of the concentration u
through the diffusion equation (1.1). Here we have written it after rescaling time, so
that the mobility (which we assume to be constant) is numerically equal to the unity
(equivalently, one may look at the Cahn–Hilliard system as the gradient flow, with respect
to the norm of the dual of a Sobolev space [15]). The connection between (1.1)–(1.2) and
the C-H system is more transparent if we rewrite (1.2) as a pair of an equation and an
inclusion:

µ = µc-h + ε∂tu+ ξ, ξ ∈ β(∂tu).
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The additional terms on the right-hand side do not affect the energy, but rather the
dissipation. This is evident from the energetic estimate

d

dt
F(u(t)) +

∫

Ω

|∇µ|2 + (ε∂tu+ β(∂tu))∂tu ≤ −
∫

Ω

g∂tu, (1.6)

which is obtained by testing the first equation by µ, the second equation by −∂tu, and
by adding the resulting equations.

Since the original work of Cahn, innumerable generalizations of the C-H system have
been proposed in the literature. They are so many that it would be difficult to provide a
comprehensive account in the present context. We prefer to refer to the review [24]. In this
respect it is worth mentioning that a systematic procedure to derive and generalize the
C-H system has been proposed by M.E. Gurtin [17], by extending the thermodynamical
framework of continuum mechanics, as also reported in [21]. Let us also mention an
alternative approach due to Podio-Guidugli [27] leading to another viscous C-H system
of nonstandard type [10, 11].

In this sea of literature, the problem that we consider belongs to the class of doubly-
nonlinear Cahn–Hilliard systems, characterized by nonlinearity both on the instantaneous
value u of the concentration and on its time derivative ∂tu. The particular form (1.1)–(1.2)
has been the object of mathematical investigation in [22] with Neumann homogeneous con-
ditions for the chemical potential, and in a previous paper of ours [5], where a discussion of
its thermodynamical consistency can also be found. The system (1.1)–(1.2) has also been
studied in [29] under dynamic boundary conditions. A similar system was investigated
in [23], where the nonlinearity β(∂tu) is replaced by ∂tα(u). Among other mathematical
work on the C-H system related to the present paper, we mention the contributions by
Novick-Cohen and al. [25, 26] on the viscous C-H equation, which is obtained in the case
β = 0 removing the nonlinear viscosity contribution.

In all of the above-mentioned results, existence of solutions for the system (1.1)–(1.2) is
proved under some polynomial growth assumptions either on the nonlinearity β acting on
the viscosity or on the nonlinearity ψ. While this is certainly satisfactory in providing some
first existence results, on the other hand it would be desirable to obtain well-posedness
for the system even for possibly singular choices of the nonlinearities. Indeed, this is
not only interesting from the mathematical perspective, but especially in the direction
of applications: it is well-known in fact that the most physically-relevant choice for the
double-well potential ψ is the so-called logarithmic one, defined as

ψlog(r) :=
c

2
[(1 + r) ln(1 + r) + (1− r) ln(1− r)]− c0

2
r2 , r ∈ (−1, 1) ,

with 0 < c < c0 .

The first main question that we answer in this paper concerns then the well-posedness
of system (1.1)–(1.4) in the case of arbitrarily singular nonlinearities β and ψ. Our first
main result (see Theorem 2.2) is a proof of the existence and uniqueness of bounded
solutions for the system (1.1)–(1.4) under no growth assumptions on β and ψ, possibly
including logarithmic behaviours as above. In this direction, we are inspired by some
arguments performed in [4], covering the analysis of the system (1.1)–(1.4) in the singular
case δ = 0. The main idea here was based on the fact that if the initial condition is within
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a finite interval (contained in the effective domain of the potential ψ) and if the bulk
free energy has sufficiently fast growth, then the concentration is essentially bounded in
the parabolic domain QT = Ω × (0, T ). This allowed to deduce, through the Gronwall
lemma, a contraction estimate to prove existence and uniqueness of solutions. However,
in our case the presence of the term −δ∆u in the inclusion for the chemical potential
prevents us from relying on a similar contraction argument. To overcome this problem, we
prove a preliminary boundedness result: using a maximum principle for doubly nonlinear
parabolic equations in combination with a suitable time-discretization of the problem, we
show that the solution u never touches the edges of the domain of ψ and remains bounded
in the parabolic domain QT . Thus, we are able to prove well-posedness also with very
singular behaviours of ψ and β, under less stringent conditions on the potential than
those in [5]. This novel result actually improves the previous approaches to the problem;
moreover, the argument is not standard at all and, in our opinion, gives value to our
contribution.

Once well-posedness is established in this general framework, we focus on questions
of more qualitative nature. More specifically, both the viscous term and the energetic
term in (1.2) provide assistance in handling the possible non-smoothness of β and the
nonlinearity of ψ′. It is then natural to inquire whether one of these terms, alone, is
sufficient to guarantee well-posedness, and whether the singular limits obtained when
either εց 0 or δ ց 0 converge to the the limiting equations.

The second main result of this paper (see Theorem 2.4) is an asymptotic result, and
shows convergence of the solutions of (1.1)–(1.4) in the limit ε ց 0, with δ > 0 being fixed.
This confirms that the diffusive regularization −δ∆u alone allows to handle the doubly
nonlinear problem, even when the nonlinearity β acting on the viscosity is multivalued
and not necessarily coercive. For example, a physically relevant choice for β in connection
with phase-change and Stefan-type problems is the multivalued graph

βsign(r) :=





−1 if r < 0 ,

[−1, 1] if r = 0 ,

1 if r > 0 .

Note that although βsign is nonsmooth and noncoercive, it can be chosen in the equation
(1.2) as long as δ > 0 only (even for ε = 0). From the mathematical perspective, the
main tools that we use here are compactness arguments combined with monotone analysis
techniques in order to pass to the limit in the two nonlinearities.

An alternative scenario to handle the monotone term would be to accompany it
with the viscous regularization ε∂tu alone, discarding the energetic regularization −δ∆u
through the interface energy. The degenerate case δ = 0 was the object of the investi-
gation in [4]. This belongs to a wider class of degenerate parabolic systems which find
their application in the modelling of hysteretic behaviour in diffusion process, such as
hysteresis in porous media [2, 7, 30, 32] or in hydrogen storage devices [18]. In all these
cases, the major manifestation of hysteresis is in the fact that the pressure that is needed
to induce adsorption is higher than the pressure needed to induce desorption. This sce-
nario is the object of our third Theorem 2.6, which covers the asymptotics of the system
(1.1)–(1.2) as δ ց 0, with ε > 0 being fixed. The main tools that we rely on consist again
in compactness and monotonicity techniques: furthermore, in the asymptotics δ ց 0 we
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are able to show some refined L∞-estimates, allowing us to prove also the convergence
rate as δ ց 0.

Note that if in addition to δ = 0 we assume also β = 0, then we recover the viscous
forward-backward parabolic equation studied in [26]. The asymptotics δ ց 0 in the
viscous case ε > 0 and with β = 0 was studied in the work [14], where convergence of the
vioscous Cahn–Hilliard to the limiting forward-backward parabolic equation was proved.

Here is the outline of the paper. In the next section we state the precise assumptions,
the analytical setting, and the main theorems that we prove. In Section 3, we prove the
existence result for δ, ε > 0 generalizing the results in [5]. Then in Sections 4 and 5 we
perform the asymptotics investigation once we let vanish the approximating paramaters
ε and δ, respectively.

2 Assumptions and main results

Throughout the paper, Ω is a smooth bounded domain in R
3 with boundary Γ and T > 0

is a fixed final time; for any t ∈ (0, T ] we use the notation

Qt := Ω× (0, t) , Σt := Γ× (0, t) , Q := QT , Σ := ΣT .

Moreover, we introduce the spaces

H := L2(Ω) , V := H1(Ω) , V0 := H1
0 (Ω) ,

W = H2(Ω) , W0 =W ∩ V0 , W
n
:= {v ∈ W : ∂

n
v = 0 a.e. on Γ} ,

endowed with their usual norms, and we identify H with its dual, so that (V,H, V ∗) is a
Hilbert triplet. The symbol 〈·, ·〉 denotes the duality pairing between V ∗ and V . We will
need the following lemma, which is a variation of the well-know compactness lemma (see
e.g. [19, Lem. 5.1, p. 58]).

Lemma 2.1. For every σ > 0, there exists Cσ > 0 such that

‖z‖2H ≤ σ ‖∇z‖2H + Cσ ‖z‖2V ∗

0
∀ z ∈ V . (2.1)

Proof. By contradiction, assume that there is σ̄ > 0 and a sequence (zn)n ⊆ V such that

‖zn‖2H > σ̄ ‖∇zn‖2H + n ‖zn‖2V ∗

0
∀n ∈ N .

Then, setting vn := zn/ ‖zn‖H (note that zn 6= 0 for all n), it follows immediately that

‖vn‖H = 1 , σ̄ ‖∇vn‖2H + n ‖vn‖2V ∗

0
< 1 ∀n ∈ N .

Consequently, we deduce that there is v ∈ H and w ∈ HN such that, as n→ ∞,

vn ⇀ v in H , ∇vn ⇀ w in HN , vn → 0 in V ∗
0 .

The first two convergences imply that v ∈ V , w = ∇v and vn ⇀ v in V . Since V
c→֒ H

is compact, we deduce that vn → v in H . Moreover, from the third convergence and the
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fact that H →֒ V ∗
0 continuously, we infer that v = 0. However, by the strong convergence

in H we have

0 = ‖v‖H = lim
n→∞

‖vn‖H = 1 ,

which is absurd. This concludes the proof.

We assume that

ψ ∈ C2(a, b) , −∞ ≤ a < b ≤ +∞ , (2.2)

ψ(r) ≥ 0 ∀ r ∈ (a, b) , (2.3)

lim
r→a+

ψ′(r) = −∞ , lim
r→b−

ψ′(r) = +∞ , (2.4)

ψ′′(r) > −K ∀ r ∈ (a, b), (2.5)

for a positive constant K. It is convenient to introduce

γ : (a, b) → R , γ(r) := ψ′(r) +Kr , r ∈ R , (2.6)

which is maximal monotone and strictly increasing. In particular, there exists a unique
r0 ∈ (a, b) such that γ(r0) = 0. We also define the proper convex function

γ̂(r) :=

∫ r

r0

γ(s) ds , r ∈ (a, b) . (2.7)

Furthermore, let

β̂ : R → [0,+∞] convex and l.s.c., with β̂(0) = 0 , β := ∂β̂ , (2.8)

and note that 0 ∈ β(0). We shall denote the convex conjugate of β̂ by β̂−1. Note that

β̂−1 : R → [0,+∞] with β̂−1(0) = 0, and ∂β̂−1 is nothing but β−1, the inverse graph of β.
Let us also recall the Young inequality:

rs ≤ β̂(r) + β̂−1(s) ∀ r, s ∈ R , where the equality holds if and only if s ∈ β(r) .

For general results on convex analysis we refer to [3].

In this setting, existence of solution for problem (1.1)–(1.4) has been shown in [5]
for ε, δ > 0 fixed, with additional growth restrictions either on β or ψ. The first main
theorem that we prove here is a generalized existence result for the problem (1.1)–(1.4)
with ε, δ > 0 fixed under no growth restrictions on the operators.

Theorem 2.2. Let ε > 0, δ > 0, and

u0,εδ ∈ W
n
, ∃ [a0, b0] ⊂ (a, b) : a0 ≤ u0,εδ ≤ b0 a.e. in Ω , (2.9)

gεδ ∈ H1(0, T ;H) ∩ L∞(Q) . (2.10)



Asymptotics for a doubly nonlinear CH system 7

Then, there are two constants a′0, b
′
0 ∈ R, possibly depending on ε and δ, with [a0, b0] ⊆

[a′0, b
′
0] ⊂ (a, b), and a unique triplet (uεδ, µεδ, ξεδ) such that

uεδ ∈ W 1,∞(0, T ;H) ∩H1(0, T ;V ) ∩ L∞(0, T ;W
n
) (2.11)

a′0 ≤ uεδ ≤ b′0 a.e. in Q , (2.12)

µεδ ∈ L∞(0, T ;W0) ∩ L2(0, T ;H3(Ω)) , (2.13)

ξεδ ∈ L∞(0, T ;H) , ψ′(u) ∈ L∞(Q) , (2.14)

ξεδ ∈ β(∂tuεδ) a.e. in Q , (2.15)

∂tuεδ(t)−∆µεδ(t) = 0 for a.e. t ∈ (0, T ) , (2.16)

µεδ(t) = ε∂tuεδ(t) + ξεδ(t)− δ∆uεδ(t) + ψ′(uεδ(t)) + g(t) for a.e. t ∈ (0, T ) , (2.17)

uεδ(0) = u0. (2.18)

A continuous dependence result follows then.

Theorem 2.3. Let ε > 0 and δ > 0. For any sets of data (u0,i, gi), i = 1, 2, satisfying
(2.9)–(2.10), let (ui, µi, ξi) denote any corresponding solutions to (2.11)–(2.18). Then,
there exists a constant Cεδ, depending on the data, such that

‖µ1 − µ2‖2L2(0,T ;V0)
+ ‖u1 − u2‖2H1(0,T ;H)∩L∞(0,T ;V ) +

∫

Q

(ξ1 − ξ2)(∂tu1 − ∂tu2)

≤ Cεδ

(
‖u0,1 − u0,2‖2V + ‖g1 − g2‖2L2(0,T ;H)

)
. (2.19)

At this point, we state our first asymptotic result, keeping δ > 0 fixed and letting ε
tend to 0.

Theorem 2.4. Let δ > 0 be fixed and assume that

u0 ∈ W
n
, ψ′(u0) ∈ H , g ∈ H1(0, T ;H) , g(0) ∈ L∞(Ω) , (2.20)

∃C1, C2 > 0 : ψ(r) ≥ C1|r|2 − C2 ∀ r ∈ D(ψ) , (2.21)

z0 := −δ∆u0 + ψ′(u0) + g(0) is such that β̂−1(−z0) ∈ L1(Ω) , (2.22)

(a, b) = R , ∃M > 0 : |ψ′′(r)| ≤ M(1 + |r|5) ∀ r ∈ R . (2.23)

Let also (gε)ε ⊂ H1(0, T ;H) ∩ L∞(Q) fulfill

gε(0) = g(0) , gε → g in H1(0, T ;H) . (2.24)

Then, if (uε, µε, ξε)ε>0 denotes the unique family solving (2.11)–(2.18) with respect to the
data (u0, gε), there exists a triplet (u, µ, ξ) such that

u ∈ W 1,∞(0, T ;V ∗
0 ) ∩H1(0, T ;V ) ∩ L∞(0, T ;W

n
) , (2.25)

µ ∈ L∞(0, T ;V0) ∩ L2(0, T ;H3(Ω)) , (2.26)

ξ ∈ L∞(0, T ;H) , ψ′(u) ∈ L∞(0, T ;H) , (2.27)

ξ ∈ β(∂tu) a.e. in Q , (2.28)

∂tu(t)−∆µ(t) = 0 for a.e. t ∈ (0, T ) , (2.29)

µ(t) = ξ(t)− δ∆u(t) + ψ′(u(t)) + g(t) for a.e. t ∈ (0, T ) , (2.30)

u(0) = u0 . (2.31)



8 Bonetti – Colli – Scarpa – Tomassetti

and a sequence (εn)n such that, as n→ ∞, εn ց 0 and

uεn
∗
⇀ u in W 1,∞(0, T ;V ∗

0 ) ∩ L∞(0, T ;W
n
) , uεn ⇀ u in H1(0, T ;V ) , (2.32)

µεn
∗
⇀ µ in L∞(0, T ;V0) , µεn ⇀ µ in L2(0, T ;H3(Ω)) , (2.33)

ξεn
∗
⇀ ξ in L∞(0, T ;H) , ψ′(uεn)

∗
⇀ ψ′(u) in L∞(0, T ;H) , (2.34)

εn∂tuεn → 0 in L∞(0, T ;H) . (2.35)

Furthermore, if instead of (2.23) we assume that

D(β) = R , ∃M > 0 : |s| ≤M(1 + |r|) ∀ r ∈ R , ∀ s ∈ β(r) , (2.36)

then the same conclusion is true replacing L∞ with L2 in (2.25), (2.27), (2.32) and (2.34).

Remark 2.5. Let us comment on the construction of a possible family (gε)ε satisfying
(2.24). Since g(0) ∈ L∞(Ω), for instance one can choose gε := Tε(g), where Tε : R → R

is the usual truncation operator at level 1/ε, i.e., Tε(r) := max{min{r, 1/ε},−1/ε} for
r ∈ R. Indeed, it is not difficult to check that gε(0) = g(0) provided that 1

ε
> ‖g(0)‖L∞(Ω)

and gε → g in H1(0, T ;H).

The second asymptotic result investigates the behavior of the system as δ ց 0. In
this case, we can prove the convergence of the whole sequence and even an error estimate
in terms of δ (see (2.50)).

Theorem 2.6. Let ε > 0 be fixed. Assume

u0 ∈ H , ∃ [a0, b0] ⊆ (a, b) : a0 ≤ u0 ≤ b0 a.e. in Ω , (2.37)

g ∈ H1(0, T ;H) ∩ L∞(Q) . (2.38)

Let (u0δ)δ ⊂W
n

and (gδ)δ ⊂ H1(0, T ;H) ∩ L2(0, T ;V ) ∩ L∞(Q) be such that

a0 ≤ u0δ ≤ b0 a.e. in Ω , (2.39)

δ1/2 ‖∇u0δ‖2 + δ3/2 ‖∆u0δ‖2H + ‖ψ′(u0δ)‖2H ≤ C , (2.40)

‖gδ‖H1(0,T ;H)∩L∞(Q) + δ1/2 ‖gδ‖2L2(0,T ;V ) ≤ C , (2.41)

u0,δ → u0 in H , gδ → g in H1(0, T ;H) . (2.42)

Then, if (uδ, µδ, ξδ)δ>0 denotes the unique family solving (2.11)–(2.18) with respect to the
data (u0δ, gδ), there exist a triplet (u, µ, ξ) and an interval [a′0, b

′
0] ⊂ (a, b) such that

u ∈ W 1,∞(0, T ;H) ∩ L∞(Q) , a′0 ≤ u ≤ b′0 a.e. in Q , (2.43)

µ ∈ L∞(0, T ;W0) , (2.44)

ξ ∈ L∞(0, T ;H) , ψ′(u) ∈ L∞(Q) , (2.45)

ξ ∈ β(∂tu) a.e. in Q , (2.46)

∂tu(t)−∆µ(t) = 0 for a.e. t ∈ (0, T ) , (2.47)

µ(t) = ε∂tu(t) + ξ(t) + ψ′(u(t))− g(t) for a.e. t ∈ (0, T ) , (2.48)

u(0) = u0 (2.49)
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and, as δ ց 0,

uδ
∗
⇀ u in W 1,∞(0, T ;H) ∩ L∞(Q) , uδ → u in H1(0, T ;H) ,

µδ
∗
⇀ µ in L∞(0, T ;W0) , µδ → µ in L2(0, T ;V0) ,

ψ′(uδ)
∗
⇀ ψ′(u) in L∞(Q) , ψ′(uδ) → ψ′(u) in L2(0, T ;H) ,

ξδ
∗
⇀ ξ in L∞(0, T ;H) ,

δ1/2u→ 0 in H1(0, T ;V ) , δuδ → 0 in L∞(0, T ;W
n
) .

In particular, there exists a constant M > 0, independent of δ, such that

‖µδ − µ‖L2(0,T ;V0)
+ ‖uδ − u‖H1(0,T ;H)

≤M
(
δ1/4 + ‖u0δ − u0‖H + ‖gδ − g‖L2(0,T ;H)

)
. (2.50)

Remark 2.7. Note that the limit problem with δ = 0 admits a unique solution, as
it is proved in [4, Theorem 2.1]. This result, and in particular [4, estimate (2.9)], are
related to the error estimate (2.50) stated here and can be compared with the continuous
dependence estimate (2.19) for ε, δ > 0. Actually, we point out that here, in order to prove
Theorem 2.3, we are using some stronger assumptions on the initial datum depending on
the fact that we deal with spatial regularity for δ > 0.

Remark 2.8. Let us show that, under the assumptions (2.37)–(2.38), two sequences
(u0δ)δ and (gδ)δ with the properties above always exist. Specifically, to construct them it
is possible to employ a singular perturbation technique. Indeed, we could introduce the
solution u0δ of the elliptic problem

{
u0δ − δ1/2∆u0δ = u0 in Ω ,

∂
n
u0δ = 0 on Γ

(2.51)

and let gδ be the solution of

{
gδ(t)− δ1/2∆gδ(t) = g(t) in Ω ,

∂
n
gδ(t) = 0 on Γ

(2.52)

for all t ∈ [0, T ]. Then, (2.39) follows from (2.37) and the maximum principle, while (2.40)
can be shown by testing the equation in (2.51) by u0δ and subsequently comparing the
terms and recalling the assumption (2.2). Also, the verification of (2.41) and (2.42) is not
difficult, in particular for (2.42) one can take advantage of the properties

lim sup
δց0

‖u0δ‖2H ≤ ‖u0‖2H , lim sup
δց0

‖gδ‖2H1(0,T ;H) ≤ ‖g‖2H1(0,T ;H) .

Remark 2.9. The regularities u0 ∈ V and g ∈ L2(0, T ;V ) imply u ∈ H1(0, T ;V ) also for
δ = 0. Indeed, as it is discussed in in [4, Remark 5.1] we can formally take the gradient
of the equation (2.48) and test it by ∂tu: using the Lipschitz continuity of the operator
(I + β)−1 (where I denotes the identity) and the Gronwall lemma, it is straightforward
to infer that u ∈ H1(0, T ;V ) (see [4, Remark 5.1] for details).
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3 Proof of Theorems 2.2–2.3

This section is devoted to the proof of the above mentioned results.

3.1 The existence result

We focus here on the proof of Theorem 2.2. The main idea is to approximate the problem
as in [5] and to show that the approximated solutions satisfy further refined uniform
estimates. As δ and ε are fixed positive numbers in this section, we shall consider with
no restriction that ε = δ = 1. Moreover, in order to simplify the presentation, we shall
avoid the subscripts ε and δ for g and u0.

Let now (gλ)λ∈(0,1) ⊆ H1(0, T ;H) ∩ L2(0, T ;V ) ∩ L∞(Q) such that

gλ → g in H1(0, T ;H) as λց 0 , ‖gλ‖L∞(Q) ≤ ‖g‖L∞(Q) ∀λ ∈ (0, 1) .

For example, one can take (cf. (2.52)) gλ as the unique solution to the elliptic problem

{
gλ − λ∆gλ = g in Ω ,

∂
n
gλ = 0 on Γ .

Furthermore, denote by Tλ : R → R the truncation operator at level 1/λ, already defined
in Remark 2.5. Then, reasoning as in [5] we know that there exist a unique pair (uλ, µλ)
such that

uλ ∈ C1([0, T ];H) ∩H1(0, T ;V ) ∩ C0([0, T ];W
n
) ∩ L2(0, T ;H3(Ω)) , (3.1)

µλ ∈ C0([0, T ];W0) ∩ L2(0, T ;H3(Ω)) (3.2)

and, for every t ∈ [0, T ],

∂tuλ(t)−∆µλ(t) = 0 , (3.3)

µλ(t) = ∂tuλ(t) + βλ(∂tuλ(t))−∆uλ(t) + λuλ(t)

+ γλ(uλ(t))−KTλ(I + λγ)−1(uλ(t)) + gλ(t) , (3.4)

uλ(0) = u0 , (3.5)

where γ is defined in (2.6) and γλ, βλ denote the Yosida approximations of the maximal
monotone graphs γ and β, respectively. Note that (3.3)–(3.5) is indeed an approximation
of the original system (2.16)–(2.18) in the following sense. The term λuλ represents
a (small) elliptic regularization that is going to vanish as λ ց 0. Moreover, since Tλ
and (I + λγ)−1 converge to the identity in (a, b), the contribution −KTλ(I + λγ)−1(uλ)
represents an approximation of −Ku, hence the terms γλ(uλ)−KTλ(I+λγ)−1(uλ) provide
an approximation of ψ′(u).

The first estimates can be obtained with no additional effort from the arguments in [5,
§ 5.1–5.2] and owing to the Lipschitz-continuity of Tλ and (I +λγ)−1 on R. In particular,
we can test (3.3) by µλ, (3.4) by ∂tuλ, and sum. Secondly, we can also (formally) test
(3.3) by ∂tµλ, the time derivative of (3.4) by ∂tuλ, and sum. Then, by also comparing the
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terms in (3.3) and using the elliptic regularity theory (as in [5, § 5.1–5.2]), it is readily
seen that

‖uλ‖W 1,∞(0,T ;H)∩H1(0,T ;V ) + ‖µλ‖L∞(0,T ;W0)∩L2(0,T ;H3(Ω)) ≤ c (3.6)

for a positive constant c, independent of λ.

We show now that uλ satisfies also an L∞-estimate by proving a maximum principle
that arises from a time-discretization of the approximated problem. We shall need the
following result, for which we refer to [28, Prop. 11.6].

Proposition 3.1. Let Φ : V → [0,+∞] and Ξ : H → R be proper, convex, lower
semicontinuous, and assume that there exist c0, c1, c2 > 0 such that

〈w, v〉 ≥ c0 ‖v‖2H ∀ v ∈ H , ∀w ∈ ∂Ξ(v) ,

‖w‖H ≤ c1(1 + ‖v‖H) ∀ v ∈ H , ∀w ∈ ∂Ξ(v) ,

〈w, v〉 ≥ c2 ‖v‖2V ∀ v ∈ V , ∀w ∈ ∂Φ(v) .

Set A1 := ∂Φ, let A2 : H → H be Lipschitz-continuous and define A := A1 + A2.
Moreover, let f ∈ L2(0, T ;H) and v0 ∈ V ∩D(Φ). For every N ∈ N sufficiently large, we
set τ := T/N and consider the discretized problem

∂Ξ

(
vkτ − vk−1

τ

τ

)
+ A(vkτ ) ∋ fk , k = 1, . . . , N , v0τ = v0 , (3.7)

with

fk =
1

τ

∫ kτ

(k−1)τ

f(s) ds , k = 1, . . . , N .

Then, problem (3.7) admits a solution (vkτ )k=0,...,N , and the piecewise affine interpolants
vτ of (vkτ )k=0,...,N satisfy

‖vτ‖H1(0,T ;H)∩L∞(0,T ;V ) ≤ c

for a positive constant c independent of τ . Furthermore, there are a subsequence (τi)i∈N,

with τi → 0 and an element v ∈ H1(0, T ;H) ∩ L∞(0, T ;V ), such that vτi
∗
⇀ v in

H1(0, T ;H) ∩ L∞(0, T ;V ) and v is a solution to the problem

∂Ξ (∂tv) + A(v) ∋ f , v(0) = v0 .

Now, note that equation (3.4) can be written as

(I + βλ)(∂tuλ) + (−∆+ γλ + λI −KTλ(I + λγ)−1)(uλ) = µλ − gλ . (3.8)

Hence, for any λ ∈ (0, 1) fixed, we can apply Proposition 3.1 with the choices

Ξ(v) :=
1

2
‖v‖2H +

∫

Ω

β̂λ(v) , v ∈ H , Φ(v) :=
1

2

∫

Ω

(
|∇v|2 + λ|v2|

)
, v ∈ V ,

A1 := −∆+ λI , A2 := γλ −KTλ(I + λγ)−1 , f := µλ − gλ , v0 := u0,εδ .

Let then (ukλ,τ)k=0,...,N be a Rothe-sequence for the approximated problem with parameter
λ. Then, since the solution uλ to (3.3)–(3.5) is uniquely determined, setting uλ,τ as the
piecewise affine interpolant of (ukλ,τ)k=0,...,N , it turns out that

uλ,τ
∗
⇀ uλ in H1(0, T ;H) ∩ L∞(0, T ;V ) (3.9)
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for the whole sequence (uλ,τ)τ .

Thanks to the estimate on (µλ)λ and the boundedness of (gλ)λ, there exists a positive
constant M , independent of λ, such that

‖µλ − gλ‖L∞(Q) ≤M. (3.10)

By the growth assumption on ψ′, there are ā, b̄ ∈ R with r0 ∈ (ā, b̄), [a0, b0] ⊆ [ā, b̄] ⊂ (a, b),
and

ψ′(r) ≥M + 1 for all r ∈ [b̄, b) , (3.11)

ψ′(r) ≤ −M − 1 for all r ∈ (a, ā] . (3.12)

Setting now a′0 := ā − ā−a
2

and b′0 := b̄ + b−b̄
2

, we have [a0, b0] ⊆ [ā, b̄] ⊂ [a′0, b
′
0] ⊂ (a, b).

By the properties of the resolvent (I + λγ)−1 : R → R, it is well known that

lim
λց0

(I + λγ)−1(a′0) = a′0 , lim
λց0

(I + λγ)−1(b′0) = b′0 . (3.13)

Note also that, since γ(r0) = 0, it holds (I+λγ)−1(r0) = r0, hence, recalling that (I+λγ)−1

is 1-Lipschitz-continuous,

|(I + λγ)−1(a′0)− r0| = |(I + λγ)−1(a′0)− (I + λγ)−1(r0)| ≤ |a′0 − r0| ,
|(I + λγ)−1(b′0)− r0| = |(I + λγ)−1(b′0)− (I + λγ)−1(r0)| ≤ |b′0 − r0| .

Since r0 ∈ (a′0, b
′
0), we deduce from the last inequalities that (I + λγ)−1(a′0) ≥ a′0 and

(I + λγ)−1(b′0) ≤ b′0. Then, by making use of (3.13), we conclude that there exists
λ0 ∈ (0, 1) such that, for every λ ∈ (0, λ0),

a′0 ≤ (I + λγ)−1(a′0) ≤ ā , b̄ ≤ (I + λγ)−1(b′0) ≤ b′0 .

Moreover, since the resolvent (I + λγ)−1 is non-decreasing, for every λ ∈ (0, λ0) we have

(I + λγ)−1(r) ≤ ā ∀ r ∈ (a, a′0] , (I + λγ)−1(r) ≥ b̄ ∀ r ∈ [b′0, b) . (3.14)

We claim now that if the initial datum u0 satisfies

a0 ≤ u0 ≤ b0 a.e in Ω ,

then
a′0 ≤ uλ ≤ b′0 a.e in Q . (3.15)

Thanks to the convergence (3.9), it is enough to check that

a′0 ≤ ukλ,τ ≤ b′0 a.e. in Ω , for k = 0, . . . , N .

By contradiction, let k be the smallest index such that ukλ,τ > b′0 on a set of positive

measure in Ω. Then, testing the analogue of (3.7) by (ukλ,τ − b′0)
+ we have

∫

Ω

(I + βλ)

(
ukλ,τ − uk−1

λ,τ

τ

)
(ukλ,τ − b′0)

+ +

∫

Ω

|∇(ukλ,τ − b′0)
+|2

=

∫

Ω

(µλ − gλ − λukλ,τ − γλ(u
k
λ,τ ) +KTλ(I + λγ)−1(ukλ,τ ))(u

k
λ,τ − b′0)

+

=

∫

{uk
λ,τ>b′

0
}

(µλ − gλ − λukλ,τ − γλ(u
k
λ,τ) +KTλ(I + λγ)−1(ukλ,τ))(u

k
λ,τ − b′0) .



Asymptotics for a doubly nonlinear CH system 13

Let us show that the right-hand side of the above equation is non positive if

λ < min

{
1

|b̄| ,
1

|b′0|

}
,

which is clearly not restrictive. Indeed, on the set {ukλ,τ > b′0}, owing to (3.14) we have

that (I + λγ)−1(ukλ,τ) ≥ b̄ and consequently, as 1
λ
> |b̄|, also that

Tλ(I + λγ)−1(ukλ,τ) ≤ (I + λγ)−1(ukλ,τ ) a.e. in {ukλ,τ > b′0} .

Recalling the definition of the Yosida approximation

γλ =
I − (I + λγ)−1

λ
,

we observe that γλ(r) = γ((I + λγ)−1(r)) for every r ∈ R. Therefore, by (3.11) we infer
that, on the set {ukλ,τ > b′0},

λukλ,τ + γλ(u
k
λ,τ )−KTλ(I + λγ)−1(ukλ,τ)

= λukλ,τ + γ((I + λγ)−1(ukλ,τ))−K(I + λγ)−1(ukλ,τ)

+K(I + λγ)−1(ukλ,τ )−KTλ(I + λγ)−1(ukλ,τ)

≥ λukλ,τ + ψ′((I + λγ)−1(ukλ,τ ))

≥ λb′0 +M + 1 ≥M

where we have used that λ < 1
|b′

0
|
.

Hence, recalling (3.10) we deduce that

∫

{uk
λ,τ>b′

0
}

(µλ − gλ − λukλ,τ − γλ(u
k
λ,τ) +KTλ(u

k
λ,τ))(u

k
λ,τ − b′0) ≤ 0 .

This implies that

∫

{uk
λ,τ>b′

0
}

(I + βλ)

(
ukλ,τ − uk−1

λ,τ

τ

)
(ukλ,τ − b′0) ≤ 0 . (3.16)

Now, on {ukλ,τ > b′0} we must have ukλ,τ > b′0 ≥ uk−1
λ,τ because of the definition of k.

Thus, in view of the monotonicity of βλ and the fact that βλ(0) = 0, the integrand in
(3.16) is positive. Since {ukλ,τ > b′0} has positive measure by assumption this leads to a
contradiction.

The above argument implies that the Rothe approximation ukλ,τ satisfies the bound

uλ,τ ≤ b′0 a.e. in Q .

A similar procedure can be used to prove that uλ,τ ≥ a′0 a.e. in Q (for brevity we omit
the details), hence (3.15) follows. Consequently, noting also that

a′0 ≤ (I + λγ)−1(uλ) ≤ b′0 a.e. in Q (3.17)
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and γλ(uλ) = γ((I + λγ)−1(uλ)), since γ ∈ L∞(a′0, b
′
0) by (2.2) and (2.6), we infer that

‖γλ(uλ)‖L∞(Q) ≤ c . (3.18)

Taking now the duality pairing between (3.4) and −∆∂tuλ, integrating by parts we
have ∫

Qt

|∇∂tuλ|2 +
∫

Qt

β ′
λ(∂tuλ)|∇∂tuλ|2 +

1

2

∫

Ω

|∆uλ(t)|2 +
λ

2

∫

Ω

|∇uλ(t)|2

=
1

2

∫

Ω

(
|∆u0|2 + λ|∇u0|2

)
+

∫

Qt

∇µλ · ∇∂tuλ

−
∫

Qt

∂t
(
gλ + γλ(uλ)−KTλ(I + λγ)−1(uλ)

)
∆uλ

+

∫

Ω

(
gλ + γλ(uλ)−KTλ(I + λγ)−1(uλ)

)
(t)∆uλ(t)

−
∫

Ω

(
gλ(0) + γλ(u0)−KTλ(I + λγ)−1(u0)

)
∆u0 .

The first two terms on the right-hand side can be treated by the assumptions on u0 and
the Young inequality. About the third term, note that, since γ′ ∈ C0([a′0, b

′
0]) by (2.2),

from (3.17) it follows that

|∂tγλ(uλ)| = |γ′λ(uλ)∂tuλ| ≤ γ′((I + λγ)−1(uλ))|∂tuλ| ≤ c|∂tuλ| .
Hence, using the estimates (3.6) and (3.10), as well as the properties of (gλ)λ, again by
the Young inequality we infer that

1

2

∫

Qt

|∇∂tuλ|2 +
∫

Qt

β ′
λ(∂tuλ)|∇∂tuλ|2 +

1

4

∫

Ω

|∆uλ(t)|2 +
λ

2

∫

Ω

|∇uλ(t)|2

≤ c

(
1 +

∫

Qt

|∆uλ|2
)
.

The Gronwall lemma yields then

‖∆uλ‖L∞(0,T ;H) ≤ c , (3.19)

whence, by comparison in (3.4), we also have

‖βλ(∂tuλ)‖L∞(0,T ;H) ≤ c . (3.20)

Proceeding now as in [5, § 6], we can conclude.

3.2 The continuous dependence result

We focus here on the proof of Theorem 2.3. Let (ui, µi, ξi) satisfy (2.11)–(2.18) with
respect to the data (u0,i, gi), for i = 1, 2: then, setting u := u1 − u2, µ := µ1 − µ2,
ξ := ξ1 − ξ2 u0 := u0,1 − u0,2, and g := g1 − g2, we have

∂tu−∆µ = 0 in Q ,

µ = ε∂tu+ ξ − δ∆u+ ψ′(u1)− ψ′(u2) + g in Q ,

u(0) = u0 in Ω .
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Testing the first equation by µ, the second by ∂tu and taking the difference we deduce,
by monotonicity of β, for all t ∈ [0, T ],

∫

Qt

|∇µ|2 + ε

∫

Qt

|∂tu|2 +
∫

Qt

ξ∂tu+
δ

2

∫

Ω

|∇u(t)|2

≤ δ

2
‖∇u0‖2H −

∫

Qt

(ψ′(u1)− ψ′(u2))∂tu−
∫

Qt

g∂tu .

Now, the fact that u1, u2 ∈ [a′0, b
′
0] ⊂ (a, b) for some a′0, b

′
0 yields

|ψ′(u1)− ψ′(u2)| ≤ ‖ψ′′‖C0([a′
0
,b′

0
]) |u| .

Hence, using the Young inequality and the fact that

u(t) = u0 +

∫ t

0

∂tu(s) ds ,

we are left with
∫

Qt

|∇µ|2 + ε

2

∫

Qt

|∂tu|2 +
∫

Qt

ξ∂tu+
δ

2

∫

Ω

|∇u(t)|2

≤ δ

2
‖∇u0‖2H +

1

ε
‖ψ′′‖2C0([a′

0
,b′

0
])

∫

Qt

|u|2 + 1

ε
‖g‖2L2(0,T ;H)

≤ δ

2
‖∇u0‖2H +

2T

ε
‖u0‖2H +

2T

ε
‖ψ′′‖2C0([a′

0
,b′

0
])

∫ t

0

∫

Qs

|∂tu|2 ds+
1

ε
‖g‖2L2(0,T ;H) .

The Gronwall lemma yields then the desired continuous dependence estimate (2.19).

4 Proof of Theorem 2.4

This section is devoted to the proof of Theorem 2.4. Since δ > 0 is fixed and we let ε ց 0,
in order to avoid heavy notations we will not write explicitly the dependence on δ for the
quantities in play. In particular, let (uε, µε, ξε) be any solution satisfying (2.11)–(2.18) for
every ε > 0.

4.1 First estimate

We test (2.16) by µε, (2.17) by ∂tuε and subtract, obtaining
∫

Qt

|∇µε|2 + ε

∫

Qt

|∂tuε|2 +
∫

Qt

ξε∂tuε +
δ

2

∫

Ω

|∇uε(t)|2 +
∫

Ω

ψ(uε(t))

=
δ

2

∫

Ω

|∇u0|2 +
∫

Ω

ψ(u0)−
∫

Qt

gε∂tuε ∀ t ∈ [0, T ] .

Now, by (2.6)–(2.7) we have

ψ(u0) = γ̂(u0)−
K

2
|u0|2 + ψ(r0) +

K

2
|r0|2 ,
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where, recalling that ψ′(u0) ∈ H by (2.20), hence also γ(u0) ∈ H ,

γ̂(u0) ≤ γ̂(u0) + γ̂−1(γ(u0)) = γ(u0)u0 ∈ L1(Ω) .

Therefore, we see that ψ(u0) ∈ L1(Ω). By the monotonicity of β and conditions (2.20),
(2.21) and (2.24), integrating by parts in time the last term we infer that there exists
c > 0, independent of ε, such that∫

Qt

|∇µε|2 + ε

∫

Qt

|∂tuε|2 +
δ

2

∫

Ω

|∇uε(t)|2 + C1

∫

Ω

|uε(t)|2

≤ c+

∫

Qt

∂tgεuε −
∫

Ω

gε(t)uε(t) +

∫

Ω

g(0)u0

≤ c+

∫

Qt

|uε|2 +
1

4

∫

Q

|∂tgε|2 +
C1

2

∫

Ω

|uε(t)|2 +
1

2C1

‖gε(t)‖2H + ‖g(0)‖H ‖u0‖H .

Rearranging the terms and recalling that (gε)ε is bounded in H1(0, T ;H) independently
of ε by (2.24), an application of the Gronwall lemma leads to

‖µε‖L2(0,T ;V0)
+ ‖uε‖L∞(0,T ;V ) + ε1/2 ‖∂tuε‖L2(0,T ;H) ≤ c (4.1)

and by comparison in (2.16) we also deduce that

‖∂tuε‖L2(0,T ;V ∗

0
) ≤ c . (4.2)

4.2 Second estimate

In order to derive this estimate first we need to identify the initial values of the solutions
µ0ε := µε(0) and u′0ε := ∂tuε(0).

Lemma 4.1. For every ε > 0, there exists a unique triplet (µ0ε, u
′
0ε, ξ0ε) ∈ W0 ×H ×H

such that

u′0ε −∆µ0ε = 0 , µ0ε = εu′0ε + ξ0ε − δ∆u0 + ψ′(u0) + g(0) , ξ0ε ∈ β(u′0ε)

almost everywhere in Ω. Moreover, there exists a positive constant c, independent of ε,
such that ∫

Ω

|∇µ0ε|2 + ε

∫

Ω

|u′0ε|2 +
∫

Ω

β̂−1(ξ0ε) ≤ c ∀ ε > 0 .

Proof. Since z0 := −δ∆u0 + ψ′(u0) + g(0) ∈ H , existence and uniqueness of (µ0ε, u
′
0ε, ξ0ε)

follows from the maximal monotonicity of β, arguing as in [5, p. 1006]. Moreover, testing
the first equation by µ0ε, the second by u′0ε and taking the difference we have

∫

Ω

|∇µ0ε|2 + ε

∫

Ω

|u′0ε|2 +
∫

Ω

ξ0εu
′
0ε +

∫

Ω

z0u
′
0ε = 0 .

Since ξ0ε ∈ β(u′0ε), on the left-hand side we have that ξ0εu
′
0ε = β̂(u′0ε)+β̂

−1(ξ0ε). Moreover,
by the Young inequality we have∫

Ω

|∇µ0ε|2 + ε

∫

Ω

|u′0ε|2 +
∫

Ω

β̂(u′0ε) +

∫

Ω

β̂−1(ξ0ε)

= −
∫

Ω

z0u
′
0ε ≤

∫

Ω

β̂−1(−z0) +
∫

Ω

β̂(u′0ε) ,

from which the estimate follows thanks to hypothesis (2.22).
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Now, we proceed formally, testing (2.16) by ∂tµε, the time-derivative of (2.17) by ∂tuε
and subtracting: a rigorous computation can be obtained through a discretization in time
(for further details, see for example [5, § 5.2]). We obtain then, recalling the previous
lemma and that ψ′′ ≥ −K by (2.5),

1

2

∫

Ω

|∇µε(t)|2 +
ε

2

∫

Ω

|∂tuε(t)|2 +
∫

Ω

β̂−1(ξε(t)) + δ

∫

Qt

|∇∂tuε|2

=
1

2

∫

Ω

|∇µ0ε|2 +
ε

2

∫

Ω

|u′0ε|2 +
∫

Ω

β̂−1(ξ0ε)−
∫

Qt

(∂tgε + ψ′′(uε)∂tuε) ∂tuε

≤ c+
1

4
‖∂tgε‖2L2(0,T ;H) + (1 +K)

∫

Qt

|∂tuε|2 .

By the compactness inequality (2.1), we can handle the last term on the right-hand side as

(1 +K)

∫

Qt

|∂tuε|2 ≤
δ

2

∫

Qt

|∇∂tuε|2 + c ‖∂tuε‖2L2(0,T ;V ∗

0
) ,

so that by (4.2) and again (2.1) we infer (possibly renominating c) that

‖µε‖L∞(0,T ;V0)
+ ‖∂tuε‖L2(0,T ;V ) + ε1/2 ‖∂tuε‖L∞(0,T ;H) ≤ c (4.3)

and, by comparison in (2.16), also

‖∂tuε‖L∞(0,T ;V ∗

0
) + ‖µε‖L2(0,T ;H3(Ω)) ≤ c . (4.4)

4.3 Third estimate under assumption (2.23)

We test (2.17) by −δ∆∂tuε + ∂tγ(uε): to this end, note that since ∂tuε ∈ L2(0, T ;V )
only, then −∆∂tuε has to be interpreted as an element in L2(0, T ;V ∗). However, be
aware that ξε ∈ L∞(0, T ;H), so that the estimate that we perform is formal. To be
rigorous, one should regularize β with its Yosida approximation βλ and then carry out
the computations: as a matter of fact, it is readily seen that the resulting estimate would
be independent of λ, so that we avoid such technicalities here. We have

1

2

∫

Ω

| − δ∆uε + γ(uε)|2(t)

+ εδ

∫

Qt

|∇∂tuε|2 + δ

∫

Qt

∇ξε · ∇∂tuε + ε

∫

Qt

γ′(uε)|∂tuε|2 +
∫

Qt

γ′(uε)ξε∂tuε

=
1

2

∫

Ω

| − δ∆u0 + γ(u0)|2 + δ

∫

Qt

∇µε · ∇∂tuε +
∫

Qt

µεγ
′(uε)∂tuε

+

∫

Qt

(∂tgε −K∂tuε)(−δ∆uε + γ(uε))−
∫

Ω

(gε(t)−Kuε(t))(−δ∆uε + γ(uε))(t)

+

∫

Ω

(g(0)−Ku0)(−δ∆u0 + γ(u0)) ∀ t ∈ [0, T ] .

Now, as we have anticipated, if we replace β with its Yosida approximation βλ, the third
term on the left-hand side would give the contribution

∫

Qt

β ′
λ(∂tuε,λ)|∇∂tuε,λ|2 ≥ 0 ∀λ > 0 .
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Moreover, it is also clear by the properties of β that the last term on the left-hand side is
nonnegative. On the right hand side, the first term is finite by assumption (2.20) while
the second term is bounded uniformly in ε by (4.3). Furthermore, by (4.1), (4.3)–(4.4)
and (2.23), using the continuous embeddings V →֒ L6(Ω) and H3(Ω) →֒ L∞(Ω) we have

∫

Q

µεγ
′(uε)∂tuε ≤

∫ T

0

‖µε(t)‖L∞(Ω) ‖γ′(uε(t))‖L6/5(Ω) ‖∂tuε(t)‖L6(Ω) dt

≤ c ‖µε‖L2(0,T ;H3(Ω)) ‖∂tuε‖L2(0,T ;V ) ‖γ′(uε)‖L∞(0,T ;L6/5(Ω))

≤ c(1 + ‖uε‖5L∞(0,T ;L6(Ω))) ≤ c

for a certain constant c > 0 that we have updated step by step. Finally, we handle the
last three terms on the right-hand side using Young’s inequality, the estimate (4.1) and
the assumptions (2.20) and (2.24) by

c+

∫

Qt

| − δ∆uε + γ(uε)|2 +
1

4

∫

Ω

| − δ∆uε + γ(uε)|2(t) .

Consequently, rearranging the terms and using the Gronwall inequality lead to

‖−δ∆uε + γ(uε)‖L∞(0,T ;H) ≤ c .

Since γ is monotone, testing −δ∆uε + γ(uε) by −∆uε, integrating by parts and using the
Young inequality yield (recall that δ > 0 is fixed here)

δ

∫

Ω

|∆uε|2 ≤ δ

∫

Ω

|∆uε|2 +
∫

Ω

γ′(uε)|∇uε|2 =
∫

Ω

(−∆uε)(−δ∆uε + γ(uε))

≤ δ

2

∫

Ω

|∆uε|2 +
1

2δ

∫

Ω

| − δ∆uε + γ(uε)|2

almost everywhere in (0, T ). Rearranging the terms and invoking elliptic regularity we
deduce then

‖uε‖L∞(0,T ;Wn)
+ ‖γ(uε)‖L∞(0,T ;H) ≤ c , (4.5)

and consequently, by comparison in (2.17),

‖ξε‖L∞(0,T ;H) ≤ c . (4.6)

4.4 Third estimate under assumption (2.36)

By (2.36) and (4.3) we immediately have

‖ξε‖L2(0,T ;H) ≤ c . (4.7)

Then, with the help of a comparison in (2.17) we see that

‖−δ∆uε + γ(uε)‖L2(0,T ;H) ≤ c .

Hence, by applying the same argument leading to (4.5) we arrive at

‖uε‖L2(0,T ;Wn)
+ ‖γ(uε)‖L2(0,T ;H) ≤ c . (4.8)
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4.5 Passage to the limit

Let us assume first (2.23). Then, by the estimates (4.1)–(4.6) we deduce that there is a
triplet (u, µ, ξ) such that

u ∈ W 1,∞(0, T ;V ∗
0 ) ∩H1(0, T ;V ) ∩ L∞(0, T ;W

n
) ,

µ ∈ L∞(0, T ;V0) ∩ L2(0, T ;H3(Ω)) , ξ ∈ L∞(0, T ;H) , η ∈ L∞(0, T ;H)

and, along a subsequence that we still denote by ε for simplicity,

uε
∗
⇀ u in W 1,∞(0, T ;V ∗

0 ) ∩ L∞(0, T ;W
n
) , uε ⇀ u in H1(0, T ;V ) ,

µε
∗
⇀ µ in L∞(0, T ;V0) , µε ⇀ µ in L2(0, T ;H3(Ω)) ,

ξε
∗
⇀ ξ in L∞(0, T ;H) , γ(uε)

∗
⇀ η in L∞(0, T ;H) ,

ε∂tuε → 0 in L∞(0, T ;H) .

Now, from the first two convergences and a classical compactness result (see e.g. [31,
Cor. 4, p. 85]), we have that

uε → u in C0([0, T ];V ) ,

which immediately implies that η = γ(u) = ψ′(u) + Ku a.e. in Q by the strong-weak
closure (see, e.g., [3, Prop. 2.1, p. 29]) of the maximal monotone operator γ.

Moreover, letting then εց 0 in (2.16)–(2.17), we infer by the weak convergences that
(2.29)–(2.30) hold. Now, proceeding as in the first estimate we have that

∫

Q

ξε∂tuε ≤
δ

2

∫

Ω

|∇u0|2 +
∫

Ω

γ̂(u0)−
∫

Q

gε∂tuε +K

∫

Q

uε∂tuε

−
∫

Q

|∇µε|2 −
δ

2

∫

Ω

|∇uε(T )|2 −
∫

Ω

γ̂(uε(T ))

so that, using the convergences already proved and the (weak) lower semicontinuity of the
convex integrands, we infer that

lim sup
εց0

∫

Q

ξε∂tuε ≤
δ

2

∫

Ω

|∇u0|2 +
∫

Ω

γ̂(u0)−
∫

Q

g∂tu+K

∫

Q

u∂tu

−
∫

Q

|∇µ|2 − δ

2

∫

Ω

|∇u(T )|2 −
∫

Ω

γ̂(u(T )) .

Since we have already proved (2.29)–(2.30), performing the same computation on the limit
problem yields that the right-hand side is exactly

∫
Q
ξ∂tu. Hence,

lim sup
εց0

∫

Q

ξε∂tuε ≤
∫

Q

ξ∂tu ,

and this is enough to conclude that ξ ∈ β(∂tu) a.e. in Q.

If (2.36) is in order, we can proceed in exactly the same way using the estimates (4.7)–
(4.8) instead of (4.5)–(4.6): note that in this case, by [31, Cor. 4, p. 85] we can only infer
the strong convergence

uε → u in C0([0, T ];H) ∩ L2(0, T ;V ) .

Since also uε(T ) ⇀ u(T ) in V , the argument performed above still works by weak lower
semicontinuity.
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5 Proof of Theorem 2.6

This section is devoted to the proof of Theorem 2.6. We shall consider ε > 0 fixed and
we will not write explicitly the dependence on ε for the quantities in play. Thus, in what
follows we shall let (uδ, µδ, ξδ) be the solution to (2.11)–(2.18) with respect to the data
(u0δ, gδ) for every δ > 0.

5.1 First estimate

To obtain the first estimate, proceed as in Section 4: we test (2.16) by µδ and we subtract
(2.17) tested by ∂tuδ. By integration over (0, t) for t ∈ [0, T ], we obtain

∫

Qt

|∇µδ|2 + ε

∫

Qt

|∂tuδ|2 +
∫

Qt

ξδ∂tuδ +
δ

2

∫

Ω

|∇uδ(t)|2 +
∫

Ω

ψ(uδ(t))

=
δ

2

∫

Ω

|∇u0δ|2 +
∫

Ω

ψ(u0δ)−
∫

Qt

gδ∂tuδ .

Since ψ′(u0δ) is bounded in H by (2.40), hence also ψ(u0δ) is bounded in L1(Ω) as already
pointed out at the beginning of Section 4.1. Then, the first two terms on the right-hand
side are bounded uniformly in δ. Moreover, one has

∫

Qt

gδ∂tuδ ≤
1

2ε
‖gδ‖2L2(0,T ;H) +

ε

2

∫

Qt

|∂tuδ|2

Consequently, recalling also that

β̂(∂tuδ) ≤ β̂(∂tuδ) + β̂−1(ξδ) = ξδ∂tuδ ,

by the assumption (2.41) on (gδ)δ and the Gronwall lemma we deduce that

‖µδ‖L2(0,T ;V0)
+ ‖∂tuδ‖L2(0,T ;H) + δ1/2 ‖uδ‖L∞(0,T ;V ) +

∥∥∥β̂(∂tuδ)
∥∥∥
L1(Q)

≤ c, (5.9)

where c is a positive constant independent of δ.

5.2 Second estimate

We repeat the same estimate as in Section 4.2. First of all, we need to identify and
estimate the initial values of the solutions µ0δ := µδ(0) and u′0δ := ∂tuδ(0).

Lemma 5.1. For every δ > 0, there exists a unique triplet (µ0δ, u
′
0δ, ξ0δ) ∈ W0 ×H ×H

such that

u′0δ −∆µ0δ = 0 , µ0δ = εu′0δ + ξ0δ − δ∆u0δ + ψ′(u0δ) + gδ(0) , ξ0δ ∈ β(u′0δ)

almost everywhere in Ω. Moreover, there exists a positive constant c, independent of δ,
such that ∫

Ω

|∇µ0δ|2 + ε

∫

Ω

|u′0δ|2 +
∫

Ω

β̂−1(ξ0δ) ≤ c ∀ δ > 0 .
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Proof. Since z0δ := −δ∆u0δ + ψ′(u0δ) + gδ(0) ∈ H , the existence and uniqueness of
(µ0δ, u

′
0δ, ξ0δ) follows from the maximal monotonicity of β, arguing as in Section 4.2.

Moreover, testing the first equation by µ0δ, the second by u′0δ and taking the difference
we have ∫

Ω

|∇µ0δ|2 + ε

∫

Ω

|u′0δ|2 +
∫

Ω

ξ0δu
′
0δ +

∫

Ω

z0δu
′
0δ = 0 .

By monotonicity of β, the fact that z0δ is bounded in H thanks to the assumptions
(2.40)–(2.41), and the Young inequality we have

∫

Ω

|∇µ0δ|2 +
ε

2

∫

Ω

|u′0δ|2 +
∫

Ω

β̂(u′0δ) +

∫

Ω

β̂−1(ξ0δ) = −
∫

Ω

z0u
′
0δ ≤

1

2ε
‖z0δ‖2H ≤ c ,

from which the estimate follows.

Performing then the same computations as in Section 4.2 we deduce that

1

2

∫

Ω

|∇µδ(t)|2 +
ε

2

∫

Ω

|∂tuδ(t)|2 +
∫

Ω

β̂−1(ξδ(t)) + δ

∫

Qt

|∇∂tuδ|2 +
∫

Qt

γ′(uδ)|∂tuδ|2

=
1

2

∫

Ω

|∇µ0δ|2 +
ε

2

∫

Ω

|u′0δ|2 +
∫

Ω

β̂−1(ξ0δ)−
∫

Qt

(∂tgδ −K∂tuδ) ∂tuδ

≤ c+
1

2
‖∂tgδ‖2L2(0,T ;H) +

(
1

2
+K

)∫ t

0

∫

Ω

|∂tuδ|2 .

As a result, we obtain the following estimate

‖µδ‖L∞(0,T ;V0)
+ ‖uδ‖W 1,∞(0,T ;H) + ‖β̂−1(ξδ)‖L∞(0,T ;L1(Ω)) +

√
δ ‖uδ‖H1(0,T ;V ) ≤ c, (5.10)

whence, by comparison in (2.16), the inequality

‖µδ‖L∞(0,T ;W0) ≤ c. (5.11)

5.3 Third estimate

The purpose of this subsection is to show that if the initial data satisfies the boundedness
assumption (2.39) then uδ stays bounded in an interval [a′0, b

′
0] ⊂ (a, b) uniformly in δ,

namely
a′0 ≤ uδ ≤ b′0, a.e. in Q,

with a′0, b
′
0 ∈ R independent of δ and [a0, b0] ⊆ [a′0, b

′
0] ⊂ (a, b). The idea here is to apply

the maximum principle to a nonlinear elliptic system that arises from a time-discretization
of (1.2), as in Section 3.

To this end, let us note that, thanks to the estimate (5.11), the continuous embedding
W0 →֒ L∞(Ω) and assumption (2.41), there exists a positive constant M , independent of
δ such that

‖µδ − gδ‖L∞(Q) ≤M. (5.12)

Now, in principle the constants a′0 and b′0 given by Theorem 2.2 may depend on δ. However,
going back to Section 3, we note that the choice of the constants ā, b̄, a′0, b

′
0 only depends
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on ‖µδλ − gδ‖L∞(Q) and the behaviour of ψ. Hence, the uniform estimate (5.12) implies
that a′0 and b′0 can be chosen independently of the parameter δ.

As a consequence, we deduce that there exist a′0, b
′
0 ∈ R, independent of δ, with

[a0, b0] ⊆ [a′0, b
′
0] ⊂ (a, b), such that

a′0 ≤ uδ ≤ b′0 a.e. in Q , ∀ δ > 0 . (5.13)

Hence, since ψ′ ∈ C1([a′0, b
′
0]), we also have

‖ψ′(uδ)‖L∞(Q) + ‖ψ′′(uδ)‖L∞(Q) ≤ c . (5.14)

Arguing now as in Section 3 in order to prove (3.19)–(3.20), i.e. formally testing (2.17)
by −δ1/2∆∂tuδ, we have by the Young inequality and estimate (5.14) that

εδ1/2
∫

Qt

|∇∂tuδ|2 + δ1/2
∫

Qt

∇ξδ · ∇∂tuδ +
δ3/2

2

∫

Ω

|∆uδ(t)|2

≤ δ3/2

2

∫

Ω

|∆u0δ|2 − δ1/2
∫ t

0
V ∗ 〈∆∂tuδ, µδ − ψ′(uδ)− gδ〉V

=
δ3/2

2

∫

Ω

|∆u0δ|2 +
∫

Qt

(∇µδ − ψ′′(uδ)∇uδ −∇gδ) · (δ1/2∇∂tuδ)

≤ c

(
δ3/2

∫

Ω

|∆u0δ|2 + ‖µδ‖2L2(0,T ;V0)
+ δ1/2 ‖gδ‖2L2(0,T ;V )

)

+
εδ1/2

2

∫

Qt

|∇∂tuδ|2 + cδ1/2
∫

Qt

|∇uδ|2 .

Hence, rearranging the terms, using the assumptions (2.37)–(2.41), together with the
monotonicity of β, we infer that

ε

2
δ1/2

∫

Qt

|∇∂tuδ|2 +
δ3/2

2

∫

Ω

|∆uδ(t)|2 ≤ c

(
1 + δ1/2

∫

Qt

|∇uδ|2
)
.

Writing uδ = u0δ +
∫ ·

0
∂tuδ(s) ds and recalling the assumption (2.40), we deduce that

(updating the constant c at each step)

εδ1/2

2

∫

Qt

|∇∂tuδ|2 +
δ3/2

2

∫

Ω

|∆uδ(t)|2

≤ c

(
1 + 2δ1/2 ‖∇u0δ‖2H + 2Tδ1/2

∫ t

0

∫

Qs

|∇∂tuδ|2 ds
)

≤ c

(
1 + δ1/2

∫ t

0

∫

Qs

|∇∂tuδ|2 ds
)
.

Hence, by the Gronwall lemma we deduce also the estimate

δ1/4 ‖∇∂tuδ‖L2(0,T ;H) + δ3/4 ‖∆uδ‖L∞(0,T ;H) ≤ c , (5.15)

and, by comparison in (2.17),
‖ξδ‖L∞(0,T ;H) ≤ c . (5.16)
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5.4 Passage to the limit

From the a priori estimates (5.9)–(5.16), using standard compactness results we have the
following convergences, up to a subsequence,

uδ
∗
⇀ u in W 1,∞(0, T ;H) ∩ L∞(Q) ,

µδ
∗
⇀ µ in L∞(0, T ;W0) ,

δ1/2uδ → 0 in H1(0, T ;V ) ,

δuδ → 0 in L∞(0, T ;W
n
) ,

ξδ
∗
⇀ ξ in L∞(0, T ;H).

In order to pass to the limit in the equation (2.17), we need to prove now a strong
convergence for the sequence (uδ)δ. We take the difference of (2.16)–(2.17) for two different
indexes δ and δ′: then, we test the first equation by µδ−µδ′ and the second by ∂t(uδ−uδ′),
obtaining

∫

Qt

|∇(µδ − µδ′)|2 + ε

∫

Qt

|∂t(uδ − uδ′)|2 +
∫

Qt

(ξδ − ξδ′)(∂tuδ − ∂tuδ′)

≤ Sδ,δ′(t)−
∫

Qt

(ψ′(uδ)− ψ′(uδ′))∂t(uδ − uδ′)

where

Sδ,δ′(t) :=

∫

Qt

(δ∆uδ − δ′∆uδ′)∂t(uδ − uδ′)−
∫

Qt

(gδ − gδ′)∂t(uδ − uδ′) .

Note that by (5.15) and (2.42) we have that (Sδ,δ′)δ,δ′ is uniformly bounded in W 1,∞(0, T )
and converges pointwise to 0 due to the convergences above. Hence, we deduce that

Sδ,δ′ → 0 in C0([0, T ]) .

Moreover, since ψ′ ∈ C1([a′0, b
′
0]), we have

∫

Qt

|ψ′(uδ)− ψ′(u)||∂t(uδ − uδ′)|

≤ ε

2

∫

Q

|∂t(uδ − uδ′)|2 +
1

2ε
‖ψ′′‖2L∞(a′

0
,b′

0
)

∫

Qt

|uδ − uδ′ |2 ,

where ∫

Qt

|uδ − uδ′ |2 ≤ 2T ‖u0δ − u0δ′‖2H + 2T

∫ t

0

∫

Qs

|∂t(uδ − uδ′)|2 ds .

Hence, rearranging the terms and using the monotonicity of β and (2.15), we have that

∫

Qt

|∇(µδ − µδ′)|2 +
ε

2

∫

Qt

|∂t(uδ − uδ′)|2

≤ ‖Sδ,δ′‖L∞(0,T ) + c

(
‖u0δ − u0‖2H +

∫ t

0

∫

Qs

|∂t(uδ − u)|2 ds
)
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for a positive constant c, independent of δ and δ′. The Gronwall lemma yields then

‖µδ − µδ′‖2L2(0,T ;V0)
+ ‖∂t(uδ − uδ′)‖2L2(0,T ;H) ≤ c

(
‖Sδ,δ′‖L∞(0,T ) + ‖u0δ − u0δ′‖2H

)
(5.17)

possibly updating the value of c. Recalling again (2.42), we deduce that

uδ → u in H1(0, T ;H) , µδ → µ in L2(0, T ;V0) .

In particular, we have the convergence
∫

Q

|ψ′(uδ)− ψ′(u)|2 ≤ ‖ψ′′‖2L∞(a′
0
,b′

0
)

∫

Q

|uδ − u|2 → 0.

Therefore, the strong convergence of uδ and the weak convergence of ξδ to ξ allow us to
prove (2.28), i.e. the inclusion ξ ∈ β(∂tu), by maximal monotonicity. Then, passing to
the limit in (2.16)–(2.18) as δ ց 0, we can conclude.

Finally, note that letting δ′ ց 0 in (5.17) and taking (5.15) into account, by the Young
inequality we obtain

‖µδ − µ‖2L2(0,T ;V0)
+ ‖∂t(uδ − u)‖2L2(0,T ;H) ≤ c

(
‖u0δ − u0‖2H + ‖gδ − g‖2L2(0,T ;H) + δ1/2

)
,

that is nothing but (2.50). Thus, we conclude the proof of Theorem 2.6.
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