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The importance of evaluating the usability of Museum Web sites 
Usability has recently assumed a much greater importance in the internet economy than it had 
in the past [1], since a web site is an "open product", accessible by anyone who navigates in 
the WWW. This means that both in the design phase and after its launch, it is necessary to 
assess the real quality of the product. Usability has therefore become a fundamental issue, in 
every phase of the design process, from the beginning to the end [2]. 
In particular, Museum web sites, whose goal is to communicate robust cultural content to a 
large number of users, have to pay special attention to their usability, or rather quality. 
Clearly, this is an arduous task for the designers (and in general for all the stakeholders 
involved in the development of the application): museum web sites are of growing 
complexity, address several targets, deal with complex content, have different communication 
goals: for all this reasons, they need to be well “usable” and efficient. Evaluating the usability 
of a web application means to try and answer some crucial questions: e.g., How can we avoid 
users “getting lost” in the site? How is it possible to improve navigation’s effectiveness? 
What kind of contents shouldn’t be missing? How is it possible to know whether the users 
have learnt anything from the site? The -ambitious- goal is to establish the degree of user 
satisfaction with the application and consequently a set of guidelines for improving its 
quality. 
 
Existing usability methods 
Within the field of usability methods it is possible to identify several approaches for 
evaluating web usability. Among them, the most commonly adopted are user-based methods 
(or user testing methods) and usability inspection methods (or expert reviews) [3]. 
User-based methods mainly consist of user testing, in which usability properties are assessed 
by observing how the system is actually used by some representatives of real users [4] [5]. 
User-based evaluation provides the most trusty evaluation, because it assesses usability 
through samples of real users. However, it has a number of drawbacks, such as the difficulty 
to properly select correct user samples and to adequately train them to manage also advanced 
functions of a Museum Web site [3]. Furthermore, it is difficult, in a limited amount of time, 
to reproduce actual situation of usage. Failures in creating real-life situations may lead to 
“artificial” conclusions rather then realistic results [6]. Therefore, user-based methods are 
considerable in terms of time, effort and cost. 
Within the category of user-based methods there are several techniques: 

 Thinking aloud: the user should think aloud while performing some specific task with 
the system. By verbalizing his thoughts, the user allows the observers to know his 
opinions and feeling about the application 

 Contextual inquiry: it is a specific type of interview for gaining data from the user. 
This technique aims at understanding the context in which the application is used 

 Focus group: it is a technique developed in the field of marketing research. The goal 
is to identify the problems of the application by means of discussions with groups of 
users 

 

Usability Inspections methods is the generic name for a set of methods based on having expert 
evaluators inspect or examine usability-related aspects of a user interface [7]. With respect to 
user-based evaluation, usability inspection methods are more subjective, having heavy 
dependence upon the inspector skills [3]. Their main advantage is the relationships between 
costs and benefits. In fact, to perform usability inspection does not require any special 
equipment and the inspector alone can detect a wide range of usability problem. 
The main systematic inspection techniques are: 
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 Heuristic evaluation: it is the most informal method; usability specialists have to 
judge whether each dialogue element conforms to established usability principles or 
not [7]; 

 Pluralistic Walkthrough: the group of inspectors is composed of different 
stakeholders involved in the design. The group “walks” through the web site, 
performing the major plausible tasks, trying to touch every page likely to be used [2]. 

 

Generally speaking, we do not find neither among usability inspection methods nor among 
user-based methods, a technique fully suitable for museum web sites. Some methods are too 
“general”; so that they don’t provide adequate feedback to help the designers fix the identified 
problems, while others are too complicated to be applied directly by the museum staff. Some 
methods might lack “reliability” (confidence in the outcome), or be not “efficient” (i.e. too 
expensive to apply, in comparison with the expected benefits). Eventually some methods may 
lack the necessary “depth”, limiting their scope to superficial features. 
 
MiLE methodology: a systematic approach to usability 
MiLE (Milano-Lugano Evaluation method) is a new methodology for evaluating the usability/ 
quality of web sites, fruit of a common research carried on by the Politecnico di Milano and 
the University of Italian Switzerland. It represents one of the most innovative and efficient 
approaches for evaluating the quality of a web application. 
MiLE, an extension of SUE usability inspection method [3], is based upon a combination of 
Inspection (i.e. an expert evaluator, systematically exploring the application) and Empirical 
Testing (i.e. a panel of end users actually using the application, under the guidance and the 
observation of usability experts). If this combination of the two methods is not new (several 
usability methods propose, in fact, a similar combination), the innovation of MiLE comes 
from the set of guidelines being used for making both inspection and empirical testing more 
effective and reliable. 
The inspections carried on using MiLE is task-based, that is, based on the performance, by the 
expert evaluator and then by the users during the empirical testing, of some “actions” in view 
of achieving a specific goal. MiLE faces up to the web site inspection emphasizing the need 
for separating different levels of analysis: navigation, content, graphical design, cognitive 
aspects and technology. For each level MiLE we have a list of “tasks”, that is, generic actions 
(generic in that they can be applied to a wide range of applications) capable of leading the 
inspector through the maze of the different parts an application is made of. MiLE, in fact, 
provides inspectors with some guidelines that draw their attention to the most relevant 
features of the application. 
In extreme synthesis, MiLE introduces two specifics heuristic concepts: 

1. Abstract Tasks, ATs in short, used for inspection. They are a list of generic actions 
(generic in that they can be applied to a wide range of applications) capable of 
leading the inspector through the maze of the different parts and levels an application 
is made of. MiLE, in fact, provides inspectors with some guidelines that draw their 
attention to the most relevant features of the application. 

2. Concrete Tasks, CTs in short. They are a list of specific actions (specific in that they 
are defined for a concrete application) that users are required to perform, while 
exploring the application during the empirical testing. 

 

When it comes to the content’s level, where communication issues are stronger, the concept 
of task is replaced by the more comprehensive concept of scenario. In fact, in order to 
effectively support the evaluation process, MiLE provides the inspector with a reusable set of 
evaluation tools (U-KIT, the usability evaluation kit) depending on the specific domain. The 
U-KIT is a library of scenarios that help to understand stories about use [8]. In fact, a scenario 
is the description of a concrete episode of use of the application [9]. It is possible to 
synthetize the concept of user scenario as follow: 
 
 
 
Obviously, it is unfeasible to define all the scenarios we’d need to cover in details the whole 
spectrum of potential tasks that could be performed with the application. The evaluator will 

User scenario = User profile + Abstract task 
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have to define the most relevant users’ scenarios for the specific application he has to 
evaluate, trying to elicit the site’s goal by interviewing the site’s stakeholders, that is, all those 
who have an interest in the web-site: the designers, the institution, the users, the sponsors, the 
competitors, etc. He then selects from MiLE’s list of scenarios ready-made for the 
application’s domain those that fit its purpose best; he may also create new tasks “specially 
tailored” for the site he’s facing, if he feels it necessary. 
The description of user scenarios could have different levels of granularity: from generic to 
very detailed. However, a scenario should portrait the type of user, his goal and the task(s) 
necessary to achieve the goal. 
 

MiLE: the evaluation process  
MiLE evaluation process is divided into five phases: 

1. Modeling the application under inspection 
2. Performing some selected tasks 
3. Evaluating the tasks through usability attributes 
4. Weighting the results according to user profiles and communication goals 
5. Empirical testing (user testing) 

 

We will now present of the above phases through its goal, activity and expected output. 
 

1. Modeling the application under inspection 
Goal: to give an overview of the web site and to identify the critical areas of the application 
relevant for a usability evaluation. 
Activity: The reviewer draws a high-level mental model – either totally informally or 
adopting a semi-formal model– of the application under inspection. 
Expected output: General schema of the most relevant features of the level under inspection; 
for ex., the content’s structure, the navigational capabilities offered, or the interface elements.  
 

2. Performing the selected tasks 

Goal: Assessing the feasibility of some “critical” tasks. 
Activity: according to salient user scenarios, the reviewer defines a set of tasks and performs 
them on the site. For each task, the reviewer assesses whether or not it can be properly 
accomplished. 

Expected output: a task list and a two-value mark for each task (YES: it can be accomplished, 
NO: impossible to accomplish). 
 

3. Evaluating abstract tasks through usability attributes 

Goal: performing the inspection through scoring activity.  
Activity: the inspector has to check a list of attributes concerning the different facets of 
usability/quality (e.g. richness, completeness, etc.). For each attribute (in relation to a specific 
task), a score must be given.  
Expected output: a task matrix which reports the scoring (of each attribute) and the result 
obtained by every task. 
 

4. Weighting the results according to user profiles and communication goals  

Goal: establishing the “real quality” of each critical task with respect to their relevance. 

Activity: after the scoring phase is over, the set of collected scores is analyzed through 
“weights” which define the relevance of each attribute for a specific goal (or, technically 
speaking, for a “user scenario”). Weighting allows a clean separation between the “scoring 
phase” (use the application, perform the tasks, and examine them) from the “evaluation 
phase” in a strict sense, in which the applications’ and the stakeholders’ goals are considered.  

Expected output: a final matrix that shows the overall results obtained by every task. This 
matrix reports the results according the goal and the requirements of the application. 
 

5. Empirical testing (user testing) 
Goal: to empirically verify the most critical tasks identified during the inspection activity. 
Activity: to carrying out the user testing in a usability lab. The user accomplishes several 
critical tasks and reports the results obtained. An inspector controls that the user testing is 
carried out correctly and gathers the impressions, the satisfaction and the problems of the 
users (by means of questionnaires, interviews, etc…). 
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Expected output: A final usability report that shows the results obtained during the user 
testing. 
 

Museum evaluation kit (U-KIT for Museum Web sites) 
So far, the U-KIT for Museum Web sites is composed approximately of: 

 140 tasks 
 16 attributes 
 20 user profiles 
 

The tasks’ list and the user profiles have been defined interviewing several stakeholders 
involved in the development of Museum application and analysing a large number of 
Museum Web sites [10]. 
The attributes are not strictly dependent on the application’s domain; rather, the attributes are 
divided according to the level of analysis (navigation, content, graphic, cognitive aspects). 
Following is reported a part of the U-KIT for Museum Web sites (see table1): 
 

MiLE: U-KIT for Museum Web sites 
TASKS LIBRARY 
TASK 
NUMBER 

                                               DESCRIPTION 

1 Find information about physical address of museum 
2 Find the city’s map and/or area where the museum is located 
3 Find the charge of the ticket 
4 Find information about guided tour and/or special guided tours (special events) 
5 Find information about organisation of events (shows, concerts, etc.) within the “real-museum” 
6 Find information about history of museum collections 
7 Find information about didactic activities organised by museum 
8 Find information about Press-office material 
9 Subscribe to a newsletter 
10 Buy the ticket online 

         Table 1: U-KIT for museum websites 
 

A very brief case study  
In this section we present an example of inspection so as to help the reader actually “grasp” 
how the system of scores and weights of MiLE works. The example is very simple and is 
taken from a real web site, the Louvre museum web site (www.louvre.fr). 
Let us consider Task number 6 and the correspondent scenario information (see table2). 
 

SCENARIO  
USER 
PROFILE 

Art-lover 
TASK Find information about the history of museum collection 
SCENARIO 
DESCRIPTION 

Joe is an art-lover. He would like to find some  information 
about the history of a particular collection of the museum (e.g. 
paintings). He wants to know how the museum has acquired 
some works of art. 

Table 2: an example of user scenario 
 

Evaluation matrix: 

USER PROFILES 
U. PROFILE 
NUMBER PROFILE                       DESCRIPTION 

1 
High-school 
teacher 

He surfs the site to find content which can help him for preparing a visit to the 
real museum.    

2 Art-lover 
He visits regularly the real museum. Exploring the virtual museum he searches 
information about current exhibitions and the calendar of events. 

3 Student 
Search for information about an author and/or an opera to complete a research. 
He is very interested in the images. 

ATTRIBUTES 
ATTRIBUTE 
NUMBER NAME                         DESCRIPTION 

1 Accessibility The information is easily and intuitively accessible 
2 Completeness The user can find all the information required 
3 Multimediality Different media are used to convey the information 
4 Currency The time scope of the content’s validity is clearly stated. The info is updated. 
5 Clarity The information is easy to understand 
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The evaluation matrix is used for evaluating the quality of the tasks through usability 
attributes. Every attribute is scored (during the inspection phase) and then weighted according 
to the user profile and the goals of the applications. Low weight means low relevance for the 
user profile of the scenario showed in table 2; high weight means high relevance. 
 

ATTRIBUTES 

TASK:  
Find 
information 
about history of 
museum 
collection 

Accessibility Orientation Richness Clarity 
Global score for 
this Task 

Scores 8 8 5 6 6,75 (just average 
score) 

Weights 0,1 0,1 0,5 0,3  
Weighted 
scores 

0,8 0.8 2.5 1.8 5.9 (“weighted” 
average) 

Table 3: evaluation matrix for task number 6. 

 
The Louvre web sites obtained a pass mark for task number 6 (5,9/10). Analysing carefully 
the partial results, it is evident that both the richness and clarity of the information regarding 
the collection’s history should be improved. 
 
Conclusions and future work 
The general distinctive features introduced by MILE can be synthesized as it follows: 

 Efficient combination of inspection and empirical testing 
 Use of Tasks as guidelines for inspection; 
 Use of Attributes, as a way to detail scoring; 
 Use of weights, as a way to translate scores into evaluation; 
 Use of user profiles in order to assign weights; 
 Creation of a U-KIT (Usability Kit) specially tailored for Museum web sites; 
 
 

In conclusion, it is possible to appreciate the method on a number of issues: 
a) The level of detail: we evaluate a specific task and score/ weight a detailed list of 

attributes for each; a global evaluation of the site comes only as a final result. In this way 
we have two advantages: we can give to the application’s designers a very precise 
feedback, so that they can efficiently correct faults and defects (for ex, with respect to a 
collection’s description, we may find out that the text is good, but hard to find in the 
application); we can easily compare different inspectors’ results of the same task (for ex, 
if there are discrepancies in the results, we can see which are the “crucial” attributes on 
which the scores and/ or weights diverge and investigate the reasons). 

b) Through weights it is possible to take into account the specific objectives for the (portion 
of the) application. For ex, in the task shown above, the attribute “richness” receives the 
highest relevance and therefore the highest weight. 

c) Global concise evaluation can be obtained by combining all the micro-level evaluation 
processes; we have to compare the tasks’ results and assign a weight to each of them (for 
ex, we may decide that, in the light of the site’s goals, among task1, task2, task3, task4, 
the most relevant is task2, and therefore assign to it the highest weight). In this way we 
can obtain both a score and a weighted score either for a specific section or for the whole 
site. We could also extrapolate all the scores obtained by the attributes considered while 
performing the tasks, and assign a weight (that is, again, a relevance!) to each, and see 
whether the whole section/ application is “rich” or “accessible” and how important it is to 
be so. 

d) Given the scoring, we could apply to it different systems of weights, in order to take into 
account different user profiles. 

 

Future work 
MiLE is currently under –enthusiastic!- on-going improvements and extensions. We are 
extending and refining the tasks’ library for museum web sites, creating also the so-called 
“entry-tasks”, that is, very generic tasks useful for a “fast testing” of a macro-section (say, the 
permanent collection); if the test is positive with respect to problems or failures, then the 
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evaluator knows he has to “plunge deeper” into that section; if no problem seems to emerge, 
he may then decide to skip or postpone a detailed analysis of that section and concentrate on 
others. We are also assessing the usability (!) of the overall methodology by getting inspectors 
with scarce technical background to perform it. 
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