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Abstract

New combustion modes for compression ignition engines are currently under in-

vestigation to achieve a further reduction noxious emissions and fuel consump-

tion. Among them, partially premixed (PPC or PCCI) and dual fuel combustion

(including RCCI) seem to be the most promising technologies. To support the

design of new combustion systems, rapid and accurate models are required to

correctly describe the fuel auto-ignition chemistry together with the complex

structure of the diffusion flame due to the presence of different fuel jets. A

combustion model based on tabulated kinetics was developed and presented in

this work. Reaction rates and chemical composition are stored in a lookup table

which is generated by processing results of auto-ignition calculations in a ho-

mogeneous reactor. Multi-component fuels are supported and the use of virtual

species allows an easy integration with the Lagrangian spray model. Compared

to approaches where chemical direct integration is employed, tabulated kinetics

offers reduced computational time with a very similar level of accuracy such

that it is suitable to be applied for engine design. The proposed approach was

implemented in the Lib-ICE code which based on the OpenFOAM R©technology.

Validation was carried out considering conventional Diesel, PCCI and dual-fuel

combustion. Satisfactory results were achieved, the proposed approach correctly

predicted in-cylinder pressure development and pollutant formation in a wide
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range of operating conditions. The results also show that the model is consis-

tent with energy conservation and can be applied in design phases of different

engine configurations.

Keywords: Internal Combustion Engines, tabulated kinetics, computational

fluid dynamics

1. Introduction

Compression ignition engines are employed in different applications because

of their reduced costs and high efficiency. However, the need to further reduce

NOx, soot and CO2 emissions requires to identify new solutions for combustion

systems and aftertreatment devices. The use of very diluted mixtures together

with partially premixed combustion modes allows to achieve a fast combustion

process with low levels of NOx and soot [1]. Natural gas can be a possible re-

placement for Diesel fuel because of its low carbon content, and possibility for

engine operation under premixed, diffusive or reactivity controlled modes[2, 3].

. To support the design of new combustion systems, rapid and accurate models

are required to correctly describe the fuel auto-ignition chemistry together with

the complex structure of the diffusion flame due to the presence of different

fuel jets. Despite the different approaches developed over the years to reduce

the computational time [4, 5, 6, 7, 8], the use of direct-integration of detailed

chemistry still presents limitations in terms of number of species to be used (up

to 100), complexity of the flame structure and mesh size. A possible alterna-

tive for the reduction of CPU time can be represented by tabulated kinetics:

reaction rates and chemical composition are stored in a table according to a

specified mechanism and flame structure; then they are retrieved as function

of the state variables of the system [9, 10, 11, 12, 13]. The interest for using

tabulated kinetics in practical combustion problems was matter of recent in-

vestigations where different assumptions about flame structure were considered.

In [14], conventional Diesel combustion was simulated by well-mixed, presumed

pdf and representative interactive flamelet approaches both in constant volume

2
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experiments and in real engines. Results showed the importance of turbulence-

chemistry interaction for the correct prediction of heat release rate and soot

emissions. Moreover, speed-up factors around 5- were reported with respect to

the use of direct integration of chemical kinetics. In [15], a novel approach was

developed, to account for the effects of the scalar dissipation rate when unsteady

laminar flamelets are tabulated, and validated in both gas jet and spray flames

using RANS and LES. Using pre-tabulated or directly integrated reaction rates

in the table generation process was one of the main topics of investigation in [12]

where experimental validation was carried out using experiments of a lifted gas-

jet flame. Comparison between direct-integration and tabulation was performed

in [16] where results from representative interactive flamelet and presumed pdf

were compared in Diesel engine and constant-volume vessel simulations at differ-

ent operating conditions. Tabulated kinetics was also applied to SI combustion

and applied for prediction of flame propagation, pollutant emissions and knock

[17, 18, 19].

The objective of this work is the validation of combustion models based

on tabulated kinetics for the simulation of conventional and advanced combus-

tion modes in Diesel engines. In particular, the well-mixed model was selected

despite its limitations in the capability to reproduce the main details of the

flame structure in conventional Diesel combustion [20, 14] due to the lack of

turbulence-chemistry interaction. However, such approach is suitable for kinet-

ically controlled combustion modes (PCCI, HCCI, RCCI) which are currently

of high interest for compression ignition engines. Tabulated kinetics was also

employed for NOx prediction while soot emissions were estimated by means of

a two-equation, semi-empirical model [21]. The proposed set of models was im-

plemented in the Lib-ICE code, which is a set of libraries and applications for

the simulation of IC engines based on the OpenFOAM R©technology [22, 23, 14].

A consistent and general approach to model combustion with tabulated kinetics

has the potential to speed up the development of clean and more efficient IC en-

gines considering conventional or advanced combustion modes with both fossil

and renewable fuels. This aspect is of great importance in the current context

3
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of energy transition.

Three configurations were selected for the validation of the proposed method-

ology. In the first one, conventional Diesel combustion is simulated in a heavy-

duty engine at high load conditions considering different start of injection tim-

ings and EGR rates. PCCI combustion in a light duty engine is investigated

in the second configuration. The third configuration is focused on dual-fuel

combustion in a large-bore optical engine. For all cases, computed results of

in-cylinder pressure, heat release rate and pollutant emissions were compared

with experimental data. Moreover, the consistency of the combustion model

was verified by checking that, in any condition, the correct amount of energy

is released by the fuel. The experimental data used for the validation of the

proposed approach were provided by third parties in the context of academic

and industrial collaborations with the auhtors.

2. Combustion models

2.1. Chemistry table

Figure 1 summarizes the way chemistry is tabulated in the proposed ap-

proach. The user specifies a chemical mechanism and the thermo-chemical ini-

tial conditions in which calculations in a constant pressure homogeneous reactor

are performed:

• Mixture fraction Z;

• Ambient pressure p;

• Initial reactor temperature Tu;

• Residual gas fraction EGR;

On the basis of such quantities, initial chemical composition is computed

and reactor calculation is started. Tu can be initialized in two ways:

1. temperature is independent from Z;

4
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Figure 1: Generation of the chemistry table based on the homogeneous reactor assumption.

2. temperature is function of the mixture fraction Z in all the range 0-1

including the effect of fuel evaporation:

h(Z) = (1− Z) · h(TZ=0) + Z · h(TZ=1)− Z · hl(TZ=1) (1)

Tu(Z) = T (h(Z)); (2)

where hl is the heat of vaporization of the fuel.

Both approaches are thermodynamically rigorous, and, in both cases, all

possible expected thermochemical states of the system are covered, leading to

the same results when the corresponding tables are used within the CFD simu-

lations. Option 2 is probably more suitable for table discretization in diffusion

combustion problems because the user provides well known values of expected

oxidizer temperatures (TZ=0), fuel temperature and heat of evaporation.

5
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For any specified condition, the following equation is solved for all chemical

species:
dYi

dt
= ω̇i (T, p, Y1, ..., Yn) (3)

in which the reactor temperature T is directly computed from the corresponding

initial enthalpy value. After every time step two different operations are per-

formed: evaluation of the progress variable C and computation of the chemical

composition by means of the virtual species approach. Definition of the com-

bustion progress variable is not straightforward and it was widely discussed in

past works [9, 24, 25]. This aspect is even more complex in case of large hydro-

carbon fuel auto-ignition since it might take place either in one or two stages.

In this work, the definition proposed by Lehtiniemi et al. [25] was adopted, with

C being equal to the heat released by combustion, computed as the difference

between the current and the initial value of the reactor enthalpy of formation,

also known as h298:

C =
Ns
∑

i=1

h298,i · Yi (t)−
Ns
∑

i=1

h298,i · Yi (0) (4)

where Ns is the total number of chemical species used by the specified mech-

anism. The adopted definition for C uniquely characterizes each point in the

thermochemical state space and is appropriate for a transport equation. At

the end of each reactor calculation, progress variable reaction rates and chem-

ical composition are stored as function of the discrete values of the normalized

progress variable c, specified by the user:

c =
C − Cmin

Cmax − Cmin

(5)

where Cmin and Cmax are the minimum and maximum values of the progress

variable which are found at the initial conditions and after the auto-ignition

event. Cmin and Cmax are stored in the table as function of Z,Tu,p. From

the values of the time at which a specified ci was found, the progress variable

reaction rate is computed with the forward differencing scheme:

ċi =
ci+1 − ci
ti+1 − ti

(6)

6
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ċ is then multiplied by the term (Cmax−Cmin) in order to have the proper source

term Ċ in the progress variable transport equation. For any tabulated value of

the progress variable c, the chemical composition is also stored. However, to

avoid the storage of the entire set of species and keep an acceptable size of the

table, only seven species, named virtual, are tabulated and their mass fractions

are computed to preserve the main thermochemical properties of the full set

used in the detailed mechanism. Virtual species used in this work are N2, O2,

fuel, CO2, CO, H2O, H2 and their composition is computed for any c value as

follows:

σH =

Ns
∑

i=1

NH,i · xi =

Nv
∑

k=1

NH,k · xv,i (7)

σC =

Ns
∑

i=1

NC,i · xi =

Nv
∑

k=1

NC,k · xv,i (8)

σO =

Ns
∑

i=1

NO,i · xi =

Nv
∑

k=1

NC,k · xv,i (9)

σN =

Ns
∑

i=1

NN,i · xi =

Nv
∑

k=1

NN,k · xv,i (10)

h =

Ns
∑

i=1

Yi · hi (T ) =

Nv
∑

k=1

Yi,v · hi (T ) (11)

cp =

Ns
∑

i=1

Yi · cp,i (T ) =

Nv
∑

k=1

Yi,v · cp,k (T ) (12)

Nv
∑

k=1

Yi,v = 1.0 (13)

In Eqns. 7-12, σ is the total number of elements (C, H, O and N) in the

reactor; Ns is the total number of species used by the chemical mechanism;

Nv is the total number of virtual species; N is the total number of elements

(C, H, O and N) in each chemical species; x refers to mole fractions; Y refers

to mass fractions; h is the mass specific enthalpy; cp is the mass specific heat.

The virtual species approach was presented and validated by the authors in a

previous work [26]. Constant-volume and constant pressure reactor calculations

7
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performed in a wide range of conditions made possible to verify that cumulative

heat release, reactor temperature and pressure evolutions are consistent with the

cases where the full set of species is used. No unphysical results with negative

species were found.

The table also includes the mass fractions of chemical species which are of

interest for the user (Yo in Fig. 1), either for post-processing reason or because

they are relevant for the formation of the main pollutants and have to be used by

the related sub-models. The proposed approach for the tabulation of chemical

composition and reaction rates was designed to be flexible with respect to the

simulation of spray combustion process in IC engines, also considering operation

under advanced modes. Multi-component fuel mixtures are supported, with the

possibility to threat the different fuel species as homogeneously mixed with a

fixed composition or to account for their relative variation for a better prediction

of ignition delay when the engine operates under dual fuel combustion modes.

Inclusion of unburned fuel temperature allows to implicitly account for heat

transfer effects. Moreover, the use of virtual species is a better choice than

direct tabulation of enthalpy when spray evolution has to be modeled. Local cell

temperature is determined by a realistic tabulated composition and enthalpy,

which results from a transport equation where spray evaporation contribution

is included.

2.2. Tabulated well mixed model (TWM)

The operation of the tabulated well-mixed model is reported in Fig. 2. In

the CFD domain, transport equations for mixture fraction, enthalpy, unburned

gas temperature and progress variable are solved and then the table is accessed

with the local cell values. Interpolation of table values at the state of each cell

is performed by an inverse distance-weighted technique. The mixture fraction

equation includes the fuel evaporation:

∂ρZ

∂t
+∇(ρUZ)−∇ (µt∇Z) = ṠZ (14)

8
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The progress variable source term used in the C transport equation is derived

from Eq. 6:
∂ρC

∂t
+∇(ρUC)−∇

(

µt

Sct
∇C

)

= ρĊ (15)

Ċ = (Cmax − Cmin) · ċ (16)

To consistently access the table data, it is necessary to solve an additional

equation for the unburned gas enthalpy which is then used to estimate the

unburned gas temperature Tu which is one of the independent variables of the

table:
∂ρhu

∂t
+∇(ρUhu)−∇ (αt∇hu) = Q̇s +

ρ

ρu
·
Dp

Dt
(17)

where αt is the turbulent thermal diffusivity and ρu is the density of unburned

gases which is computed from cell pressure, chemical composition at C = 0 and

Tu. Q̇s is the term related to the evaporation of the spray, which has different

values in case the mixing line is used or not in the table generation process.

Figure 2: Operation of the tabulated well-mixed combustion model (TWM).

2.3. Dual Fuel Combustion

A simplified approach was developed to model dual-fuel combustion, where

ignition is supposed to be governed by local thermodynamic conditions and

progress variable diffusion. In this way, it is possible to use separate tables for

9
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any fuel without the need to use too complex mechanisms and avoiding very

large table sizes. Two equations are solved for the fuel mixture fractions Z1

and Z2 accounting for convection, diffusion and evaporation. If it is assumed

that the oxidizer is equally distributed between the two fuels, it is then possible

to access both tables with a global mixture fraction value. Progress variable

reaction rate and chemical composition are computed as the weighted average

of the corresponding values for the two tables as follows:

ω̇c =
Z1 · ω̇c,fuel1 + Z2 · ω̇c,fuel2

Z1 + Z2

(18)

Yi =
Z1 · Ẏi,fuel1 + Z2 · Ẏi,fuel2

Z1 + Z2

(19)

The proposed approach for dual-fuel combustion is probably suitable for the

so-called high pressure direct injection (HPDI) operation [27], where a small

amount of pilot diesel fuel is firstly injected in the end of the compression stroke

and then natural gas is directly injected. At some point during the time in-

terval between the two injections or early during the natural gas injection, the

diesel fuel auto-ignites, providing the ignition source to initiate the natural gas

combustion.

2.4. Pollutant emissions

2.4.1. NOx emissions

A tabulated approach for the prediction of NOx emissions was also developed

to estimate their concentration as result of both prompt and thermal formation

mechanisms. Suitable reactions describing the NOx kinetics should be included.

Homogeneous reactor calculations are performed until the NOx species, defined

as:

YNOx
= YNO + YNO2

+ YN2O + YN2O2
(20)

reaches the equilibrium value. This happens much later than the ignition, since

the time-scales of NOx formation are higher than those governing the fuel oxi-

dation: this aspect is shown, in terms of normalized values, in Fig. 3. Hence, the

10
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rate of NOx formation cannot be expressed only as function of the main ther-

modynamic conditions and progress variable as it is done for the composition

and the progress variable reaction rate.

Figure 3: Evolution of normalized progress variable and normalized NOx as function of time

for an auto-ignition event in a constant-pressure reactor.

A transport equation is solved for the YNOx
as follows:

∂ρ̄ỸNOx

∂t
+∇ ·

(

ρ̄ŨỸNOx

)

−∇ ·

(

µ̃t

Sct
∇ỸNOx

)

= ω̇NOx
(21)

ω̇NOx
should account for both NOx formation during the ignition process

(prompt) and afterwards (thermal). This is done by processing homogeneous

reactor calculations. At any time-step, the current value of YNOx
is evaluated

according to Eq. 20 and, at the end of any reactor calculation, the maximum

NOx value, Yeq,NOx
is evaluated and stored in the table as function of the initial

thermodynamic conditions (p, Tu, Z, EGR). From user-specified values of the

NOx progress variable cNOx
, is defined as:

cNOx
=

YNOx

Yeq,NOx

(22)

and the normalized reaction rate ċNOx
is evaluated as function of:

11
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1. the normalized combustion progress variable c:

ċNOx,1 =
cNOx

(ci+1)− cNOx
(ci)

t (ci+1)− t (ci)
(23)

where cNOx,i is the value of the NOx progress variable corresponding to

the normalized progress variable ci found at time ti;

2. the normalized NOx progress variable cNOx
:

ċNOx,2 =
cNOx,i+1 − cNOx,i

t (cNOx,i+1)− t (cNOx,i)
(24)

The source term of Eq. 21, ω̇NOx
, is then computed as:

ω̇NOx
= ρYeq,NOx

ċNOx,1 if c < c̄ (25)

ω̇NOx
= ρYeq,NOx

ċNOx,2 if c ≥ c̄ (26)

where c̄ is a threshold value which is set to 0.99. The sensitivity of the computed

NOx values from c̄ is low, provided that a sufficiently high value is selected

(c̄ > 0.5). The proposed approach makes possible to consistently distinguish

between prompt and thermal NOx formation.

2.4.2. Soot

Soot emissions were estimated by means of the semi-empirical model pro-

posed by Lindstedt and co-workers [21]: two transport equations for soot particle

number density Np and volume fraction fv are solved, with source terms related

to nucleation, coagulation, surface growth and oxidation processes as follows:

ω̇Np
= ω̇inc − ω̇coag (27)

ω̇fv = ω̇inc + ω̇grow − ω̇oxi,O2
− ω̇oxi,OH (28)

Inception and surface growth source terms (ω̇inc and ω̇grow, respectively) depend

linearly on the soot precursor concentration which is considered to be acetylene,

consistently with other papers in which the same model was successfully applied

to Diesel combustion [28]. As it has been experimentally observed, the reactivity

of the soot particles decreases in time; in this work, to be consistent with the

original study from Lindstedt [21], this aspect was accounted for by assuming the

12
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soot surface growth rate proportional to the square root of the specific surface

area, Ssoot. Coagulation of soot particles, ω̇coag, is modeled using the normal

square dependence [21]. Soot oxidation depends on O2 and OH concentrations,

following [21]. It is well known that the formation of soot is rather a slow

process compared to the other species involved in the combustion chemistry,

thus the fast chemistry assumption, solving fv and Np equations in the mixture

fraction space might be questionable when it is necessary to predict the effects

of mixture distribution, injection pressure and combustion chamber geometry

[29]. For this reason transport equations for the soot model are solved in the

CFD domain and source terms are computed on the basis of the local species

concentrations and thermodynamic conditions.

3. Experimental validation

3.1. Tabulation setup

Specific tables were generated for any of the oxidizer composition encoun-

tered in the simulated operating conditions. Due to the large range of tem-

perature and pressures encountered in IC engine simulations, all the tables use

500-1200 K and 20-200 bar as ranges of temperature and pressure, respectively.

Details about the discretization used for the table generation are reported in

Tab. 1.

Temperature [K] 500-1000 (step 25)

1000-1200 (step 50)

Equivalence ratio 0.4, 0.5, 0.6, 0.7, 0.75, 0.8

0.85, 0.9, 0.95, 1, 1.05, 1.1

1.15, 1.2, 1.25, 1.3, 1.35, 1.4

1.5, 1.6, 1.7, 1.8, 1.9, 2, 3

Pressure [bar] 20-200 (step 20)

Table 1: Chemistry table discretization used in the simulations carried out in this work.
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3.2. CFD simulation setup

The spray is modeled by using the Lagrangian approach, where pockets of

droplets with the same properties (parcels) are introduced into the computa-

tional domain and evolve according to the exchange of mass, momentum and

energy with the Eulerian gas phase. Additional sub-models are required to de-

scribe evaporation, breakup, drag, atomization, injection, collision, . . . . The

spray model setup adopted in this work is described and validated in [26]. In

particular, parcels are introduced into the computational domain with the same

nozzle diameter and both primary and secondary breakup are described by the

KHRT model [30]. The standard k − ε model was used for turbulence with

the so-called round jet correction in order to predict the penetration of the fuel

vapor jet. The sign convention used to report computed results considers TDC

to be the origin of the axis, hence negative angles refer to instants before the

top dead center.

3.3. Heavy Duty Engine

Conventional Diesel combustion was simulated for a single-cylinder engine

whose main data are reported in Tab. 2. The engine operates at constant load

and different levels of EGR are considered. Fuel is delivered in a single injection

event with a rail pressure of 1400 bar. During experiments, the cylinder pressure

was measured and data refers to the average of 100 cycles.

Figs. 4(a)-(b) report the computational mesh which was automatically gen-

erated by a python tool developed by the authors: the mesh represents 1/9th

of the combustion chamber and the spray oriented structure allows a good de-

scription of the fuel-air mixing process and reduces the grid dependency [16, 23].

Moreover, tangential refinement is used to increase the mesh resolution when

the fuel jets penetrates inside the piston bowl. The simulation starts at IVC

with a flow field imposed according to the measured intake port swirl number

and assuming a wheel-flow velocity profile. The number of mesh cells at IVC

are approximately 550000 which are then reduced to 80000 at TDC.
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Bore 128 mm

Stroke 144 mm

Compression ratio ∼16.5

Speed 1200 rpm

Load (bmep) 17.5 bar

Injection pressure 1400 bar

Number of injector holes 9

EGR 0, 13, 17, 20, 23%

Injected fuel mass ∼200 mg/cycle

Table 2: Main geometry data and operating condition of the simulated heavy duty engine.

Figure 4: Computational mesh of the single cylinder engine.

In this simulated configuration, the Diesel fuel is assumed to be a two-

component mixture composed by n-dodecane (84% by mass) and p-xylene (16%

by mass). Compared to neat n-dodecane, this binary mixture is more repre-

sentative of diesel fuel because it contains an alkyl-benzene which represents

an important chemical class present in diesel fuels. The corresponding lower

heating value (LHV) is 43.6 MJ/kg. The reduced kinetic mechanism from [31]

was employed for the table generation process which took approximately one
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hour on a 8-core machine equipped with Intel(R) Xeon(R) CPU E5-2630 v2

processors.

Figs. 5(a)-(b) compare the computed and experimental peak cylinder pres-

sure (pmax) and location (θpmax
). In Fig. 5, all the data were normalized with

respect to the maximum value encountered for the condition where no EGR

was used. The lack of turbulence-chemistry interaction is the reason why the

model always underestimates the peak pressure location and, at the same time,

overestimates the maximum cylinder pressure. The maximum error for pmax is

less than 3% while the maximum difference in terms of θpmax
is about 3 CAD

and was found for the 13% EGR condition. The capability of the proposed

methodology to predict the engine performance is illustrated in Fig. 6 where

computed and experimental gross indicated work (Wg,i) values are compared.

Despite a higher predicted in-cylinder pressure, simulations slightly underesti-

mate the values of Wg,i (maximum error is about 4.5%), but this discrepancy

is mainly related to the model prediction of wall heat transfer. Inclusion of

turbulence chemistry interaction is expected to improve the computed results:

reduction of local temperatures will probably provide a better agreeement both

in terms of maximum cylinder pressure, wall heat transfer and, consequently,

gross indicated work.

The model capability to estimate pollutant emissions is reported in Figs. 7 -

8. Reduction of NOx with increasing EGR rate is correctly predicted by the

proposed approach: Fig. 7 shows that computed values at EVO are very similar

to measured experimental data. Despite the rather good agreement, further

investigations are necessary to see how the NOx model performs in presence

of turbulence-chemistry interaction, where lower in-cylinder temperatures are

expected together with a better agreement with cylinder pressure. Increasing

the EGR rate reduces the amount of available in-cylinder oxygen with a negative

effect on CO and soot emissions. As shown in Fig. 8(a), the combustion model

correctly predicts the trend of CO emissions despite computed data overestimate

the experimental ones. A possible reason for such discrepancy can be related

to the predicted mixing process after the end of combustion. Introducing a
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Figure 5: Prediction of combustion phasing for conventional diesel combustion in the single-

cylinder heavy duty engine.
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Figure 6: Comparison between computed and experimental gross indicated work Wg,i for the

single-cylinder heavy-duty engine. Data were normalized by the maximum experimental value

of Wg,i achieved at 0% EGR.

boundary layer on the piston and cylinder head surfaces is expected to better

describe the in-cylinder flow field and entrainment of air resulting from flame

wall interaction and this will probably improve the prediction of CO. Predicted

soot trend is consistent with CO emissions: in Fig. 8(b) both experimental and

computed data were normalized with respect to their corresponding maximum

value. Simulations estimate a relative increase of soot emissions which is very

similar to experimental data.

When employed for engine simulation, any combustion model should be con-

sistent with respect to the energy balance. In presence of lean mixtures, like the

case of Diesel engines, all the fuel energy must be released during the combus-

tion process. Errors in energy conservation not related to air fuel mixing but to

the combustion model affects the simulation results making them not suitable

for engine design. To estimate the fuel lower heating value in the simulations,

the heat release rate was integrated from IVC to EVO and divided by the in-

jected fuel mass and Figs. 9(a)-(b) report a comparison between the computed

and experimental values. Until 17% EGR, the estimated lower heating value is
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Figure 7: Predicted NOx emissions for the single-cylinder, heavy duty engine. NO emissions

are normalized with respect to the maximum experimental value; computed and experimental

soot emissions are normalized with respect to their corresponding maximum value.

very close to the experimental value. Further increase of EGR combined with

underestimated mixing is the reason why at EGR values higher than 20% the

fuel LHV is underestimated with respect to the experimental value.

Computed results on conventional Diesel combustion demonstrate the pre-

dictive capability of the proposed approach in terms of engine performance and

pollutant emissions together with the its consistency with respect to the energy

balance. Fulfillment of such pre-requisites is very important for the simulation

of advanced combustion modes.

3.4. PCCI combustion

PCCI combustion was simulated in a four-cylinder, light duty engine with

a reduced compression ratio compared to the corresponding version operating

with conventional Diesel combustion. The main engine data and computational

mesh details of the combustion chamber are reported in Tab. 3 and Fig. 10.

Tab. 4 reports the three simulated opearting points. Different speeds and

loads were considered. To correctly reproduce the Diesel fuel auto-ignition, n-
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Figure 8: Predicted CO and soot emissions for the single-cylinder, heavy duty engine. CO

emissions are normalized with respect to the maximum experimental value; computed and

experimental soot emissions are normalized with respect to their corresponding maximum

value.
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Figure 9: Estimated fuel lower heating value from simulated operating conditions for the

single-cylinder, heavy-duty engine.

Figure 10: Computational mesh of PCCI piston bowl.

heptane was used as a fuel and reaction rates computed with the mechanism

presented in [32] (159 species) were tabulated. Compared to n-dodecane, the

cetane number of n-dodecane is more similar to the one of the Diesel fuel.

While such difference is not so important when simulating conventional diesel

combustion where the fuel is injected at relatively high temperatures and the

ignition delay is relatively low, under advanced combustion modes n-heptane

is the only fuel which can correctly estimate the instant at which diesel fuel

auto-ignites. The setup of the CFD simulations in terms of spray, turbulence

models and numerical methods is very similar to the one which was applied in

the Heavy-Duty engine simulations.

Details of the way PCCI combustion is predicted by the proposed com-

bustion model based on tabulated kinetics are reported in Fig. 11. Tempera-
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Bore 96 mm

Stroke 104 mm

Compression ratio ∼ 14

IVC -145 deg

EVO 110 deg

Swirl ratio 1.3

Number of injector holes 8

Nozzle hole diameter 140 µm

Injection pressure 1800 bar

Table 3: Main geometry data of the engine simulated in this work.

speed bmep cov

Name [rpm] [bar] imep λ EGR

1 PCCI1 2000 5 1.2 1% 40%

2 PCCI2 2000 7.5 1.2 1% 40%

3 PCCI3 3000 5 1.2 1% 40%

Table 4: Simulated operating points for the F1C engine under PCCI combustion mode.

ture/equivalence ratio (φ) maps are reported at different crank angles close to

the TDC for the PCCI1 operating point. Ignition starts on the rich side, with φ

values which are very close to 2. Afterwards, all the mixture inside the cylinder

is ignited. For the whole combustion process, in-cylinder local temperature and

equivalence ratio values are far from the conditions promoting the formation of

soot and NOx. Results qualitatively describe rather well the combustion under

PCCI condition and they agree with other investigations [2].

For the sake of completeness, Fig. 12 illustrates the evolution of the com-

bustion process inside the cylinder for the PCCI1 condition. Mixture fraction

field is reported on two different cut planes: both include the injector axis and

only one includes cylinder axis too. Contours of stoichiometric mixture fraction
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Figure 11: Evolution of the Temperature-equivalence ratio maps during the ignition process

for the PCCI1 operating condition.

are reported in white while the combustion process is reported using a temper-

ature contour (yellow) corresponding to 1800 K. Consistently with Fig. 11, it is

possible to see that ignition starts where mixture is rich. Afterwards, the flame

propagation is very fast and high temperatures are found in most of the CFD

domain at TDC.

Figs.13 - 15 report a comparison between computed and experimental cylin-

23



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

-10 CAD -8 CAD

-6 CAD -4 CAD

-2 CAD 0 CAD

Figure 12: Evolution of the fuel-air mixing and combustion process for the PCCI1 condition

around TDC. Contours of temperature reported in yellow. White contours reporting the

stoichiometric mixture fraction.

der pressure and apparent heat release traces for the simulated operating points.

The reported experimental pressure is the average over 100 cycles. All the

data were normalized with respect to the corresponding maximum experimen-

tal value. Since the n-heptane lower heating value is slightly higher than the

one of Diesel fuel, more energy is introduced for the same amount of injected

mass. This explains the reason why the peak cylinder pressure is overestimated

by the simulation and this aspect also affects the predicted value of the gross

indicated work. However, when looking at the apparent heat release profiles,

it is possible to see that the effect of engine load and speed on the combustion

process is correctly captured. Lower in-cylinder temperature and pressures at

bmep = 5 bar are the reasons for a well discernable two-stage ignition process

for the PCCI1 and PCCI3 conditions. A longer duration of the second stage
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ignition delay for the PCCI3 condition is due to the highest engine speed. In

the PCCI2 case, the increased engine load makes the ignition process faster.
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Figure 13: Computed vs experimental cylinder pressure and heat release rates for PCCI1

operating condition.
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Figure 14: Computed vs experimental cylinder pressure and heat release rates for PCCI2

operating condition.

The consistency of the results in terms of energy conservation was analyzed
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Figure 15: Computed vs experimental cylinder pressure and heat release rates for PCCI3

operating condition.

and, compared to the n-heptane LHV value, a maximum error in simulations

lower than 1% was found for any tested operating condition. This makes possi-

ble to apply the model also for the simulation of advanced combustion modes.

Fig. 16 reports a comparison between computed and experimental values of the

gross indicated work. The values overestimated values by the simulation are

related to the predicted cylinder pressure and to the pressure peak location.

Since the combustion process takes place almost at constant volume conditions,

small differences on predicted peak pressure and its location are responsible for

important variations of the gross indicated work. However, the effect of load

and speed is correctly predicted by the model in terms of relative variations.

Emissions of CO are reported in Fig. 17: results were normalized with respect

to the corresponding maximum values. Simulations underestimate CO by a

factor of 10, but the experimental trend is correctly captured. There can be

two different reasons for such underestimation. The first can be a too high

mixing rate during the injection process which can be related to the spray model

adopted or the setup of the k−εmodel. Another possibile reason is related to the

fact that chemical composition is computed assuming equilibrium conditions in
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Figure 16: Comparison between computed and experimental gross indicated work Wg,i for the

PCCI engine. Data were normalized by the maximum experimental value of Wg,i achieved at

the 7.5 bar bmep condition (PCCI2).

computational cells where combustion was completed (c = 1). Such assumption

is probably correct for lean air/fuel ratio values typical of Diesel engines, but

when going towards λ = 1, like in PCCI engines, it is probably necessary to

consider that CO oxidation is kinetically controlled [33] during the expansion

stroke. To overcome such limitation of the proposed combustion model, an

additional transport equation has to be solved for a sort of pseudo-CO mass

fraction with a source term deriving from combustion progress and destruction

term computed using a very reduced mechanism, like [34].

Fig. 18 reports a comparison between computed and experimental NOx emis-

sions. Effect of load and speed is correctly described by the model. Increase

of load affects in cylinder temperatures and for this reason NOx are higher for

PCCI2 condition compared to PCCI1. When engine speed raises from 2000 to

3000 rpm, there is a reduction of the time interval in which in-cylinder temper-

atures promotes the formation of NOx.
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Figure 17: Comparison between computed and experimental CO emissions. Data were nor-

malized with respect to the corresponding maximum value.
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Figure 18: Comparison between computed and experimental NO emissions. Data were nor-

malized with respect to the maximum experimental value.

28



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

4. Conventional Diesel and Dual Fuel combustion in a large bore

engine

Conventional Diesel and dual fuel combustion were simulated in a two-stroke

optical engine for marine applications. The simulated operating conditions are

not representative of the real engine operation: start of injection times and

duration, injected fuel mass and natural gas/Diesel ratio were all adjusted to

conveniently perform detailed optical measurements of the combustion process.

Diesel and natural gas are delivered by two different injectors placed on the

cylinder liner. The engine bore and stroke values are 0.5 m and 2 m, respectively.

Two different load conditions were considered whose details are reported in

Tab. 5 for both conventional Diesel and dual fuel combustion. In the simulations,

Diesel fuel was assumed to be n-heptane while natural-gas was approximated

to be methane. The two look-up tables were generated using a 159 species

mechanism for n-heptane [32] and a 53 species [35] for methane. This last one

was extensively validated with experimental ignition delay and laminar flame

speed data.

Table 5: Geometry data and simulated operating conditions for the large bore engine.

Low Load High Load

Speed [rpm] 70 100

SOI Pure Diesel [CAD] 2 -2

minj/minj,high 0.85 1

SOI Diesel dual-fuel [CAD] -1 -1.5

SOI CNG dual-fuel[CAD] 1 0

Simulations with conventional Diesel combustion were carried out in a de-

forming grid with approximately 600000 cells. Diesel fuel is approximated to

be n-heptane in the gas phase while liquid properties are the same of the IDEA

fuel. For both the simulated conditions with conventional Diesel combustion,

Figs. 19-20 compare computed and experimental data of in-cylinder pressure
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and heat release rate. The TWM model predicts rather well the in-cylinder

pressure trace and its location. The lack of turbulence chemistry interaction is

probably the reason for an overestimation of heat release rate during the initial

ramp for the low load condition and the overprediction of in-cylinder pressure

at high load.
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Figure 19: Comparison between computed and experimental data of in-cylinder pressure and

heat release rate profile under conventional Diesel combustion mode for the low-load condition.

Data were normalized with respect to the maximum experimental value.

The consistency with respect to the energy balance is a fundamental prereq-

uisite to successfully apply CFD in combustion system design: for both these

conditions it was verified that the LHV estimated from cumulative heat release

is approximately 99.5% the one of n-heptane.

Dual fuel combustion conditions were then simulated. The computational

mesh employs the dynamic layering technique and the number of cells at TDC

is approximately 200000. The final part of the gas injector was included in

the computational domain, and gaseous fuel was introduced by imposing the

measured mass flow rate at the injector inlet. A schematic of the combustion

chamber layout is reported in Fig. 21 where it is possible to see that injectors

are close to each others.

The dual-fuel combustion process is illustrated in Fig. 22 for the Low-Load
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Figure 20: Comparison between computed and experimental data of in-cylinder pressure

and heat release rate profile under conventional Diesel combustion mode for the high-load

condition. Data were normalized with respect to the maximum experimental value.

Gas 

Injector

Diesel 

Injector

Figure 21: Schematic of the combustion chamber used for the simulation of the dual-fuel

combustion process.

case. Temperature distribution and diesel spray evolution are illustrated. At

0 CAD, the jet resulting from the diesel spray is already ignited. Natural gas

injection starts at 1 CAD and ignition takes place at 4 CAD, where it is pos-

sible to see a new large ignited volume. Auto-ignition is the origin of Diesel

combustion while natural gas is ignited by progress variable diffusion.

Figs. 23-24 compare computed and experimental values of in-cylinder pres-
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Time: 0 CAD Time: 1 CAD

Time: 2 CAD Time: 3 CAD
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Figure 22: Temperature field (black: Tmin, white: Tmax) evolution during the dual fuel

combustion process for the low-load case. White points represents the Diesel spray.

sure and heat release rate. With reference to the computed heat release rate

profile for the low-load case, it is possible to see that combustion can be mainly

split in two phases characterized by ignition and combustion of Diesel and nat-

ural gas. For both the simulated operating conditions, computed in-cylinder

pressure and heat release rate traces agree rather well with experimental data.

The proposed model for dual-fuel combustion is suitable if two distinct jets

of diesel fuel and natural gas are directly injected in the cylinder where only the

oxidizer is present. In such conditions, combustion is mainly diffusive and auto-

ignition of the first injected fuel only depends on the local fuel-air equivalence

ratio. Preliminary investigations carried out by the authors and supported
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Figure 23: Comparison between computed and experimental data of in-cylinder pressure and

heat release rate profile under dual-fuel combustion mode for the low-load condition. Data

were normalized with respect to the maximum experimental value.

by experimental data suggest that if Diesel fuel is injected into a premixed

air/natural gas mixture, the use of two separated tables is not the correct option

since it will not allow to correctly account for the effect premixed natural gas

ratio on the ignition delay.Moreover, the premixed flame propagation arising

from Diesel fuel auto-ignition requires a suitable model since the well-mixed

approach cannot be applied for such conditions.

5. Conclusions

Objectives of this work were the development and validation of combustion

models based on tabulated kinetics to be applied to conventional and advanced

combustion modes in Diesel engines. The selection of the well-mixed model was

mainly due to the fact that it is more suitable for kinetically controlled combus-

tion where turbulence-chemistry interaction plays a minor role because mixing

is much faster than chemical kinetics. Three different test cases were selected
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Figure 24: Comparison between computed and experimental data of in-cylinder pressure and

heat release rate profile under dual-fuel combustion mode for the high-load condition. Data

were normalized with respect to the maximum experimental value.

for validation, for all of them the performance of the combustion model was

rather satisfactory. First, it is consistent with respect to the fuel energy balance

and this aspect represents a fundamental pre-requisite for its application for

design purposes. Then, combustion phasing and pollutant emission trends were

correctly predicted under both conventional and PCCI combustion conditions.

The main aspects of dual-fuel combustion where both fuels are directly injected

in the cylinder were also well described. The proposed model represents a good

basis for futher extensions including:

• the effects of two different fuels in a single table, to correctly predict dual-

fuel combustion, including RCCI;

• kinetically controlled CO oxidation, which is important for pollutant emis-

sion prediction in PCCI and RCCI engines;

• turbulence/chemistry interaction: the simulation of premixed dual-fuel
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combustion modes as well as conventional Diesel combustion requires a

correct description of the mixing effects on the flame structure to correctly

predict the flame stabilization process and the formation of soot emission.

The lookup table can be employed for the generation of diffusion flamelet

library [12] to account for mixing effects. An alternative possibility is to

use directly the look-up table to compute the reaction rates in transported

or multi-environment pdf combustion models.
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Tabulated kinetics was applied for the simulation of compression ignition 

engines. 

Both conventional diesel and advanced combustion modes were considered 

including dual fuel combustion. 

For all the simulated conditions, the proposed combustion model correctly 

captures development of cylinder pressure, heat release rate and 

pollutant emissions. 

The combustion model is consistent with respect to the energy balance, 

making it suitable for the application to engine design and developments. 
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The paper contents were changed to account for both reviewers' and 

editor's comments. In particular: 

- abstract was changed to highlight the original contribution  

- introduction was modified to describe possible application of the 

methodology to real problems 

- more discussion about the difference between the proposed approach and 

the exising ones were presented 

- the reviewer's comments were all addressed. 
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Modeling advanced combustion modes in compression

ignition engines with tabulated kinetics

T. Lucchini, A. Della Torre, G. D’Errico, A. Onorati1

Via Lambruschini 4, 20156 Milano

Politecnico di Milano, Department of Energy1,1

Abstract

New combustion modes for compression ignition engines are currently under in-

vestigation to achieve a further reduction noxious emissions and fuel consump-

tion. Among them, partially premixed (PPC or PCCI) and dual fuel combustion

(including RCCI) seem to be the most promising technologies. To support the

design of new combustion systems, rapid and accurate models are required to

correctly describe the fuel auto-ignition chemistry together with the complex

structure of the diffusion flame due to the presence of different fuel jets. A

combustion model based on tabulated kinetics was developed and presented in

this work. Reaction rates and chemical composition are stored in a lookup table

which is generated by processing results of auto-ignition calculations in a ho-

mogeneous reactor. Multi-component fuels are supported and the use of virtual

species allows an easy integration with the Lagrangian spray model. Compared

to approaches where chemical direct integration is employed, tabulated kinetics

offers reduced computational time with a very similar level of accuracy such

that it is suitable to be applied for engine design. The proposed approach was

implemented in the Lib-ICE code which based on the OpenFOAM R©technology.

Validation was carried out considering conventional Diesel, PCCI and dual-fuel

combustion. Satisfactory results were achieved, the proposed approach correctly

predicted in-cylinder pressure development and pollutant formation in a wide
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range of operating conditions. The results also show that the model is consis-

tent with energy conservation and can be applied in design phases of different

engine configurations.

Keywords: Internal Combustion Engines, tabulated kinetics, computational

fluid dynamics

1. Introduction

Compression ignition engines are employed in different applications because

of their reduced costs and high efficiency. However, the need to further reduce

NOx, soot and CO2 emissions requires to identify new solutions for combustion

systems and aftertreatment devices. The use of very diluted mixtures together

with partially premixed combustion modes allows to achieve a fast combustion

process with low levels of NOx and soot [1]. Natural gas can be a possible re-

placement for Diesel fuel because of its low carbon content, and possibility for

engine operation under premixed, diffusive or reactivity controlled modes[2, 3].

. To support the design of new combustion systems, rapid and accurate models

are required to correctly describe the fuel auto-ignition chemistry together with

the complex structure of the diffusion flame due to the presence of different

fuel jets. Despite the different approaches developed over the years to reduce

the computational time [4, 5, 6, 7, 8], the use of direct-integration of detailed

chemistry still presents limitations in terms of number of species to be used (up

to 100), complexity of the flame structure and mesh size. A possible alterna-

tive for the reduction of CPU time can be represented by tabulated kinetics:

reaction rates and chemical composition are stored in a table according to a

specified mechanism and flame structure; then they are retrieved as function

of the state variables of the system [9, 10, 11, 12, 13]. The interest for using

tabulated kinetics in practical combustion problems was matter of recent in-

vestigations where different assumptions about flame structure were considered.

In [14], conventional Diesel combustion was simulated by well-mixed, presumed

pdf and representative interactive flamelet approaches both in constant volume

2
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experiments and in real engines. Results showed the importance of turbulence-

chemistry interaction for the correct prediction of heat release rate and soot

emissions. Moreover, speed-up factors around 5- were reported with respect to

the use of direct integration of chemical kinetics. In [15], a novel approach was

developed, to account for the effects of the scalar dissipation rate when unsteady

laminar flamelets are tabulated, and validated in both gas jet and spray flames

using RANS and LES. Using pre-tabulated or directly integrated reaction rates

in the table generation process was one of the main topics of investigation in [12]

where experimental validation was carried out using experiments of a lifted gas-

jet flame. Comparison between direct-integration and tabulation was performed

in [16] where results from representative interactive flamelet and presumed pdf

were compared in Diesel engine and constant-volume vessel simulations at differ-

ent operating conditions. Tabulated kinetics was also applied to SI combustion

and applied for prediction of flame propagation, pollutant emissions and knock

[17, 18, 19].

The objective of this work is the validation of combustion models based

on tabulated kinetics for the simulation of conventional and advanced combus-

tion modes in Diesel engines. In particular, the well-mixed model was selected

despite its limitations in the capability to reproduce the main details of the

flame structure in conventional Diesel combustion [20, 14] due to the lack of

turbulence-chemistry interaction. However, such approach is suitable for kinet-

ically controlled combustion modes (PCCI, HCCI, RCCI) which are currently

of high interest for compression ignition engines. Tabulated kinetics was also

employed for NOx prediction while soot emissions were estimated by means of

a two-equation, semi-empirical model [21]. The proposed set of models was im-

plemented in the Lib-ICE code, which is a set of libraries and applications for

the simulation of IC engines based on the OpenFOAM R©technology [22, 23, 14].

A consistent and general approach to model combustion with tabulated kinetics

has the potential to speed up the development of clean and more efficient IC en-

gines considering conventional or advanced combustion modes with both fossil

and renewable fuels. This aspect is of great importance in the current context

3
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of energy transition.

Three configurations were selected for the validation of the proposed method-

ology. In the first one, conventional Diesel combustion is simulated in a heavy-

duty engine at high load conditions considering different start of injection tim-

ings and EGR rates. PCCI combustion in a light duty engine is investigated

in the second configuration. The third configuration is focused on dual-fuel

combustion in a large-bore optical engine. For all cases, computed results of

in-cylinder pressure, heat release rate and pollutant emissions were compared

with experimental data. Moreover, the consistency of the combustion model

was verified by checking that, in any condition, the correct amount of energy

is released by the fuel. The experimental data used for the validation of the

proposed approach were provided by third parties in the context of academic

and industrial collaborations with the auhtors.

2. Combustion models

2.1. Chemistry table

Figure 1 summarizes the way chemistry is tabulated in the proposed ap-

proach. The user specifies a chemical mechanism and the thermo-chemical ini-

tial conditions in which calculations in a constant pressure homogeneous reactor

are performed:

• Mixture fraction Z;

• Ambient pressure p;

• Initial reactor temperature Tu;

• Residual gas fraction EGR;

On the basis of such quantities, initial chemical composition is computed

and reactor calculation is started. Tu can be initialized in two ways:

1. temperature is independent from Z;

4
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Figure 1: Generation of the chemistry table based on the homogeneous reactor assumption.

2. temperature is function of the mixture fraction Z in all the range 0-1

including the effect of fuel evaporation:

h(Z) = (1− Z) · h(TZ=0) + Z · h(TZ=1)− Z · hl(TZ=1) (1)

Tu(Z) = T (h(Z)); (2)

where hl is the heat of vaporization of the fuel.

Both approaches are thermodynamically rigorous, and, in both cases, all

possible expected thermochemical states of the system are covered, leading to

the same results when the corresponding tables are used within the CFD simu-

lations. Option 2 is probably more suitable for table discretization in diffusion

combustion problems because the user provides well known values of expected

oxidizer temperatures (TZ=0), fuel temperature and heat of evaporation.

5
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For any specified condition, the following equation is solved for all chemical

species:
dYi

dt
= ω̇i (T, p, Y1, ..., Yn) (3)

in which the reactor temperature T is directly computed from the corresponding

initial enthalpy value. After every time step two different operations are per-

formed: evaluation of the progress variable C and computation of the chemical

composition by means of the virtual species approach. Definition of the com-

bustion progress variable is not straightforward and it was widely discussed in

past works [9, 24, 25]. This aspect is even more complex in case of large hydro-

carbon fuel auto-ignition since it might take place either in one or two stages.

In this work, the definition proposed by Lehtiniemi et al. [25] was adopted, with

C being equal to the heat released by combustion, computed as the difference

between the current and the initial value of the reactor enthalpy of formation,

also known as h298:

C =
Ns
∑

i=1

h298,i · Yi (t)−
Ns
∑

i=1

h298,i · Yi (0) (4)

where Ns is the total number of chemical species used by the specified mech-

anism. The adopted definition for C uniquely characterizes each point in the

thermochemical state space and is appropriate for a transport equation. At

the end of each reactor calculation, progress variable reaction rates and chem-

ical composition are stored as function of the discrete values of the normalized

progress variable c, specified by the user:

c =
C − Cmin

Cmax − Cmin

(5)

where Cmin and Cmax are the minimum and maximum values of the progress

variable which are found at the initial conditions and after the auto-ignition

event. Cmin and Cmax are stored in the table as function of Z,Tu,p. From

the values of the time at which a specified ci was found, the progress variable

reaction rate is computed with the forward differencing scheme:

ċi =
ci+1 − ci
ti+1 − ti

(6)

6
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ċ is then multiplied by the term (Cmax−Cmin) in order to have the proper source

term Ċ in the progress variable transport equation. For any tabulated value of

the progress variable c, the chemical composition is also stored. However, to

avoid the storage of the entire set of species and keep an acceptable size of the

table, only seven species, named virtual, are tabulated and their mass fractions

are computed to preserve the main thermochemical properties of the full set

used in the detailed mechanism. Virtual species used in this work are N2, O2,

fuel, CO2, CO, H2O, H2 and their composition is computed for any c value as

follows:

σH =

Ns
∑

i=1

NH,i · xi =

Nv
∑

k=1

NH,k · xv,i (7)

σC =

Ns
∑

i=1

NC,i · xi =

Nv
∑

k=1

NC,k · xv,i (8)

σO =

Ns
∑

i=1

NO,i · xi =

Nv
∑

k=1

NC,k · xv,i (9)

σN =

Ns
∑

i=1

NN,i · xi =

Nv
∑

k=1

NN,k · xv,i (10)

h =

Ns
∑

i=1

Yi · hi (T ) =

Nv
∑

k=1

Yi,v · hi (T ) (11)

cp =

Ns
∑

i=1

Yi · cp,i (T ) =

Nv
∑

k=1

Yi,v · cp,k (T ) (12)

Nv
∑

k=1

Yi,v = 1.0 (13)

In Eqns. 7-12, σ is the total number of elements (C, H, O and N) in the

reactor; Ns is the total number of species used by the chemical mechanism;

Nv is the total number of virtual species; N is the total number of elements

(C, H, O and N) in each chemical species; x refers to mole fractions; Y refers

to mass fractions; h is the mass specific enthalpy; cp is the mass specific heat.

The virtual species approach was presented and validated by the authors in a

previous work [26]. Constant-volume and constant pressure reactor calculations

7
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performed in a wide range of conditions made possible to verify that cumulative

heat release, reactor temperature and pressure evolutions are consistent with the

cases where the full set of species is used. No unphysical results with negative

species were found.

The table also includes the mass fractions of chemical species which are of

interest for the user (Yo in Fig. 1), either for post-processing reason or because

they are relevant for the formation of the main pollutants and have to be used by

the related sub-models. The proposed approach for the tabulation of chemical

composition and reaction rates was designed to be flexible with respect to the

simulation of spray combustion process in IC engines, also considering operation

under advanced modes. Multi-component fuel mixtures are supported, with the

possibility to threat the different fuel species as homogeneously mixed with a

fixed composition or to account for their relative variation for a better prediction

of ignition delay when the engine operates under dual fuel combustion modes.

Inclusion of unburned fuel temperature allows to implicitly account for heat

transfer effects. Moreover, the use of virtual species is a better choice than

direct tabulation of enthalpy when spray evolution has to be modeled. Local cell

temperature is determined by a realistic tabulated composition and enthalpy,

which results from a transport equation where spray evaporation contribution

is included.

2.2. Tabulated well mixed model (TWM)

The operation of the tabulated well-mixed model is reported in Fig. 2. In

the CFD domain, transport equations for mixture fraction, enthalpy, unburned

gas temperature and progress variable are solved and then the table is accessed

with the local cell values. Interpolation of table values at the state of each cell

is performed by an inverse distance-weighted technique. The mixture fraction

equation includes the fuel evaporation:

∂ρZ

∂t
+∇(ρUZ)−∇ (µt∇Z) = ṠZ (14)
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The progress variable source term used in the C transport equation is derived

from Eq. 6:
∂ρC

∂t
+∇(ρUC)−∇

(

µt

Sct
∇C

)

= ρĊ (15)

Ċ = (Cmax − Cmin) · ċ (16)

To consistently access the table data, it is necessary to solve an additional

equation for the unburned gas enthalpy which is then used to estimate the

unburned gas temperature Tu which is one of the independent variables of the

table:
∂ρhu

∂t
+∇(ρUhu)−∇ (αt∇hu) = Q̇s +

ρ

ρu
·
Dp

Dt
(17)

where αt is the turbulent thermal diffusivity and ρu is the density of unburned

gases which is computed from cell pressure, chemical composition at C = 0 and

Tu. Q̇s is the term related to the evaporation of the spray, which has different

values in case the mixing line is used or not in the table generation process.

Figure 2: Operation of the tabulated well-mixed combustion model (TWM).

2.3. Dual Fuel Combustion

A simplified approach was developed to model dual-fuel combustion, where

ignition is supposed to be governed by local thermodynamic conditions and

progress variable diffusion. In this way, it is possible to use separate tables for

9



 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

any fuel without the need to use too complex mechanisms and avoiding very

large table sizes. Two equations are solved for the fuel mixture fractions Z1

and Z2 accounting for convection, diffusion and evaporation. If it is assumed

that the oxidizer is equally distributed between the two fuels, it is then possible

to access both tables with a global mixture fraction value. Progress variable

reaction rate and chemical composition are computed as the weighted average

of the corresponding values for the two tables as follows:

ω̇c =
Z1 · ω̇c,fuel1 + Z2 · ω̇c,fuel2

Z1 + Z2

(18)

Yi =
Z1 · Ẏi,fuel1 + Z2 · Ẏi,fuel2

Z1 + Z2

(19)

The proposed approach for dual-fuel combustion is probably suitable for the

so-called high pressure direct injection (HPDI) operation [27], where a small

amount of pilot diesel fuel is firstly injected in the end of the compression stroke

and then natural gas is directly injected. At some point during the time in-

terval between the two injections or early during the natural gas injection, the

diesel fuel auto-ignites, providing the ignition source to initiate the natural gas

combustion.

2.4. Pollutant emissions

2.4.1. NOx emissions

A tabulated approach for the prediction of NOx emissions was also developed

to estimate their concentration as result of both prompt and thermal formation

mechanisms. Suitable reactions describing the NOx kinetics should be included.

Homogeneous reactor calculations are performed until the NOx species, defined

as:

YNOx
= YNO + YNO2

+ YN2O + YN2O2
(20)

reaches the equilibrium value. This happens much later than the ignition, since

the time-scales of NOx formation are higher than those governing the fuel oxi-

dation: this aspect is shown, in terms of normalized values, in Fig. 3. Hence, the

10
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rate of NOx formation cannot be expressed only as function of the main ther-

modynamic conditions and progress variable as it is done for the composition

and the progress variable reaction rate.

Figure 3: Evolution of normalized progress variable and normalized NOx as function of time

for an auto-ignition event in a constant-pressure reactor.

A transport equation is solved for the YNOx
as follows:

∂ρ̄ỸNOx

∂t
+∇ ·

(

ρ̄ŨỸNOx

)

−∇ ·

(

µ̃t

Sct
∇ỸNOx

)

= ω̇NOx
(21)

ω̇NOx
should account for both NOx formation during the ignition process

(prompt) and afterwards (thermal). This is done by processing homogeneous

reactor calculations. At any time-step, the current value of YNOx
is evaluated

according to Eq. 20 and, at the end of any reactor calculation, the maximum

NOx value, Yeq,NOx
is evaluated and stored in the table as function of the initial

thermodynamic conditions (p, Tu, Z, EGR). From user-specified values of the

NOx progress variable cNOx
, is defined as:

cNOx
=

YNOx

Yeq,NOx

(22)

and the normalized reaction rate ċNOx
is evaluated as function of:

11
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1. the normalized combustion progress variable c:

ċNOx,1 =
cNOx

(ci+1)− cNOx
(ci)

t (ci+1)− t (ci)
(23)

where cNOx,i is the value of the NOx progress variable corresponding to

the normalized progress variable ci found at time ti;

2. the normalized NOx progress variable cNOx
:

ċNOx,2 =
cNOx,i+1 − cNOx,i

t (cNOx,i+1)− t (cNOx,i)
(24)

The source term of Eq. 21, ω̇NOx
, is then computed as:

ω̇NOx
= ρYeq,NOx

ċNOx,1 if c < c̄ (25)

ω̇NOx
= ρYeq,NOx

ċNOx,2 if c ≥ c̄ (26)

where c̄ is a threshold value which is set to 0.99. The sensitivity of the computed

NOx values from c̄ is low, provided that a sufficiently high value is selected

(c̄ > 0.5). The proposed approach makes possible to consistently distinguish

between prompt and thermal NOx formation.

2.4.2. Soot

Soot emissions were estimated by means of the semi-empirical model pro-

posed by Lindstedt and co-workers [21]: two transport equations for soot particle

number density Np and volume fraction fv are solved, with source terms related

to nucleation, coagulation, surface growth and oxidation processes as follows:

ω̇Np
= ω̇inc − ω̇coag (27)

ω̇fv = ω̇inc + ω̇grow − ω̇oxi,O2
− ω̇oxi,OH (28)

Inception and surface growth source terms (ω̇inc and ω̇grow, respectively) depend

linearly on the soot precursor concentration which is considered to be acetylene,

consistently with other papers in which the same model was successfully applied

to Diesel combustion [28]. As it has been experimentally observed, the reactivity

of the soot particles decreases in time; in this work, to be consistent with the

original study from Lindstedt [21], this aspect was accounted for by assuming the

12
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soot surface growth rate proportional to the square root of the specific surface

area, Ssoot. Coagulation of soot particles, ω̇coag, is modeled using the normal

square dependence [21]. Soot oxidation depends on O2 and OH concentrations,

following [21]. It is well known that the formation of soot is rather a slow

process compared to the other species involved in the combustion chemistry,

thus the fast chemistry assumption, solving fv and Np equations in the mixture

fraction space might be questionable when it is necessary to predict the effects

of mixture distribution, injection pressure and combustion chamber geometry

[29]. For this reason transport equations for the soot model are solved in the

CFD domain and source terms are computed on the basis of the local species

concentrations and thermodynamic conditions.

3. Experimental validation

3.1. Tabulation setup

Specific tables were generated for any of the oxidizer composition encoun-

tered in the simulated operating conditions. Due to the large range of tem-

perature and pressures encountered in IC engine simulations, all the tables use

500-1200 K and 20-200 bar as ranges of temperature and pressure, respectively.

Details about the discretization used for the table generation are reported in

Tab. 1.

Temperature [K] 500-1000 (step 25)

1000-1200 (step 50)

Equivalence ratio 0.4, 0.5, 0.6, 0.7, 0.75, 0.8

0.85, 0.9, 0.95, 1, 1.05, 1.1

1.15, 1.2, 1.25, 1.3, 1.35, 1.4

1.5, 1.6, 1.7, 1.8, 1.9, 2, 3

Pressure [bar] 20-200 (step 20)

Table 1: Chemistry table discretization used in the simulations carried out in this work.

13
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3.2. CFD simulation setup

The spray is modeled by using the Lagrangian approach, where pockets of

droplets with the same properties (parcels) are introduced into the computa-

tional domain and evolve according to the exchange of mass, momentum and

energy with the Eulerian gas phase. Additional sub-models are required to de-

scribe evaporation, breakup, drag, atomization, injection, collision, . . . . The

spray model setup adopted in this work is described and validated in [26]. In

particular, parcels are introduced into the computational domain with the same

nozzle diameter and both primary and secondary breakup are described by the

KHRT model [30]. The standard k − ε model was used for turbulence with

the so-called round jet correction in order to predict the penetration of the fuel

vapor jet. The sign convention used to report computed results considers TDC

to be the origin of the axis, hence negative angles refer to instants before the

top dead center.

3.3. Heavy Duty Engine

Conventional Diesel combustion was simulated for a single-cylinder engine

whose main data are reported in Tab. 2. The engine operates at constant load

and different levels of EGR are considered. Fuel is delivered in a single injection

event with a rail pressure of 1400 bar. During experiments, the cylinder pressure

was measured and data refers to the average of 100 cycles.

Figs. 4(a)-(b) report the computational mesh which was automatically gen-

erated by a python tool developed by the authors: the mesh represents 1/9th

of the combustion chamber and the spray oriented structure allows a good de-

scription of the fuel-air mixing process and reduces the grid dependency [16, 23].

Moreover, tangential refinement is used to increase the mesh resolution when

the fuel jets penetrates inside the piston bowl. The simulation starts at IVC

with a flow field imposed according to the measured intake port swirl number

and assuming a wheel-flow velocity profile. The number of mesh cells at IVC

are approximately 550000 which are then reduced to 80000 at TDC.
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Bore 128 mm

Stroke 144 mm

Compression ratio ∼16.5

Speed 1200 rpm

Load (bmep) 17.5 bar

Injection pressure 1400 bar

Number of injector holes 9

EGR 0, 13, 17, 20, 23%

Injected fuel mass ∼200 mg/cycle

Table 2: Main geometry data and operating condition of the simulated heavy duty engine.

Figure 4: Computational mesh of the single cylinder engine.

In this simulated configuration, the Diesel fuel is assumed to be a two-

component mixture composed by n-dodecane (84% by mass) and p-xylene (16%

by mass). Compared to neat n-dodecane, this binary mixture is more repre-

sentative of diesel fuel because it contains an alkyl-benzene which represents

an important chemical class present in diesel fuels. The corresponding lower

heating value (LHV) is 43.6 MJ/kg. The reduced kinetic mechanism from [31]

was employed for the table generation process which took approximately one
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hour on a 8-core machine equipped with Intel(R) Xeon(R) CPU E5-2630 v2

processors.

Figs. 5(a)-(b) compare the computed and experimental peak cylinder pres-

sure (pmax) and location (θpmax
). In Fig. 5, all the data were normalized with

respect to the maximum value encountered for the condition where no EGR

was used. The lack of turbulence-chemistry interaction is the reason why the

model always underestimates the peak pressure location and, at the same time,

overestimates the maximum cylinder pressure. The maximum error for pmax is

less than 3% while the maximum difference in terms of θpmax
is about 3 CAD

and was found for the 13% EGR condition. The capability of the proposed

methodology to predict the engine performance is illustrated in Fig. 6 where

computed and experimental gross indicated work (Wg,i) values are compared.

Despite a higher predicted in-cylinder pressure, simulations slightly underesti-

mate the values of Wg,i (maximum error is about 4.5%), but this discrepancy

is mainly related to the model prediction of wall heat transfer. Inclusion of

turbulence chemistry interaction is expected to improve the computed results:

reduction of local temperatures will probably provide a better agreeement both

in terms of maximum cylinder pressure, wall heat transfer and, consequently,

gross indicated work.

The model capability to estimate pollutant emissions is reported in Figs. 7 -

8. Reduction of NOx with increasing EGR rate is correctly predicted by the

proposed approach: Fig. 7 shows that computed values at EVO are very similar

to measured experimental data. Despite the rather good agreement, further

investigations are necessary to see how the NOx model performs in presence

of turbulence-chemistry interaction, where lower in-cylinder temperatures are

expected together with a better agreement with cylinder pressure. Increasing

the EGR rate reduces the amount of available in-cylinder oxygen with a negative

effect on CO and soot emissions. As shown in Fig. 8(a), the combustion model

correctly predicts the trend of CO emissions despite computed data overestimate

the experimental ones. A possible reason for such discrepancy can be related

to the predicted mixing process after the end of combustion. Introducing a
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Figure 5: Prediction of combustion phasing for conventional diesel combustion in the single-

cylinder heavy duty engine.
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Figure 6: Comparison between computed and experimental gross indicated work Wg,i for the

single-cylinder heavy-duty engine. Data were normalized by the maximum experimental value

of Wg,i achieved at 0% EGR.

boundary layer on the piston and cylinder head surfaces is expected to better

describe the in-cylinder flow field and entrainment of air resulting from flame

wall interaction and this will probably improve the prediction of CO. Predicted

soot trend is consistent with CO emissions: in Fig. 8(b) both experimental and

computed data were normalized with respect to their corresponding maximum

value. Simulations estimate a relative increase of soot emissions which is very

similar to experimental data.

When employed for engine simulation, any combustion model should be con-

sistent with respect to the energy balance. In presence of lean mixtures, like the

case of Diesel engines, all the fuel energy must be released during the combus-

tion process. Errors in energy conservation not related to air fuel mixing but to

the combustion model affects the simulation results making them not suitable

for engine design. To estimate the fuel lower heating value in the simulations,

the heat release rate was integrated from IVC to EVO and divided by the in-

jected fuel mass and Figs. 9(a)-(b) report a comparison between the computed

and experimental values. Until 17% EGR, the estimated lower heating value is
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Figure 7: Predicted NOx emissions for the single-cylinder, heavy duty engine. NO emissions

are normalized with respect to the maximum experimental value; computed and experimental

soot emissions are normalized with respect to their corresponding maximum value.

very close to the experimental value. Further increase of EGR combined with

underestimated mixing is the reason why at EGR values higher than 20% the

fuel LHV is underestimated with respect to the experimental value.

Computed results on conventional Diesel combustion demonstrate the pre-

dictive capability of the proposed approach in terms of engine performance and

pollutant emissions together with the its consistency with respect to the energy

balance. Fulfillment of such pre-requisites is very important for the simulation

of advanced combustion modes.

3.4. PCCI combustion

PCCI combustion was simulated in a four-cylinder, light duty engine with

a reduced compression ratio compared to the corresponding version operating

with conventional Diesel combustion. The main engine data and computational

mesh details of the combustion chamber are reported in Tab. 3 and Fig. 10.

Tab. 4 reports the three simulated opearting points. Different speeds and

loads were considered. To correctly reproduce the Diesel fuel auto-ignition, n-
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Figure 8: Predicted CO and soot emissions for the single-cylinder, heavy duty engine. CO

emissions are normalized with respect to the maximum experimental value; computed and

experimental soot emissions are normalized with respect to their corresponding maximum

value.
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Figure 9: Estimated fuel lower heating value from simulated operating conditions for the

single-cylinder, heavy-duty engine.

Figure 10: Computational mesh of PCCI piston bowl.

heptane was used as a fuel and reaction rates computed with the mechanism

presented in [32] (159 species) were tabulated. Compared to n-dodecane, the

cetane number of n-dodecane is more similar to the one of the Diesel fuel.

While such difference is not so important when simulating conventional diesel

combustion where the fuel is injected at relatively high temperatures and the

ignition delay is relatively low, under advanced combustion modes n-heptane

is the only fuel which can correctly estimate the instant at which diesel fuel

auto-ignites. The setup of the CFD simulations in terms of spray, turbulence

models and numerical methods is very similar to the one which was applied in

the Heavy-Duty engine simulations.

Details of the way PCCI combustion is predicted by the proposed com-

bustion model based on tabulated kinetics are reported in Fig. 11. Tempera-
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Bore 96 mm

Stroke 104 mm

Compression ratio ∼ 14

IVC -145 deg

EVO 110 deg

Swirl ratio 1.3

Number of injector holes 8

Nozzle hole diameter 140 µm

Injection pressure 1800 bar

Table 3: Main geometry data of the engine simulated in this work.

speed bmep cov

Name [rpm] [bar] imep λ EGR

1 PCCI1 2000 5 1.2 1% 40%

2 PCCI2 2000 7.5 1.2 1% 40%

3 PCCI3 3000 5 1.2 1% 40%

Table 4: Simulated operating points for the F1C engine under PCCI combustion mode.

ture/equivalence ratio (φ) maps are reported at different crank angles close to

the TDC for the PCCI1 operating point. Ignition starts on the rich side, with φ

values which are very close to 2. Afterwards, all the mixture inside the cylinder

is ignited. For the whole combustion process, in-cylinder local temperature and

equivalence ratio values are far from the conditions promoting the formation of

soot and NOx. Results qualitatively describe rather well the combustion under

PCCI condition and they agree with other investigations [2].

For the sake of completeness, Fig. 12 illustrates the evolution of the com-

bustion process inside the cylinder for the PCCI1 condition. Mixture fraction

field is reported on two different cut planes: both include the injector axis and

only one includes cylinder axis too. Contours of stoichiometric mixture fraction
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Figure 11: Evolution of the Temperature-equivalence ratio maps during the ignition process

for the PCCI1 operating condition.

are reported in white while the combustion process is reported using a temper-

ature contour (yellow) corresponding to 1800 K. Consistently with Fig. 11, it is

possible to see that ignition starts where mixture is rich. Afterwards, the flame

propagation is very fast and high temperatures are found in most of the CFD

domain at TDC.

Figs.13 - 15 report a comparison between computed and experimental cylin-
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Figure 12: Evolution of the fuel-air mixing and combustion process for the PCCI1 condition

around TDC. Contours of temperature reported in yellow. White contours reporting the

stoichiometric mixture fraction.

der pressure and apparent heat release traces for the simulated operating points.

The reported experimental pressure is the average over 100 cycles. All the

data were normalized with respect to the corresponding maximum experimen-

tal value. Since the n-heptane lower heating value is slightly higher than the

one of Diesel fuel, more energy is introduced for the same amount of injected

mass. This explains the reason why the peak cylinder pressure is overestimated

by the simulation and this aspect also affects the predicted value of the gross

indicated work. However, when looking at the apparent heat release profiles,

it is possible to see that the effect of engine load and speed on the combustion

process is correctly captured. Lower in-cylinder temperature and pressures at

bmep = 5 bar are the reasons for a well discernable two-stage ignition process

for the PCCI1 and PCCI3 conditions. A longer duration of the second stage
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ignition delay for the PCCI3 condition is due to the highest engine speed. In

the PCCI2 case, the increased engine load makes the ignition process faster.
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Figure 13: Computed vs experimental cylinder pressure and heat release rates for PCCI1

operating condition.
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Figure 14: Computed vs experimental cylinder pressure and heat release rates for PCCI2

operating condition.

The consistency of the results in terms of energy conservation was analyzed
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Figure 15: Computed vs experimental cylinder pressure and heat release rates for PCCI3

operating condition.

and, compared to the n-heptane LHV value, a maximum error in simulations

lower than 1% was found for any tested operating condition. This makes possi-

ble to apply the model also for the simulation of advanced combustion modes.

Fig. 16 reports a comparison between computed and experimental values of the

gross indicated work. The values overestimated values by the simulation are

related to the predicted cylinder pressure and to the pressure peak location.

Since the combustion process takes place almost at constant volume conditions,

small differences on predicted peak pressure and its location are responsible for

important variations of the gross indicated work. However, the effect of load

and speed is correctly predicted by the model in terms of relative variations.

Emissions of CO are reported in Fig. 17: results were normalized with respect

to the corresponding maximum values. Simulations underestimate CO by a

factor of 10, but the experimental trend is correctly captured. There can be

two different reasons for such underestimation. The first can be a too high

mixing rate during the injection process which can be related to the spray model

adopted or the setup of the k−εmodel. Another possibile reason is related to the

fact that chemical composition is computed assuming equilibrium conditions in
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Figure 16: Comparison between computed and experimental gross indicated work Wg,i for the

PCCI engine. Data were normalized by the maximum experimental value of Wg,i achieved at

the 7.5 bar bmep condition (PCCI2).

computational cells where combustion was completed (c = 1). Such assumption

is probably correct for lean air/fuel ratio values typical of Diesel engines, but

when going towards λ = 1, like in PCCI engines, it is probably necessary to

consider that CO oxidation is kinetically controlled [33] during the expansion

stroke. To overcome such limitation of the proposed combustion model, an

additional transport equation has to be solved for a sort of pseudo-CO mass

fraction with a source term deriving from combustion progress and destruction

term computed using a very reduced mechanism, like [34].

Fig. 18 reports a comparison between computed and experimental NOx emis-

sions. Effect of load and speed is correctly described by the model. Increase

of load affects in cylinder temperatures and for this reason NOx are higher for

PCCI2 condition compared to PCCI1. When engine speed raises from 2000 to

3000 rpm, there is a reduction of the time interval in which in-cylinder temper-

atures promotes the formation of NOx.
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Figure 17: Comparison between computed and experimental CO emissions. Data were nor-

malized with respect to the corresponding maximum value.
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Figure 18: Comparison between computed and experimental NO emissions. Data were nor-

malized with respect to the maximum experimental value.
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4. Conventional Diesel and Dual Fuel combustion in a large bore

engine

Conventional Diesel and dual fuel combustion were simulated in a two-stroke

optical engine for marine applications. The simulated operating conditions are

not representative of the real engine operation: start of injection times and

duration, injected fuel mass and natural gas/Diesel ratio were all adjusted to

conveniently perform detailed optical measurements of the combustion process.

Diesel and natural gas are delivered by two different injectors placed on the

cylinder liner. The engine bore and stroke values are 0.5 m and 2 m, respectively.

Two different load conditions were considered whose details are reported in

Tab. 5 for both conventional Diesel and dual fuel combustion. In the simulations,

Diesel fuel was assumed to be n-heptane while natural-gas was approximated

to be methane. The two look-up tables were generated using a 159 species

mechanism for n-heptane [32] and a 53 species [35] for methane. This last one

was extensively validated with experimental ignition delay and laminar flame

speed data.

Table 5: Geometry data and simulated operating conditions for the large bore engine.

Low Load High Load

Speed [rpm] 70 100

SOI Pure Diesel [CAD] 2 -2

minj/minj,high 0.85 1

SOI Diesel dual-fuel [CAD] -1 -1.5

SOI CNG dual-fuel[CAD] 1 0

Simulations with conventional Diesel combustion were carried out in a de-

forming grid with approximately 600000 cells. Diesel fuel is approximated to

be n-heptane in the gas phase while liquid properties are the same of the IDEA

fuel. For both the simulated conditions with conventional Diesel combustion,

Figs. 19-20 compare computed and experimental data of in-cylinder pressure
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and heat release rate. The TWM model predicts rather well the in-cylinder

pressure trace and its location. The lack of turbulence chemistry interaction is

probably the reason for an overestimation of heat release rate during the initial

ramp for the low load condition and the overprediction of in-cylinder pressure

at high load.
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Figure 19: Comparison between computed and experimental data of in-cylinder pressure and

heat release rate profile under conventional Diesel combustion mode for the low-load condition.

Data were normalized with respect to the maximum experimental value.

The consistency with respect to the energy balance is a fundamental prereq-

uisite to successfully apply CFD in combustion system design: for both these

conditions it was verified that the LHV estimated from cumulative heat release

is approximately 99.5% the one of n-heptane.

Dual fuel combustion conditions were then simulated. The computational

mesh employs the dynamic layering technique and the number of cells at TDC

is approximately 200000. The final part of the gas injector was included in

the computational domain, and gaseous fuel was introduced by imposing the

measured mass flow rate at the injector inlet. A schematic of the combustion

chamber layout is reported in Fig. 21 where it is possible to see that injectors

are close to each others.

The dual-fuel combustion process is illustrated in Fig. 22 for the Low-Load
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Figure 20: Comparison between computed and experimental data of in-cylinder pressure

and heat release rate profile under conventional Diesel combustion mode for the high-load

condition. Data were normalized with respect to the maximum experimental value.

Gas 

Injector

Diesel 

Injector

Figure 21: Schematic of the combustion chamber used for the simulation of the dual-fuel

combustion process.

case. Temperature distribution and diesel spray evolution are illustrated. At

0 CAD, the jet resulting from the diesel spray is already ignited. Natural gas

injection starts at 1 CAD and ignition takes place at 4 CAD, where it is pos-

sible to see a new large ignited volume. Auto-ignition is the origin of Diesel

combustion while natural gas is ignited by progress variable diffusion.

Figs. 23-24 compare computed and experimental values of in-cylinder pres-
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Figure 22: Temperature field (black: Tmin, white: Tmax) evolution during the dual fuel

combustion process for the low-load case. White points represents the Diesel spray.

sure and heat release rate. With reference to the computed heat release rate

profile for the low-load case, it is possible to see that combustion can be mainly

split in two phases characterized by ignition and combustion of Diesel and nat-

ural gas. For both the simulated operating conditions, computed in-cylinder

pressure and heat release rate traces agree rather well with experimental data.

The proposed model for dual-fuel combustion is suitable if two distinct jets

of diesel fuel and natural gas are directly injected in the cylinder where only the

oxidizer is present. In such conditions, combustion is mainly diffusive and auto-

ignition of the first injected fuel only depends on the local fuel-air equivalence

ratio. Preliminary investigations carried out by the authors and supported
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Figure 23: Comparison between computed and experimental data of in-cylinder pressure and

heat release rate profile under dual-fuel combustion mode for the low-load condition. Data

were normalized with respect to the maximum experimental value.

by experimental data suggest that if Diesel fuel is injected into a premixed

air/natural gas mixture, the use of two separated tables is not the correct option

since it will not allow to correctly account for the effect premixed natural gas

ratio on the ignition delay.Moreover, the premixed flame propagation arising

from Diesel fuel auto-ignition requires a suitable model since the well-mixed

approach cannot be applied for such conditions.

5. Conclusions

Objectives of this work were the development and validation of combustion

models based on tabulated kinetics to be applied to conventional and advanced

combustion modes in Diesel engines. The selection of the well-mixed model was

mainly due to the fact that it is more suitable for kinetically controlled combus-

tion where turbulence-chemistry interaction plays a minor role because mixing

is much faster than chemical kinetics. Three different test cases were selected
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Figure 24: Comparison between computed and experimental data of in-cylinder pressure and

heat release rate profile under dual-fuel combustion mode for the high-load condition. Data

were normalized with respect to the maximum experimental value.

for validation, for all of them the performance of the combustion model was

rather satisfactory. First, it is consistent with respect to the fuel energy balance

and this aspect represents a fundamental pre-requisite for its application for

design purposes. Then, combustion phasing and pollutant emission trends were

correctly predicted under both conventional and PCCI combustion conditions.

The main aspects of dual-fuel combustion where both fuels are directly injected

in the cylinder were also well described. The proposed model represents a good

basis for futher extensions including:

• the effects of two different fuels in a single table, to correctly predict dual-

fuel combustion, including RCCI;

• kinetically controlled CO oxidation, which is important for pollutant emis-

sion prediction in PCCI and RCCI engines;

• turbulence/chemistry interaction: the simulation of premixed dual-fuel
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combustion modes as well as conventional Diesel combustion requires a

correct description of the mixing effects on the flame structure to correctly

predict the flame stabilization process and the formation of soot emission.

The lookup table can be employed for the generation of diffusion flamelet

library [12] to account for mixing effects. An alternative possibility is to

use directly the look-up table to compute the reaction rates in transported

or multi-environment pdf combustion models.
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