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Abstract

Well-posedness is proved for the stochastic viscous Cahn—Hilliard equation with
homogeneous Neumann boundary conditions and Wiener multiplicative noise. The
double-well potential is allowed to have any growth at infinity (in particular, also
super-polynomial) provided that it is everywhere defined on the real line. A vanishing
viscosity argument is carried out and the convergence of the solutions to the ones of
the pure Cahn—Hilliard equation is shown. Some refined regularity results are also
deduced for both the viscous and the non-viscous case.
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1 Introduction

The deterministic Cahn—Hilliard equation was first proposed in [6] to describe the
spinodal decomposition phenomenon occurring during the phase separation in a binary
metallic alloy. In order to model the dynamics of viscous phase-transitions, Novik—
Cohen introduced in [56] the viscous regularization of the equation (see also [28,29]).

The pure and viscous Cahn—Hilliard equations can be written in a unified form as

oru—Aw =0, weehu—Au+pu)+nw)—g in(0,T)xD,
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where D is a smooth bounded domain in RY (N =2,3), T > 0is a fixed finite
time, A is the Laplace operator, g is a prescribed source term and ¢ is a nonnegative
parameter: the case ¢ = 0 corresponds to the pure case, while ¢ > 0 corresponds
to the viscous case. The unknowns of the equation are the order parameter # and
the chemical potential w. As usual, 8 is a maximal monotone operator and 7 is a
Lipschitz-continuous function on R, so that the term B8 + 7 can be interpreted as
the (sub)differential of a so-called double-well potential. This can be seen as a sum
E—i— 7, where Eis the convex part and 7 the concave perturbation: in this setting, we
have g = E)E and m = 7’. We refer to [14] for some concrete example of double-
well potentials. Usually, the equation is complemented with homogeneous Neumann
boundary conditions for both u and w, ensuring thus the conservation of the mean of
u on D (as it follows directly integrating the first equation), and a given initial datum:

opu = dhw =0 on(0,T) xaD, u(0) =up inD,

where n stands for the outward normal unit vector on 0 D.

In the last decades, the mathematical literature on deterministic Cahn—Hilliard equa-
tions has been widely developed. Existence of solutions, continuous dependence on
the data and regularity have been studied for example in [7-11,14,37] also under
refined frameworks such as the dynamic boundary conditions for u or w. Asymptotic
behaviour of the solutions have also been analyzed in [12,13,38]. More recently, some
existence and uniqueness have been obtained when the dependence of w on the vis-
cosity term is of nonlinear type: we mention in this direction the works [4,55,63].
Alongside the analysis of well-posedness for the equation, several results have also
been achieved in the context of optimal control problems: we point out for example
the contributions [15,18,19,44].

It is well-known, however, that the deterministic model fails in taking into account
the effects due to the random microscopic movements, which be of configurational,
vibrational, electronic and magnetic type (see for example [21]). In order to capture
the randomness of the phenomenon in the model, the most natural way is to add a
cylindrical Wiener process in the first equation (see [48]), and obtain a stochastic
partial differential equation in u. While the stochastic formulation of the problem is
straightforward for the pure Cahn-Hilliard equation, due to the viscosity term we
have to rearrange the system in a different way. To this end, note that if we formally
substitute the second equation in the first one, the system can be written as

0(u —eAu) — Aw =0, we—-Au+Bu)+nru)—g,

with Neumann boundary conditions for # and w. Consequently, the stochastic formu-
lation of the system is given by

du —eAu) — Awdt = B(t,u)dW, we—Au+pBu)+nu)—g,

where W is a cylindrical Wiener process on a certain Hilbert space U and B is a
suitable operator integrable with respect to W.
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The main motivation behind the mathematical analysis of stochastic Cahn—Hilliard
equations is to provide a theoretical starting point to study further models with stochas-
tic perturbations which are relevant in terms of applications. Among all, in the last
years there has been a growing interest in the study of phase field models for tumor
growth, for example, which aim at describing the evolution of a tumoral mass within
a healthy tissue according to several factors such as proliferation, apoptosis, nutri-
ent consumption, etc. Such models usually couple a Cahn-Hilliard equation for the
tumoral fraction with a reaction-diffusion equation for the nutrient: see for example
[23,35,42,43,57] for the model derivation and [16,17,20,32-34,36] (and the references
therein) for studies on well-posedness and optimal control. While in the deterministic
setting such models have received much attention, we are not aware of any contribu-
tion dealing also with possible stochastic perturbations. In particular, any mathematical
analysis of the stochastic counterpart would require first some solid well-posedness
and regularity results for the stochastic Cahn—Hilliard equation itself, which is cur-
rently not very developed in literature. In this direction, this paper provides a starting
point in terms of well-posedness and regularity for possible future studies of stochastic
models involving Cahn—Hilliard equations. A joint work with C. Orrieri and E. Rocca
on a stochastic version of a phase-field model for tumor growth is in preparation.

From the mathematical perspective, the stochastic Cahn—Hilliard has been studied
so far mainly in the pure case ¢ = 0. Existence, uniqueness and regularity have been
investigated in the works [22,24,27] for the stochastic pure Cahn-Hilliard equation
with a polynomial double-well potential, and in [25,39,62] for the pure case with a
possibly singular double-well potential. The reader can also refer to [1] for a study of a
stochastic Cahn-Hilliard equation with unbounded noise and [25,26,39] dealing with
stochastic Cahn—Hilliard equations with reflections. To the best of our knowledge,
the only available results dealing with the stochastic viscous Cahn—-Hilliard equation
seem to be [41,45]: here, the authors prove existence of mild solution and attractors
under the classical case of a polynomial double-well potential. Let us also mention,
for completeness, the contributions [3] dealing with a stochastic Allen-Cahn equation
with constraints, and [30,31] for a study of a diffuse interface model with termal
fluctuations.

The aim and novelty of this paper is to carry out a unifying and self-contained
mathematical analysis of the stochastic viscous Cahn—Hilliard system, under no growth
nor smoothness assumptions on the double-well potential. This is motivated by the
fact that, in applications to phase-transitions, degenerate potentials (possibly defined
on bounded domains) play an important role (see again [14]): consequently, from
the mathematical point of view, it is worth trying to give sense to the equation with
as less constraints as possible on the growth of 8. In this direction, our previous
contribution [62] analyzed the pure case with no growth restriction on the potential. A
corresponding analysis for the viscous case is not available yet, and is performed here.
More specifically, we prove well-posedness for the viscous equation under no growth
nor smoothness conditions on 8. The only requirement is that 8 is everywhere defined
on the real line: while this hypothesis is not needed in the deterministic theory, it seems
to be essential in the stochastic case. Nevertheless, any order of growth for g at infinity
(even super-exponential for example) is included in our treatment. The techniques that
we use are based on a generalized variational approach, which has been also employed
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in order to analyse singular semilinear equations (see [49,50,54]), divergence-form
equations (see [51-53,61]), Allen-Cahn equations with dynamic boundary conditions
(see [58]) and porous media equations (see [2]). The second main novelty of this paper
is that we prove the convergence of solutions to the viscous Cahn—-Hilliard equation to
the ones of the pure equation, as the viscosity coefficient goes to 0. Such a convergence
result is very relevant for many applications: indeed, the solutions to the viscous Cahn—
Hilliard equation are much more regular and easier to handle, hence the possibility of
approximating the (less regular) solutions to the pure equation can be used in practice
for example in regularity problems. As an direct application of the vanishing viscosity
limit, we prove some refined regularity results for the both the viscous and the pure
case.

We are thus interested in studying the stochastic viscous Cahn—Hilliard equation
with homogeneous Neumann boundary conditions in the following form:

du —eAu)(t) — Aw(t)dt = B(t,u(t))dW(®) in(0,T)x D, (1.1)
we—-Au+pu)+nrw)—g in(0,7T)xD, (1.2)

Opt = 0pw =0 in(0,T) x 3D, (1.3)

u(0) =ug inD. (1.4)

Let us briefly summarize the contents of the work. Section 2 contains the main
hypotheses of the paper and the statement of the main results: the well-posedness
of the system with both additive and multiplicative noise, the vanishing viscosity
limit and the regularity results. Section 3 deals with the proof of well-posedness. The
main idea is to start considering the problem with additive noise, where § and B are
regularized considering the Yosida approximation and an elliptic-type approximation
in space, respectively. This is solved using the classical variational approach in a
Hilbert triple, with a suitable dualization chosen ad hoc. Then uniform estimates on the
approximated solutions, both pathwise and in expectation, together with compactness
and monotonicity arguments, provide existence of solutions to the original problem. In
particular, a crucial point is to prove a generalized It6’s formula on a certain dual space,
from which a very natural continuous dependence on the initial datum follows. The
generalization to the case of multiplicative noise is carried out combining a Lipschitz-
type assumption on B and a fixed point argument, and using a classical patching
argument in time. In Sect. 4 we prove the asymptotic behaviour of the solutions as the
viscosity coefficient goes to 0. Again, this is carried out proving uniform estimates
independent of the parameter ¢, and the passage to the limit is performed through
monotonicity techniques. Finally, Sect. 5 contains the proof of the regularity results:
in the first one we show that additional requirements on the momentum of the data
yield, in the case of the classical double-well potential, additional space-time estimates
on the chemical potential and on the nonlinearity. The proof is based strongly on the
Sobolev embeddings theorems and a generalized 1t6’s formula for the problem. Finally,
in the second regularity result the main idea is that if the data of the problem are more
regular, then we are able to give appropriate sense to an [td-type formula (better said,
inequality) for the Ginzburg—Landau free-energy functional associated to the system.
Starting with the viscous case, we show further uniform estimates on the solutions
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yielding the desired regularity result. Furthermore, passing to the limit as ¢ N\ O in
the estimates which are independent of the viscosity parameter yields some refined
regularity properties also for the pure case thanks to the asymptotic result already
proved. As a main consequence, we are able to give sufficient conditions yielding
H?3-regularity in space for the solution.

2 General Setting and Main Results

Let D € RV (N = 2, 3) be a smooth bounded domain, 7 > 0 a fixed final time
and set Q := (0, T) x D. We shall work on an underlying filtered probability space
(2,7, (Z)ie0,11, P) satisfying the usual conditions, i.e. the filtration is saturated
and right-continuous. Moreover, U is a separable Hilbert space and W is a cylindrical
Wiener process on U.

Throughout the work, the spaces of Bochner-integrable functions shall be denoted
by the classical symbols L?(0, T; E) and L?(S2; E), where E can be an arbitrary
Banach space. The spaces of bounded linear operators and Hilbert-Schmidt opera-
tors are indicated by .Z(E, E») and FLLE,, En), respectively, where E and E; are
Hilbert spaces. Moreover, we shall denote duality pairings, scalar products and norms
in Banach and Hilbert spaces with the symbols (-, -), (-, -) and ||-||, respectively, spec-
ifying the space in consideration through a subscript. We shall also use the notation
a < b for any a,b > 0 to say that there exists C > 0 such that @ < Cb: when
C depends explicitly on a specific quantity we shall indicate it explicitly through a
subscript.

We shall use the following definitions:

H* (D) ifse[l,2),

H:=L*(D), V,:= .
{fve HS(D): ohv=0 ondD} ifs > 2.

In particular, V] < H densely, and we identify H with H* in the usual way, so that
V1, H, Vl*) is a Hilbert triplet. For every element v € Vl*, the mean of v on D is
denoted by vp = ﬁ (v, l)Vl, and we set

Vig:={veV:vp=0}, Hy ={ve H:vp=0}, Vio:=ViNH

for the subspaces of Vl*, H and V| formed of the null-mean elements. Let us recall also
that, thanks to the Poincaré-Wirtinger inequality and the classical elliptic regularity
results for the Laplace operator (see [46, Thm. 3.2]), two equivalent norms on V| and
V, are given by, respectively,

. 2 . 2 2
Ivlly :=y/lvpl> + IVVllg, veVr, vllz ==/ llvlig + 1AvliE . ve V.
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The Laplace operator with homogeneous Neumann boundary conditions is defined as
—A:V— V[, (=Av, @)y, :=/Vv~V<p, v,p € V].
D

We recall that, since ||-||; is equivalent to the usual norm in V7, the restriction of —A
to V1,0 is an isomorphism between V; o and Vl*o. In particular, it is well defined its
inverse

N: V{‘jo — V],(),

where for every v € V/, the element N'v € Vi is the unique solution with null
mean to the generalized Neumann problem

/VNU-V(p:(U,(p)Vl YVoeVi, Wuv)p=0.
D
It is clear that AV is an isomorphism between foo and V| o satisfying
(vi, Nva)y, = (v2, Nup)y, =/ VNvi-VNvy Yo, v e Vi,
D

Moreover, we also recall that an equivalent norm on V* is given by

Il = IVN @ = vp)l + vpl?, v e Vi,
and that for every n > 0 there exists C;, > 0 such that
ol < nlVolly +Cyllvll  Yoe V.
Finally, for every v € H Lo, T; Vf‘jo) we have

1d
(Brv(0), Nu(t))y, = > IIV./\/v(t)II%_I forae.r € (0, 7).

For any further detail, the reader can refer to [14, pp. 979-980].
We introduce the following space, for any p, g € [1, +00),

LP9(Q; L*(0, T; V)
= {v € LP(Q: L0, T: H)): Vv e LY(Q: LX(0, T: HN))} ,

and define the operator

R I —eA: Vi — V' fore >0,
T l1:H—>H fore =0.

@ Springer



Applied Mathematics & Optimization (2021) 84:487-533 493

The following hypotheses will be in order throughout the paper:
(H1) B : R — 2R is a maximal monotone graph, with 0 € £(0) and D(8) = R. This
implies in particular that g is the subdifferential of a continuous convex function
ﬂ R — [0, +00) such that ,3 (0) = 0. We shall also assume a symmetry-like
condition on ﬂ of the form

lim sup ﬂ < +o00,
[r|—400 B(=r)

which is trivially satisfied if 3is an even function for example. If we denote by

—

B! the convex conjugate of E, ie.

— —

B~1:R — [0,+00], B-L(r):=sup{sr — B(s)}, reR,
seR

then it is well-known that 38—! = B!, and the fact that 8 is everywhere defined

on R implies that 1 is superlinear at infinity, i.e.

BT,
lim ) = +00
[r|—+00 r

(H2) = : R — R is a Lipschitz-continuous function such that 7(0) = 0. We shall
denote the Lipschitz constant of 7 by C; and we define7 : R — Ras7w(r) :=
Jo 7(s)ds.

(H3) g: Q2 x[0,T] — H is progressively measurable and g € L2(2 x (0, T); H).

(H4) uy € LA, Zo,P; H), sug € L2(Q, Fo, P; V1) and B(a(uo)p) € L1(Q) for
all @ > 0. Note that the last requirement on u can be reformulated by saying
that the mean of ug on D must belong to the small Orlicz space generated by
,B\ on 2: the formulation with an arbitrary positive parameter « is crucial since
the potential B\is allowed to be super-homogeneous as well. Such assumption
is not restrictive and is satisfied for example when (o) p is non-random. If Eis
a polynomial, then the last requirement amounts to saying that (uo) p has finite
moment of a certain order.

We are now ready to give the definition of strong solution for the problem. Fix
& > 0: recall that we want to study the problem

du —eAu) — Awdt = Bw)dW, we—-Au+pBu)+nu)—
with homogeneous Neumann conditions on # and w. In order to understand what a
reasonable weak formulation of the problem can be, we argue formally in the first

place. Assume that (u, &) is a sufficiently regular solution to our problem: this means
that

u—sAu—/ Aw(s)ds =ug — eAug+ B(u) - W,
0
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w=—-Au+&+nu)—g, §ep).

A weak formulation of the problem can be obtained multiplying by a suitable test
function ¢ and integrating by parts on D. In particular, taking into account the boundary
conditions of # and w, we see that if d,¢0 = 0, then

/ugo+e/Vu~V<p—// w(s)Agpds
D D 0JD

=/ uo<ﬂ+8/ VMO'Vfﬂ-i-/(B(M)'W)(P-
D D D

Due to the singularity of 8, we cannot expect & (hence also w) to be H-valued, but
only L' (D)-valued. Consequently, the choice of the space of test functions should also
guarantee at least that Agp € L°° (D). For example, we can take ¢ € V4, which ensures
both that d,¢ = 0 and, thanks to the Sobolev embeddings, that A¢p € H*(D) —
L°°(D). Let us now state the definition of strong solution for the problem in a rigorous
way.

Definition 2.1 (Strong solution) Let ¢ > 0. A strong solution to (1.1)—(1.4) is a triplet
(u, w, ), where u is an H-valued predictable process, w is a L' (D)-valued adapted
process and £ is a L' (D)-valued predictable process, such that

ue L2(S2; CO[0, T1; Vi) N L2 L0, T; H)) N L*(2; L*(0, T; V2)),
cu e L*(; C°([0, T1; H)) N L*(2; L°(0, T; V1)),
w, £ € L'(Qx(0,T) x D),
B + B (&) e L@ x (0,T) x D),
EepBu) ae.inQx(0,T)x D,
w=—-Au+&+n(u)—g

and, for every ¢ € [0, T'], P-almost surely,

t
/u(t)<p+8/ Vu(t)~V(p—// w(s)Apds
D D 0JD

t
=/ uo(ﬂ—i-é“/ Vuo~Vgp+</ B(s,u(s))dW(s),(p> VoeVy.
D D 0 Vi

We collect now the main results of the paper. The first two results deal with the
well-posedness of the problem in the case of additive and multiplicative noise. We
prefer to separate the two cases since with additive noise the stochastic integrand is
allowed to be more general, while with multiplicative noise it is forced to take values
in the space of mean-null elements (see also Remark 2.3). The pure and viscous cases
are analyzed simultaneously by considering ¢ > 0.
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Theorem 2.2 (Well-posedness, additive noise) Let ¢ > 0, (ug, g) satisfy (H1)—(H4)
and

B e L2(§2 x (0, T); XZ(U, H)) progressively measurable , 2.1
E(a(B “W)p) e L' x (0,T)) Va=>0. 2.2)

Then the problem (1.1)—(1.4) admits a strong solution. Furthermore, for every p €
[1, 2] there exists a constant K > 0, independent of ¢, such that if (u(l), g1, B1) and
(u%, g2, B) satisfy (HI)—(H4), (2.1)~(2.2) and

up)p + (B1- W)p = (ug)p + (B2- W)p (2.3)

then, for any respective strong solutions (u1, wi, &1) and (u>, wa, &) to (1.1)—(1.4),

P P2y — P
”ul MZHLP(Q;CO([O,T];VI*)) + & ”ul uz”L”(Q;CO([O,T];H))
P
+ ”V(I/tl - u2) ”LP(Q;LZ(O,T;H))
1 2of” P
< _ —
<K ( U uo‘ Lo v) + 1lg1 gz”LP(Q;Lz(O,T;Vl*))
_ P
+1B1 32”Lp(sz;Lzm,T;zZ(tf,vl*»)) '

Inparticular, (2.3) is true if By and B, take values in £*(U, ijo) and (u(l))D = (u%)D.

Remark 2.3 Note that the assumptions (2.1)—(2.2) allow the operator B to take values
in the larger space .Z>(U, H). This is a generalization with respect to the classical
results dealing with the stochastic Cahn—Hilliard equation, which usually require that
B takes values in .Z%(U, Hp) instead: see for example [24,62]. This is usually done in
order to ensure the conservation of the mean of « in the system: in this work, we show
however that in case of additive noise this is not necessary, provided that a suitable
control on the E—moment of (B - W)p holds. Of course, if B is .£%(U, Hy)-valued,
hypothesis (2.2) is clearly satisfied. Furthermore, note that if Eis controlled by a
polynomial of order p, then by homogeneity it is not restrictive to consider only the
case a = 1, and it is readily seen that (2.2) is true if

B - W”CU([O,T];VI*) € LP(Q),

which can be easily checked in turn through the Jensen and Burkholder—Davis—Gundy
inequalities for example.

Theorem 2.4 (Well-posedness, multiplicative noise) Let ¢ > 0 and (ug, g) satisfy
(HD)—(H4). Letalso B : @ x [0, T1x Vi — £>(U, Hy) be progressively measurable,
and assume that there exists a constant Ng > 0 and an adapted process f € L'(2 x
(0, T)) such that, for every (o, t) € Q x [0, T],

I1B(@.1,v1) = B@. 1. v2) %2 vy < Npllu —vlfe Yorv e Vo, 24)

(Uavl*) -
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1B@, 1, 0%y gy < fl@,0) + Np vy, VveVi. (2.5)

Then the problem (1.1)—(1.4) admits a strong solution. Furthermore, for every p €
[1, 2] there exists a constant K > 0, independent of €, such that if (u(l), g1) and (u%, g2)
satisfy (HI1)—-(H4) and

(o) = WQ)p (2.6)
then, for any respective strong solutions (uy, wi, &1) and (uz, wa, &) to (1.1)—(1.4),

2
lluq + &P/ |luy

p p
~ 2l coqo.mivey ~ w2l 00001y

+ ||V(M1 - uz)“il’(Q;Lz(O,T;H))

1 2||? p
< — —
= K (HMO MO‘ L]’(Q;Vl*) + ||gl g2||Lp(Q;L2(0’T;V]*))> .

Remark 2.5 Letus mention that the well-posedness result implies that the solution map
associating the data (uq, g) to the (unique) solution component # can be extended to
the spaces

L2(Q2:; Vi) x LA x (0, T); Vi) — L*(€; C°([0, TT; Vi) N L3R x (0, T); V1),

so that one could possibly define an even weaker concept of solution by performing
classical density arguments. This basically corresponds to considering the evolution
system exclusively on the dual space V*, with no further regularity a priori.

The next two results concern the vanishing viscosity limit of the problem as ¢ N\ 0,
in the case of both additive and multiplicative noise. In particular, we prove that any
strong solution to the viscous problem converges in suitable topologies to a strong
solution of the pure equation as the viscosity coefficient & goes to 0.

Theorem 2.6 (Asymptotics as ¢ N\ 0, additive noise) Assume (H1)—(H3), and let ug €

L*(Q, %y, P; H)and B € L>(Q2 x (0, T); £*(U, H)) be progressively measurable.
Suppose also that

(oe)e=0 C L*(Q, F0,P; Vi), (8e)e C LX(Qx (0, T); H),
(Bg)e>0 C L2(Q x (0, T); fz(U, H)) progressively measurable

are such that

Upe —> Uy Iin LZ(Q; H), (81/2u05)8>0 is bounded in L2(Q; vV, @.7)

(el/zuog(a)))E is bounded in V| for P —a.e. w € Q, 2.8)
g — g inL*(Qx (0,.7); H), (2.9)
B. —> B inL*(Q x (0, T); L*(U, H)), (2.10)
(oe)p + (Be - W)p = (uo)p +(B-W)p Ve >0. (2.11)
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For any ¢ > 0, let (ue, we, &) be any strong solutions to problem (1.1)—(1.4) with
data (uoe, ge, Be). Then there exists a strong solution (u, w, &) to (1.1)-(1.4) with
data (ug, g, B) in the case ¢ = 0 such that, as ¢ \( 0:

ue — u in LP(Q; Lz(O, T: V1)) Ypell,2),
ue—u in L2 L20, T: V2)),  us —u in L, T; L2(Q; H)),
cug — 0 in L2(Q; L0, T; V1)),
we—w in LN(Q x (0,T) x D), &—¢& inL'(Q2x (0,T)x D).

Theorem 2.7 (Asymptotics as ¢ \ 0, multiplicative noise) Assume (HI)—(H3) and
let ug € LZ(SZ, Fo,P;H)yand B : Q@ x [0, T] x Vi — fz(U, Hy) progressively
measurable satisfying (2.4)—(2.5) (with the choice ¢ = 0). Let also (uoe)e>0 and
(g¢)e=0 satisfy conditions (2.7)—(2.9) and

(woe)p = (wo)p Ve >0. (2.12)

For any ¢ > 0, let (us, we, &) be any strong solutions to problem (1.1)—(1.4) with
multiplicative noise B and data (1o, g:). Then there exists a strong solution (u, w, &)
to (1.1)—(1.4) with multiplicative noise B and data (ug, g) in the case € = 0 such that,
as € \( 0, the convergences of Theorem 2.6 hold.

Remark 2.8 Letus comment on the compatibility assumptions (2.11) and (2.12), which
require the approximating families (u¢.), and (B;), to preserve the mean. Note that
this is trivially satisfied for example in the classical case of elliptic-type approximations
of the data: for instance, the choices uq; := (I — eA) 'ug and B, := (I —¢A)"'B
easily fulfil the assumptions above.

The last results of this paper concern the regularity of the system. In the first
regularity result that we present, we show how additional requirements on the moments
of the data (ug, g, B) improve the corresponding regularity of the solutions in the
classical case of a polynomial double-well potential of degree 4. This yields, in the
viscous case, some L2-estimates (in space and time) on w and on &.

Theorem 2.9 (Regularity I) Let ¢ > 0, p > 2. Assume (HI)~(H4), (2.1)~(2.2) and

uo € LP(Q HY, eug € LP(2: V), (2.13)
g€ LP(: L*0,T; H)), BelLP(2L*0,T; LU, H)), (2.14)

Then the unique strong solution (u, w, &) to (1.1)—(1.4) also satisfies
ueLP(Q; L0, T; H)NLP(Q; L2(0, T; V), su e LP(Q; L0, T; V1)).

Furthermore, in the case ¢ > 0 and p > 3, if also
B :R — R issingle-valued , IR>0: |B(x)|<R (1 + |x|3) Vx eR,
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then
ew e LP3(Q; L*0,T; H)), & e LP3(; L0, T; H));

if also

loc

BeW ®®), 3JR>0: f(x)<R (1 + |x|2) forae x R,
then
ek € LP3(Q; L*(0,T; V).

We are now ready to present the second regularity result. Note that in the Defi-
nition 2.1 of strong solution the component w of the chemical potential is only L'
globally. However, this forces to have a variational formulation of the problem where
all the spatial derivatives are shifted on the test function, whereas the most natural and
classical formulation in the context of Cahn—Hilliard equations involves the gradient of
the chemical potential w. Such a formulation is much more natural and effective both
in terms of applications and from a mathematical point of view: indeed, it provides
better estimates on the solutions, which are used in turn in a wide variety of concrete
situations, such as, among all, optimal control problems. The possibility of writing a
more natural variational formulation of the system, hence to give sense in a suitable
way to Vw, is strictly connected to the possibility of writing a Itd-type formula, or,
better said, inequality, to the so-called free-energy functional of the system, defined
as

1 , [ _
E(u) :=§/D|Vu| —}—/Dﬂ(u)—i—/Dn(u).

In order to achieve so, further assumptions on the data are needed. We collect such a
regularity result here.

Theorem 2.10 (Regularity II) Let ¢ > 0, ¢ > 2. Assume (HI1)—(H4), (2.1)—~(2.2) and

B:R — R issingle-valued, e W,P®R), (2.15)
IR>0: B(x)<R(1+B(x) VxeR, (2.16)
g€ L1(Q L%(0,T; V1)), (2.17)
uo € LYQ, Fo.P; Vi),  Bluo) € L1URQ, Fo,P; LY(D)), (2.18)
R:'B e L9(Q; L2(0,T; L*(U, V1)), B e LY L®0,T; LU, V).
(2.19)

Assume also one condition between (2.20)—(2.21) and one between (2.22)—(2.23),
where

B e L®(Qx (0,T); L%, V})), (2.20)
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B e L9(Q2; L*(0,T; fz(U, Vl’fo))), (2.21)
and

IR =0- ﬁ’(x)SR(1+|x|2) forae x eR, (2.22)
R;'B € L®(Q2x (0,T); L*(U, H)) + L4(0, T; L(2 L*(U, Vo)) .

{EIR >0: () <R(1+Bx) foraexeR, (2.23)

35> Y. RI'BeLI0,T; L¥(Q; AU, V).

Then the unique strong solution (u, w, &) to (1.1)—(1.4) satisfies

u € LI(Q; CO[0, TT; H)) N LY(S2; L0, T; Vi) N LI (2 L*(0, T; V2)),
R:'w e LY24(Q; L2(0,T; V1)), eAR'we L9(Q; L*0,T; H)),

£ e LY%(Q; L*(0, T; H)) N LY*(Q; L®(0, T; L'(D))),

Bluy e LI2(Q; L0, T; L'(D)),  B1(6) € L'(2x (0,T) x D),

and the following variational formulation of (1.1)—(1.4) holds:

/u(t)<p+e[ W(z)-w+/ VR 'w(r) - VR.p
D D

t

t
:[u0¢7+8/ meV(p—i—f (/ B(s)dW(s))(p YoeVs,
D D p \Jo

/w(r)«pzf w(r>~w+/ s<r>¢+/ ﬂ(u(t))w—/ sp Voev,
D D D D D

for every t € [0, T] and almost every t € (0, T), respectively, P-almost surely. Fur-
thermore if (2.22) is in order and q > 3, it also holds that

£ e Lq/2>q/3(gz; LZ(O, T;V1)).
Ifalso € = 0 we have
ue L13(Q; L20,T; V3)).

Remark 2.11 Let us stress that the regularity result obtained here allows to give a nat-
ural variational formulation to the problem which is more usable in practice in the
context of Cahn—Hilliard-related problem (for example, optimal control problems).
The variety of assumptions provided on § and B allow also to obtain such regularity
properties also in the degenerate cases where B has not null-mean and 8 is not nec-
essarily a polynomial function. We point out that the hypotheses on the operator B
are satisfied, for example, when B is independent of @ and ¢, and takes values in the
smoother spaces of the form L2, V,) for a suitable 5. More specifically, the choice
between (2.20)—(2.21) is motivated by the wish of giving an appropriate regularity
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result also in the more difficult case where B is not necessarily of null mean. On
the other side, in (2.22)—(2.23) we are distinguishing between the possibly different
growth of B: the first case is the classical one corresponding to a polynomial double-
well potential of degree 4, while in the second we only require 8’ to be controlled by
B\, allowing thus also first-order exponential growth for example.

Finally, the combination of Theorems 2.9-2.10 yields as a direct consequence some
refined regularity results for the solutions.

Corollary 2.12 (Further regularity) Let ¢ = 0 and p, q > 3. Assume the hypotheses
(HI)-(H4), (2.1)-(2.2), (2.15)—(2.19), (2.22), (2.13)—(2.14) and one condition between
(2.20)—(2.21). Then the unique strong solution (u, w, &) to (1.1)—(1.4) satisfies

we LMY (9 CO0, T1: H) 0 2O, T; V) ) N L9(Q: L0, T; V1)

NL(Q; L*(0, T; V3)) ,
w e LI249(Q; L*(0, T; V1)),
£ e LY293(Q; L2(0, T; Vi) N LY2(Q; L0, T; L' (D)),
B e LI2(Q: L¥0.T: L' (D). p~1() € L'(@x (0.T) x D).

3 Well-Posedness

This section is devoted to the proof of well-posedness in the viscous case ¢ > 0 (the
pure case ¢ = 0 has been studied in [62]).

We shall consider first the additive noise case, i.e. when B is a fz(U , H)-valued
progressively measurable process such that

B e L*(Q x (0,T); £*(U, H)).

The idea to prove existence of solutions is to use a double approximation on the data of
the problem: the first one consists is smoothing the coefficient B is a suitable way, and
the second is the natural Yosida approximation on the nonlinearity. In order to avoid
heavy notations, we proceed in the following way: we assume a further regularity on
B is a first step, namely that

B e L*(Q x (0, T); £*(U, Vy)) (3.1

and we prove well-posedness regularizing the nonlinearity g through its Yosida
approximation. Finally, we remove the additional assumption (3.1) using a second
approximation of elliptic type on the noise.
The generalization to multiplicative noise is carried out at the end of the section.
Let us work now under the additional assumption (3.1) and ¢ > 0 fixed.
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3.1 The Approximation

For any positive A, we denote by 8, : R — R and B\A : R — [0, +00) the Yosida
approximation of 8 and the Moreau—Yosida regularization of S, respectively. The
approximated problem is the following:

d(us, — eAus)(t) — Aw; (t)dt = B(t)dW(t) in(0,T)x D, (3.2)
w), = —Auy + B(up) +7(wy) —g in(0,7) x D, (3.3)

dnur =0, dqw, =0 in(0,T)xdD, (3.4)

u(0) =uy inD. (3.5)

Bearing in mind Definition 2.1, a strong solution to the approximated problem is a
couple (u, wy), where u;,_is a V1-valued adapted process, w, is an H-valued adapted
process, such that

uy, € L*(; ([0, T1; Vi) N L*(Q; L*(0, T; V),
wi = —Auy + Bu(un) + ) — g € LA L2(0, T; H))

and satisfying, for every ¢ € [0, T'], P-almost surely,

1
/MA(IMH—S/ V”A(I)‘V(P_// wi(s)Apds
D D 0Jp

t
=/u0¢+8/ Vuo-V<p+/ </ B(s)dW(s))go YoeV,.
D D D \Jo

It is natural introduce the V;-bilinear form

(v1, v2)1,e 1= vy (V1 — Av1, V2)y, =/

v1v2+s/Vv1~Vv2, vy, v € Vp,
D D

and to define the operator A; : Q x [0, T] x V2 — Vj as

@ 0. = [ suse- [ pwse- [ zwse+ [ swnse,
D D D D
(w,t) e 2 x[0,T], v,pe V.

Setting also B, := (I — eA) 1B, itis readily seen that the variational formulation of
the approximated problem can be rewritten as

t

t
(1), @16 +/0 vy (AL(s, 1 (5)), @)y, ds = (uo, 9)1.e + </O BE(S)dW(S),w)

l,e

for every ¢ € V>.
We shall need some properties of A, collected in the following lemma.

@ Springer



502 Applied Mathematics & Optimization (2021) 84:487-533

Lemma 3.1 Forevery A > 0, the operator A; : Qx[0, T]1x Vo — Vj'is progressively
measurable and satisfies the following conditions:

e hemicontinuity: the map r +— vy (Ar(@, t,v1 +1v2), @)y,, r € R, is continuous
forevery (w,t) € 2 x [0, T] and vy, va, ¢ € Vy;
e weak monotonicity: there exists ¢ > 0 such that, for every (w,t) € Q2 x [0, T],

2
vi (Ao, 1, 01) = (@, 1,v2), v1 —v2)y, = —clloi — w2l Yu, v € Vo

e weak coercivity: there exist cy, c’l > 0and an adapted process f1 € LI(QX(O, T))
such that, for every (w,t) € Q2 x [0, T],

2 ’ 2 .
v (A, 1, 0), v)y, = crllvlly, =) lvlly — filw, 1) Vv e Vy;

e weak boundedness: there exists ¢co > 0 and an adapted process f» € L'(Q x
(0, T)) such that, for every (w,t) € Q x [0, T],

A (@, 1. V)3 < 2 lIvllY, + falw.1)  Yve V.

Proof We refer to [62, Lemma 3.1]: the proof is based on the fact that V| — H and
the Lipschitz continuity of §; and 7. O

We can prove now existence and uniqueness of an approximate solution (u;, w;,).

Proposition 3.2 In the current setting, there exists a unique pair (u,, wy) with

uy, € L*(; ([0, T1; Vi) N L*(Q; L*(0, T; Vo)),
wy 1= —Auy + Br(up) + 7w (uy) — g € LA L0, T; H)),

such that, for every t € [0, T], P-almost surely,

t t
(ux(r),wn,e—fOwax(smwds:(uo,<p>1,a+<fo B(s)dW<s),<p> Yo e

\41

Proof Since (-, )1 ¢ defines an equivalent scalar product on V;, we can identify the
Hilbert space V; with its dual V;* through the isomorphism / — £ A. Secondly, since
V2 < Vj continuously and densely, then V" is canonically embedded in V' through
the dualization given by I — ¢ A, namely

Vo e V| —— V¥ — Vf,
I—¢cA ! 2

where all inclusions are continuous and dense. This means that every v € Vj belongs
also to V" and the duality is given by

vi(v, @y, =W, 91 Ve eVa.

@ Springer



Applied Mathematics & Optimization (2021) 84:487-533 503

Working on the Hilbert triplet (V>, V1, V2*) with this given dualization of Vi, thanks to
Lemma 3.1, the facts that the norm ||-|; . is equivalent to ||-||y, and Vi < H contin-
uously, the operator A, continues to satisfy the usual hypotheses of hemicontinuity,
monotonicity, coercivity and boundedness also on the Hilbert triple (V3, Vi, Vz* ) with
the dualization given by I — ¢ A. Hence, the thesis follows by the classical variational
theory (see [47,59,60]). |

Remark 3.3 Since we have stated in the introduction that H is identified to its dual
in the canonical way, we want to spend a few words on the dualization introduced in
the proof of Proposition 3.2, as this may cause some confusion. The dualization of V
given by I — e A is confined only to the proof of the Proposition 3.2 as a tool in order to
obtain directly the required regularity on the approximated solutions avoiding further
technicalities as finite-dimensional approximations. Throughout the rest of the paper,
we shall use the dualization on H introduced in the introduction.

Let us stress that the definition of the operator A> : Q x [0, T] x Vo — VJ given
above is independent on the specific dualization chosen on H rather that on V;. What
actually depends on the particular “pivot” space in the following fact: if we identify
H to its dual in the usual way, then A, is the weak realization of the (random and
time-dependent) unbounded operator A f on H given by

Af(w, t,v) ;= —=A(=Av+ B, (v) + 1 (v) — g(w, 1)), (w, 1) e 2 x[0,T],
ve DAY (w,1,) :=veW:
—Av+ B (v) + 7 (v) — glw, 1) € Va},

whereas if we identify V| with its dual through I —e A, then A, is the weak formulation
of the unbounded operator A)‘g on V| defined as

Axg(a), 1,v) = —eAN) N (=A(=Av + Br(v) + 7 (v) — g(w, 1)),
(.1) € 2 x[0,T],
ve DA (w,1,)):={veVr:
—Av+ B(v) +7(v) — glw, 1) € V1 }.

Indeed, in the former case this follows immediately by integration by parts. In the
latter case, for every (w, 1) € 2 x [0, T], v € D(A)‘g (w,t,-)) and ¢ € V>, we have

AX; (w, t,v) € Vi: hence, recalling that V; < V' through the dualization given by
I —¢eA,

plalt@e), = (al@.e) =y -enaiio. o)

l,e Vi
vi(=A(=Av + £ (v) + 1 (v) — g(w, 1)), )y,

—/;) (=Av+ B(v) + (V) — g(w, 1)) Ag

VZ* <A)»(wv t, U), (p>V2 )
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so that A X + extends continuously to the weak operator Aj;.

In a formal way, but perhaps more explicative, when we choose the dualization on V
we are applying the operator (I —&A)~! to the approximated equation (3.2), in order
to shift the evolution from V* to V;: this explains why the stochastic integrand on the
right-hand side is (I — e A)~!' B. In other words, if we use the dualization on H then
the approximated equation formally reads

d(uy, — eAuy) + A ;) dr = Bdw
while if we use the dualization on V(with scalar product (-, -)1 ) it formally reads
duy, + A) () dt = B dW .
As we have already pointed out, the dualization on V] through I — ¢A is confined

only the proof of Proposition 3.2, and we shall keep the dualization on H from now
on.

3.2 Pathwise Estimates

In this section we prove pathwise estimates on the approximated solutions, indepen-
dently of the parameter 1. The term “pathwise” refers here to the fact that w is fixed
in a suitable set of probability 1 in 2. First of all, we can rewrite the approximated
equation as

O R:(up —Be - W)+ A (C,u;) =0 inVy, aein(0,7), P-as. (3.6)

First of all, testing (3.6) by ¢ = o since the operator R;l = (I —eA)~! preserves
the mean we infer that

(ur())p =m(1t) := (uo)p +(B-Wt)p Vtel0,T],

where m € L%(2; CO([0, T])) thanks to the properties of the stochastic integral.
Similarly,

(up, — Be - W)p = (up, — B-W)p = (uo)p,

so that we can define m, := (ug)p + B. - W € L2(Q; CO([O, T1; V1)). Taking
these remarks into account, thanks to the assumptions (H4) and (3.1) on ug and B,
respectively, there is Q" € .Z (independent of both A and &, and depending only on
the initial data) with P(€2") = 1 such that, for every w € @/,

uo(w) € Vi, E(auo(a))) <400 Va >0,
B-W(w) e CO0, T1; Va) = L®(Q),
m(w) € 20, T,  me(w) € C°(I0, T1; V1) .
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Let us fix now @ € Q': in the sequel, we do not write the dependence on w explicitely.
We shall need the following lemma.

Lemma 3.4 The operator
¢ Vi > Vi, () :=NR'(w—vp)., veVS,

is linear, symmetric, monotone and continuous. Moreover, we have ¢ = DD, in the
sense of Fréchet, where ®, : Vl* — [0, 4+00) is defined as

1 e
O, (v) = 5[ |VNR8_1(U—UD)|2+§/ IR-'(v—wp)*, veVy.
D D

Proof The map ¢, is well defined by definition of A\, and is trivially continuous and
linear: hence, we only have to check monotonicity. For every v € V¥, by definition of
N and R;! we have

(v, Pe(V))y, = <U — Up, NRS_I(U — vD)>

1

= <R5_l(v —vp), NR (v - vD)>v1

n <(v —p) = R W —vp). NRT (v — vD)>
Vi

= (~ANR @ = up), N RS 0 = up)

Vi
+ <—8AR;‘(U —vp) NR (v — uD))V1

= / VAR (v —vp)|* + e/ IR (v — vp)> =20, (v) > 0.
D D
Hence, ¢, is maximal monotone and a similar computation shows that ¢, = 0®,.

Since ¢, is also linear and continuous, ®, is Fréchet differentiable and D®, = ¢.. O

We test (3.6) by ¢ (R:(u; — B: - W)), and we obtain

¢ (Re(up — Be - W) (1)

- 0 (=Auy + Bi(uy) + w(ur) — &) Ape(Re(up — Be - W)) = P (Reup) .

Now, note that (R, (u;, — B, - W))p = (u) — B, - W)p and

¢e(Re(uy — Be - W) = NR [Re(uy. — Be - W) — (u;, — Be - W)p]
ZN(M)L_Bs‘W_(M)L_Bs‘W)D)
=N, — Be - W — (uo)p) = N(up, —mg),
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hence, rearranging the terms we have

IVN (5, — me) ()13 + & | (us, — me) (@)1

+2 0 (—Auy + Bo(uyp) +mw(uy) — g) (), —my)

= [IVN (o — o) p) 13 + € lluo — o) pll% -

Integrating by parts we infer that

1 2, ¢ 2 2
31w = m @I+ 5 1w~ mo @)1 +/ Vi | +/ B
[on [on
1
= 2 luo = Go)pl2 + % lluo — ol +/ Vi Vme+ [ prtume
+/ g(’/‘k—ma)_/ 7 (uy)(uy) —me) .

Using the definition of Yosida approximation and the generalized Young inequality
on the last term on the left-hand side we get

B, = / B ) (I +1B) "y + 2 / 1B ()2
o 0O o

> f BT + 38wy + Qﬁ(mm),

while the Young inequality on the right-hand side yields

1
/ Vi - Vg < —/ |wx|2+f Ve 2,
. 4 Jo, 0

1 1 [ — 1 [
/ B (up)me =f =B (up)(2mg) < —f ﬂ_l(ﬂx(ux))Jr—f BQ2m,) .
o) 0,2 2 Jo, 2Jo

Moreover, by the Lipschitz continuity of 7 and thanks to the properties of |-||, we
have, for every o > 0,

- _ 1 2 2 2 2
(& —mw(up))(up —mg) < 3 ), —me|”+ | 1gI"+C; [u4.]
O ' 0 o

1
s<—+263,)/ |Mx—ms|2+/ |g|2+26§f me?
2 0 0 0

t
50/ IV(MA—me)IZ—i-Co/O 1w — me)(s)]2 ds+/ |g|2+2c,2,/ me
' 0 0
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<2<Tf Vs |2 +20/ |Vme|? +Ca/ I — me) ()17 ds

f|g|2+zc2f mel?.

Choosing o > 0 sufficiently small, using the Gronwall lemma and rearranging all the
terms, we deduce that for every ¢ € [0, T']

||M/\(t)||ﬁ+8||blx(t)||%1+/ |wx|2+/ (B + 28 un) + B (Brwa)))
O O
< Nuolly + & lluoly + 18172g) + Imelgoqo 71,y + & ImeliEogo 1.y

T melag gy + /Q Bam,).

where the implicit constant is independent of both A and . Now note that the right-
hand side is finite for every w € ': indeed, since me = (ug)p + Be - W, by the
contraction properties of (I —A)~! on V", H and V| we have

Imellcoqo.ryvey < lluollvy + 1B - Wlicogo, vy »
||ms||c0([o,T];H) < lluollg + 1B - W||CO([0,T];H) ’
||Vme||L2(0,T;H) <|VB- W”LZ(O,T;H) )

while the contraction property of (I — eA)™! on L>®(D) yield

~ ~(1 1 1 [ ~
/ BQ2mg) = / B (54(’40)D +54B: W> = 5/ B (4(uo)p)
Q Q Q

1 —~
+§[ BMAIB - W) -
o

The right-hand sides are finite in €’ thanks to the assumptions on 1 and B. We deduce
that for every w € €/, there is M,, > 0, independent of A and ¢, such that

lux @)oo, 71y + & N3 @ 00,71,y + 1 VU@ Z20 7,1y < Moo (BT

B+ 2w B | =M. (38

Q) H LY(Q)

Let us perform the second estimate now. We test (3.6) by u; — B; - W:

1

5 lus(t) — Be - W()IIT , — / (—Auy + Brup) + w(up) — ) A, — B - W)
O:

2
= 5 lluolli -
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Now, rearranging the terms we have

012 + & 1V Ol +/ Ay P +/ BL ) Vs
[on [on
S lluoll?y + e IVuolldy + 1B - W) 3 + e IVBe - W) I3

+/ A ABe-W — | Br(uw)AB. - W
' QO

+/Q ((u3) — §)AGus — Be - W),

so that the Young inequality, the regularities of g and B and the fact that (I — e A) ™!
is non-expansive on H, V| and V> yield

O + ¢ 1901 + [ 180
o
< ”uO”H + e ”VMOHH + ”B W”cO [0,T1:H) +é ”VB W”CO([O T1:H)

+nB-W||LZ(OT.V2)+||g||Lz(OT.H)+cn/ 2 —/ Br(w3) B, - W,
o o [on [on

where the implicit constants are independent of both A and ¢. Noting that, by the
symmetry-like assumption in (H1),

0 Br(u)ABs - W S 1 +/ B~ 1(ﬁx(ux))+/ BUIAB - Wip~g)

all the terms on the right-hand side are finite in Q. Hence, for every @ € €' we also
have

”u)‘(a))”%()([(),T];H) +é ”Vu)‘(w)”éo([o,]"],f]) + ”M)‘(w)”iz(o,T;Vz) = Mw .
3.9

Furthermore, for every ¢ € Vyand a.e.t € (0, T), since V4 — W2’°°(D) we have

(An(t, up (), @)y, /( Auy (1) + B (up (1)) + 7w (u;. (1)) — g(1)) Ag

S (Al g + 1B a1 (py + Cr Nz ()l
+lg®lg) lely, -

Now, by (3.8) and the fact thatg—\lis superlinear, we know that (8, (u)), is bounded
in L'(Q): hence, by (3.7)—(3.9) and by comparison in (3.6) we infer that

19; Re (. — Be - W)(@)liL10.7;vp) < Mo - (3.10)

@ Springer



Applied Mathematics & Optimization (2021) 84:487-533 509

3.3 Estimates in Expectation

We prove here estimates in expectations on the approximated solutions: the idea is to
re-perform the same estimates of Sect. 3.2 using Itd’s formula instead of a path-by-path
argument: recall that we have

d(Reuz) + A () dt = BdW .

Bearing in mind Lemma 3.4, due to the linearity and continuity of ¢, we have that
b, e C 2(Vl*). It is clear that ®, and D®, = ¢, are bounded on bounded subsets of
Vl*, and the second Fréchet derivative of ®,, i.e.

D*®, = D¢ : Vi - L(Vi Vi),  vi> ¢, veVS,

is constant in Vl*. Moreover, ¢; is also linear and continuous from Vl* to V5. Hence,
we can apply 1t6’s formula to @, (u;) in the variational framework (cf. [S9, Thm. 4.2,
p. 65]), which yields, for every ¢ € [0, T'], P-almost surely,

t
e (Rt (1)) + /0 (A5, 10 (). be(Rettn (), dis
1 t t
= O (Reuo) + 5 /0 Tr (B*(s)¢: B(s)) ds + fo (6 (Rettz (5)), B(s) AW () -

Rearranging the terms and using the same computations based on the Young inequality
and the Lipschitz continuity of & as in Sect. 3.2 we deduce that

s — m)@)N? + & | wx — m)(D) 1

+/ |Vm|2+/ 3((1+)»ﬂ)_lux)+/ BB
0O (o} O

§||uo||i+e||uo||%,+/ |Vm|2+/ E(zm)+/ |g|2+/ |m|2+/ 5, — m?
0 0 0 0 (o

t t
+/0 Tr (B(s)p: B(s)) derfO (P (Reup(s)), B(s)dW(s))y .
Now, by the properties of ||-||,, we have
t
/ lup, —m|* < a/ IV, —m)|* + Cy f (. — m) ()12 ds
' (o)) 0

for every o > 0. Moreover, by the properties of ¢, and since R, I'is contraction on
V}", wehave
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2
Tr (B*d)sB) = ”‘pS”Z(VI*,V]) ”B”ffz(U,Vl*)

< INC = p)llzpuy R

2 2
<
LWV ”B”iﬂ(u,vl*) = ”B||$2(U,vl*) :

Taking supremum in time and expectations, we estimate the last term on the right-hand
side using the Burkholder—Davis—Gundy and Young inequalities as

E sup / (¢ (Reus.(s)), B(s)dW(s))y

1€[0,T]
1/2

T
<SE ( /0 e (Reur )T, I1B$) g gy v, ds)

t€[0,7T]

- 1/2
sE( sup e (Retws ()13 /0 1BO) 22 v, ds>

T
<0 sup (R, + CoE [ 1By, ds.
tel0,T] 0

where, by definition of V" and R;!
lpe (Reun) 13, = IN (s = m) 13, S IVN o = m)|13 = llup —mll3 .

where all the implicit constants are independent of A and e. Choosing o sufficiently
small, rearranging the terms and using the Gronwall lemma yield

”u)» - m”%%Q;CO([O,T];VI*)) + & ”u)» - m”%}(g;cO([O’T];H)) + E/'Q |VM)L|2
+IE/ B +18)"uz) +E/ B=1(Brun)) S Elluoll? + €E lluoll7,
0 0

2 2 Y

1Bl 220, 2w vy 1M 2020700y T 1BC™ | Liarg)
2

+ ||g||L2(QXQ) .

Note that all the terms on the right-hand side are finite by the assumptions on g, ug
and B. Indeed, we have that

m = (uo)p + (Bs - W)p = (uo)p + (B - W)p € L*(: C°[0.T]),
so that Vm = 0, and, by convexity of B,
Fam =7 (33000 + 343 W)
5/3(4@0)0) + ;/3(4(3 Wyp) € L'(Qx (0.7)).
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We deduce that there exists a constant M > 0, independent of A and ¢, such that

2 2
Iz @icoqo.rivey & 14a I @icoqo. i)
+ ”VMAH%Z(Q;LZ(O,T;H)) <M, (311)

B+ )|

BB () <M. (12

LY @x0)

+|

LY (Qx0)

In order to deduce the further estimates on the solutions, we write Itd’s formula for
the square of the [|-||; ;-norm in V7:

1 e
3 llus (113 + 5 Va5 () 1% +/ |Au|? +/ B, ()| Vi |
o QO

1 &
=3 luoll; + 3 IVuoll3

1 t t
+ /Q (r(uz) — ) Aus + 3 /0 1B 1%, 0y, ds + /0 (Ur(5). Be(s))1, dW(s).

By the Burkholder—Davis—Gundy and Young inequality we have

E sup /0 (ur(5), Be(5))1,. dW(s)

s€[0,7]

t
<oE sup ()3, + CoE / 1By v, ds
s€[0,1] 0 e

for every o > 0: hence, recalling also that

1Bl oy v,y < 1BI g2y

taking supremum in time and expectations, choosing o > 0 sufficiently small, rear-
ranging the terms thanks to the Young inequality and the Lipschitz-continuity of &
yield

B sup ()l + 1))+ [ 180
s€[0,7] o

< uoll?, +E / 1812 + CoE / 0+ 1B 0,120 72 2200 10y -
, 0T,

o

The Gronwall lemma implies that there exists M > 0, independent of X and ¢, such
that

2 2
322 @ucoqo,riayy + & IV 2 i 000,71 )
2
+ ”u)L”LZ(Q;LZ(O,T;Vz)) = M. (313)
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3.4 The Passage to the Limit

Let us fix w € Q. First of all, by the estimate (3.9) and the fact that B - W(w) €
co(0, T1: V4), we have that (1) — B, - W), is uniformly bounded in L2(O, T; V), s0
that (R (u;, — Be - W));. is uniformly bounded in L%(0, T: H). Hence, recalling (3.10),
since V, < Vj and V| < V' compactly, thanks to the classical compactness results
by Aubin-Lions and Simon (see [64, Cor. 4, p. 85]) we infer that (R, (1), — B; - W)
is relatively strongly compact in V*: since ¢ is fixed, we deduce that

(u)(w)),  isrelatively compact in L2(O, T; V).

Secondly, since B! is superlinear, the estimate (3.9) yields that (8;.(u; (w)));. is
uniformly integrable in Q, hence also weakly relatively compact in L!(Q) by the
Dunford-Pettis theorem.

Taking these remarks into account, by (3.7)—(3.10) we deduce that there are

u(w) € L0, T; HYNL*0,T; Vo), eu(w) € L0, T;:V)), &(w)eL'(Q)

and a subsequence A’ = A/(w) of A such that, as 1" \{ 0,

(@) — u(w) in L0, T; H), (3.14)
up(w)—u(@) in L*0,T; V), (3.15)

euy (w) A su(w) in L*°(0,T;Vy), (3.16)
up(w) — u(w) in L20, T; Vy), (3.17)

By (up (@)—E@) inL'(Q). (3.18)

From the strong convergence (3.17) and the Lipschitz-continuity of 7 it easily follows
that

7(uy (@) = Tw(w)) inL*0,T; H).
Moreover, owing to the result [5, Thm. 18, p. 126] by Brézis on the strong-weak

closure of maximal monotone graphs, the strong convergence of u; (w) and the weak
convergence of 8, (u; (w)) ensure also that

E(w) € Bu(w)) ae.in Q.

Furthermore, by definition of Yosida approximation and resolvent, since (8 (u) (w)))x
is bounded in L'(Q) and u; (w) — u(w) in L'(Q), we have

(I +218) " wp(@) —u@) | |
LY(Q)
<+ ww —ww)],, @ el

= 21183 (ur (@)l 1 gy + 3 (@) — u(@)ll 1) = 0.
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Hence, the estimate (3.8) together with the weak lower semicontinuity of the convex
integrands yields

Blu)) + B¢ ()
/( )

<timint [ (BUT+ 28 @) + B Bl (@) < M,
MNO Jo

so that B(u(w)) + B~ (E(w)) € L'(Q).
Now, setting w := —Au + & + w(u) — g, we have that w(w) € L'(Q) and
wj (w)—w(w) in Ll(Q). Consequently, for every ¢ € Vi, since Ag € H2(Q) —

L*° (D), we have
// w;‘(a),s)Agods—>/‘/ w(s)Agp.
0JD 0JD

By comparison in the approximated equation, we deduce that for every ¢ € [0, T']

t

(Reup(w, 1), @)y, =(uo,<p)1,g+</0 B(S)dW(S),¢> +/ wiAg
Wi t

t
— (uo, )16 +</ B(S)dW(S),§0> +/ wAgp
0 Vi t

= <R8M(Cl), t)v ¢>V| l}

so that R.u; (w,t) X R.u(w, t) in V4*. Since u; (w) is bounded in L*°(0, T; H)
and su; (w) is bounded in L*°(0, T'; V}), we deduce that u; (w, t)—u(w, t) in H and
euy (w, t)—¢cu(w,t) in Vi for every t € [0, T]. Letting L ~\ O in the approximated
equation and recalling that w € Q' is arbitrary, we infer that, P-almost surely,

(u(@), P)1.e — fo/D w(w, )Agds = (uo, )1, + </o B(s)dW (s), <ﬂ> VoeVy.

Vi

By comparison in the limit equation together with the fact that u € L°°(0, T; H)
and su € L°°(0,T; V;) P-almost surely, we infer that u € Cg([O, T]; H) —
CO([0, T1; V) and eu € CO.([0, TT; Vi) < C°([0, T1; H) P-almost surely.

Let us prove now some regularity properties of the triple (1, w, &) with respect to w.
Indeed, as we have fixed @ € €' in passing to the limit, the subsequences along which
we have convergence could possibly depend on w, hence any measurability information
islostas A N\ 0. In order to recover measurability properties for the limiting processes,
we first prove that the solution components u# and & — &p satisfying pointwise the limit
equation are unique.
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Let then (u;, w;, &) such that, for i = 1, 2, P-almost surely,

u; € CO0, T VYN L2, T; Vo), eu; € CO[0, T]; HY N L™, T; Vy),
wi, & € LY(Q),  wi = —Au; + Bup) +7(ui) — g,
B +p~YE) e LN (Q), & eBu) aeinQ,

(ui,go)l,s—/f wi($)Agds = (u0, 9)1e + (B-W.g)y, Vo€ Vi,
0JD

Now, thanks to the classical elliptic regularity results, there is m € N such that (I —
o A)™™ maps continuously L'(D) into Vy4 for every o > 0. Fixing such m, taking
as test function ¢ = (I — o A)™™y for any arbitrary y € H, using the fact that
(I — o A)™™ is self-adjoint and commutes with —A, we deduce that

R (u§ —uf)— Ay —wd) =0 @] —uf)0)=0 P-as.,
in the strong sense on H, where we have used the superscript o to denote the action

of (I — o A)™". Testing by the constant 1 it easily follows that (u§ — u3)p = 0, so
that testing by ¢ (Re (u] — u§)) = N (u§ — ug) yields

| —u$o]
+8H(u3’—ug)(r)]|i,+/g W] —wi)] —u3)=0 Vtel0,T],

from which, by definition of w{ and the Lipschitz-continuity of 7,

| @ —u)®| +¢ | @] —u$HD|?, +fQ IV (u§ —u$)?
+/ E — £ - uf)
[oF)
507,/ lui —us|>  Viel0,T].

We wanttoleto — 0in the previous inequality. Thanks to the properties of (1 —o A)~!
and the regularity of u; — u», it is readily seen that

W] —ud)(@) = (1 —u)(t) inH Vtel0,T].
and

u§ —ug — uy —upy inL*0,T;Vy), & —& — & —& inL'(Q).

—

Now, since f~1(&) € L'(Q), the symmetry assumption on E ensures that there is
8 € (0, 1) such that B=1(8]&|) € L'(Q), as one can easily check. Hence, using the
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Young inequality, the symmetry of Eand the Jensen inequality for the positive operator
(I — o A)~! (see [40] for reference), we have that

8
£ 367 — )] —ud)

~( ul —uj /_\1853—5$5’>
§ﬂ<i—2 )+ﬁ (—2

< ¢+ B) + Bg) + BTED) + BT (585
= U —am)™ (e Bl + B + BT E) + B (—58))

for a positive constant ¢ depending only on E . Since the term in bracket on the right-
hand side belongs to L' (Q), the right-hand side converges in L' (Q) by the properties
of the resolvent, hence it is uniformly integrable. Consequently, we deduce that the
family {(¢7 —&7) (] — ug)}s is uniformly integrable in Q. By Vitali’s convergence
theorem it follows that

& — &)W —uf) - 1 — &)1 —uz)  inL'(Q).

Letting then 0 — 0 we get that, for every n > 0,

s — )2 + & [ ws — )OI +/Q V1 — ) +fQ 1 — E2) 1 — u2)
scn/ lui —us> Vrel0,T].

Since (11 —u3z)p = 0, the Poincaré inequality and the Gronwall lemma yieldu; = u5.
By comparison in the equation we obtain then

/‘Q(§1—$2)A¢=0 YoeVy.

Choosing ¢ = Ny for any arbitrary y € VoNVj g yieldsalso & — (1) p = & — (£2) p.

The uniqueness of the solution components u and & — &£p imply by a classical
argument of real analysis that the convergence of u; and §; (u,) — ;. (u;) p hold along
the entire sequence X, independently of w. This ensures in turn that u is a predictable V| -
valued process, progressively measurable in V>, weakly*-measurablein L*°(0, T'; H),
that £ is a predictable L!(D)-valued process and that w is progressively measurable
and adapted in L L(D). For a detailed argument of measurability, the reader can refer
to [62, § 3.6].

Finally, by the weak-lower semicontinuity of the norms and the convex integrands,
the estimates in expectations (3.11)—(3.13) imply that

ue L2(; CO0, T Vi) N LA(Q x (0, T); Va),
cu € L*(Q; C°([0, T); H)) N L*(; L=, T; Vy)),
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E,wel'(Qx(0,T)xD), w=-Au+&+m@)—g,
B+ B1(€) e L'(Q x (0,T) x D),

and this completes the proof of existence of solutions with additive noise under the
additional assumption (3.1).

3.5 Conclusion

As we have anticipated at the beginning of Sect. 3, we now remove the extra assumption
(3.1) on the operator B. Let us suppose only that B is a .Z*(U, H)-progressively
measurable process such that

BeL*(Q2x(0,T); £*(U, H)).
For every n € N, n > 0, let us define the £ (U, V4)-valued process
B,:=(I—1/nA)3B e L*(Q2x (0, T); L*(U,Vy)),
which satisfies, as it is readily seen by classical elliptic regularity results, as n — 00,
B, — B inL*(Qx(0,T); £*(U, H)).

Now, for every n € N, n > 0, let (u,, wy, &,) be the strong solution to the problem
(1.1)—(1.4) with respect to the data (ug, g, B,), as given by the proof just performed
in the previous sections. Going back to Sect. 3.3, we notice that the estimates in
expectation (3.11)—(3.13) only depend on the L2(Q2 x (0, T); £*(U, H))-norm of
B: hence, since (B;;), is uniformly bounded in L2(Q x (0, T); L*(U, H)), by weak
lower semicontinuity of the norms we infer that

2
lun W22 @:co0. 11 vipnLz @i 0. apnez@xco.mvy < M-

2
e lunlz2@:coqo.rrmpnrz@~o.r:viy = M-

1B o + BT

<M
L1 (Qx0)

Let us show a strong convergence for the sequence (u,),. We define the operator
E:LI(D)—>V4*, (Lv, @)y, ::/ vAp, vel' (D), ¢peVy,
D

which clearly extends A to L' (D), i.e. —Ljy, = —A. With this notation, the solutions
(un, wy, &) satisfy

Rou,, —/ Lw,(s)ds = Roug +/ B,(s)dW(s) VneN.
0 0
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Now, by elliptic regularity, there is m € N such that (I —cA)™ € ¥ (LY(D), Vy).
Taking the difference between the equations at any arbitrary n,k € N, n,k > 0,
applying the operator (I — o A)™™ and using the fact that (/ — 0 A)™" commutes
with £, we get

Re(u) —ui) — / A(wy —wi)(s)ds = '/.(B,‘l’ — B)(s)dW(s),
0 0

where we have used again the superscript o for the action of the resolvent (I —a A)™".
Since (u, — u)p = 0, the classical 1td’s formula for @, (R, (u], — u?)) then yields,
for every ¢ € [0, T'], P-almost surely,

1
5 ” W — MZ)(t)”i + g ”(uz — uZ)(t)”iI +/Q IV(ug — u§)|2
+f (&7 — £ g — u)
O
= /o (7 (un)” — 70 (ur)” ) (uy, — uy)

1 t
+3 fo Tr((B — BY)*(s)be(BS — BY)(s)) ds

t
+f0 (e (Re (g — u))(5), (B — B)($)dW(s)) ; -

Now, by the contraction properties of (I — o A)~! and Lipschitz-continuity of 7 we
have

/ () — 7)) — ) ECn/ it — .
0O O

Arguing as in Sect. 3.3 we infer that

t
/O Tr((BS — BY ) (8)e (B — BY)(s)ds
t t
o o 2
< /O [(BY = B 2,y ds < fo 1(Ba = BOG) 2y, v 45

and similarly, for every 6 > 0,

1
E sup / (e (Re (uy, — u))(5), (B — BY)($)dW(s))
1€[0,71J0

2
=< SE sup ” (MZ - ug)(t) ”* + C5 ”Bn - Bk”iz(Q-LZ(O T‘XZ(U Vl*))) .
+e[0,7] o ’
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Rearranging the terms, choosing § sufficiently small and using the Gronwall lemma
we deduce that

, 2
|us = ug ||L2<sz;c0([0,T];V1*)) + & |uf —uf ||L2(S2;C0([0,T];H))
2
+ |V = uD 20,00

+EL(53 - gko-)(ug - ug) S, ”Bn - Bk”i2(Q;L2(O,T;$2(U,Vl*))) .

We want to let 0 — 0 in the last inequality. The first three terms converge to the
corresponding ones without o by the approximation properties of the operator (I —
o A)~! (see for example [62, § 3.7]). Proceeding as in the previous section we also
have the convergence

&7 —ED ] —uf) = G —E)u, —w)  in LY (Qx Q),

so that letting 0 — 0 and employing the monotonicity of 8 we infer

2 2
”un - uk”LZ(Q;CO([O,T];Vl*)) +eé ||Mn — Ug ||L2(Q;C0([0,T];H))
+ ||V(Ltn - uk)”%}(gx(o’]ﬂ);[_[)

S B = Bl 20,7 22w vpy)
where the implicit constant is independent of ¢, n and k. Since the right-hand side con-
verges to 0 as n, k — 0o, we deduce the strong convergence for (u,,), in the respective
spaces. This information together with the estimates obtained at the beginning of this
section allows to pass to the limit in the approximated equation as n — oo and deduce
the existence of a strong solution for the limit problem, using again classical tools of
convex analysis as in the previous section.

3.6 Continuous Dependence with Additive Noise

Let (u), g1, B1) and (u}, g2, B») satisfy the assumptions (H1)~(H4) and (2.1)~(2.3).
Then testing the equation satisfied by the difference u; — uy by the constant 1 it is
readily seen that (1] — up) p = 0. Hence, arguing as in the previous Sect. 3.5, writing
1t6’s formula for &, (R, (11 — uz)) we can infer that

1
3 It = )OI + 5 —uz)<z)||%,+/ IV —u2)|2+/ & — )1 — )
(o (o}
1
= 3l =2+ 5 s —udl +/Q (81 — g2 — () + 7)) (1 — 12)
1 t
+3 fo Tr((B1 — B2)*(s)de (Br — Ba)(s)) ds
t
4 /0 (@e (Reuty — u2))(s), (B1 — B2)(s) dW(s))1.» -
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The case p = 2 is immediate: estimating the terms on the right-hand side through the
Young, Poincaré, Burkholder—Davis—Gundy inequalities exactly as in Sect. 3.5 yields

2 2
”Ml - u2||L2(Q;C0([O,T];V|*)) + & ”Ml - u2”L2(Q;C0([O,T];H))

V@t = u) 720 07y:)

2
1 2
< H”o _”o‘

2
L2@:vy) +llg1 — gz”LZ(QX(O,T);Vl*)

2
+ ”Bl - B2”LZ(Q;LZ(O,T;Xz(U,VI*))) )

where the implicit constant is independent of ¢. In order to prove the result in general
for p € [1, 2] it is enough to take the p/2-power in Itd’s formula, and proceed in the
same way, getting

p 2 p p
luy — u2||L°°(0,t;V|*) + el! luy — u2||L°°(0,T;H) +[IV(uy — MZ)”LZ(O,T;H)

< g - ”3)”5 + 6P || (ug — ”(Z))HZ +llgr — g2“€2(0,T;V1*) + 1 — u2”£2(0,T;H)

t p/2
4 ‘ /0 Te((B1 — Ba)*(5)pe (Br — By)(s)) ds

p/2
+ sup
rel0,z]

/(; (¢e (Re(uy — u2))(s), (Br — B2)(s) dW(s))

It is easy to check that the trace term on the right-hand side is bounded (modulo a

positive constant independent of ¢) by || B} — Bg||€2 O.T: L2V V5" Furthermore, the
s >V

Burkholder-Davis—Gundy inequality with exponent p/2 yields, for every o > 0,

r/2
E sup
ref0,]

/0 (P (Re(u1 — u2))(s), (By — B2)(s) dW(s))

! p/4
S5 ([ 10 = eI, 1B~ B0y )

S GE ||M1 - M2||ioo(0’T;Vl*) + (j()'}E ”Bl - B2||€2(O’T;$2(UYV1*)) .

Taking expectations, choosing o sufficiently small and employing again the Gronwall
lemma, we obtain the desired result.

3.7 Existence with Multiplicative Noise

Let us focus now on the multiplicative noise case: let (1o, g, B) satisfy the assumpitons
(H1)—(H4) and (2.4)—(2.5). For any progressively measurable V;-valued process y €
L2(Q x (0, T); V1), the linear growth assumption on B readily implies that B(-, -, y)
is progressively measurable and that B(-, -, y) € L2(§2 x (0, T); LU, Vl*)). Hence,
we are in the hypothesis of the additive noise case, and there exists a strong solution
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(uy, wy, &) to the problem with respect to the data (ug, g, B(y)). Since the solution
component u,, is unique, for every Ty € (0, T'] it is well defined the map

U L2(Q x (0, To); Vi) — L2(€2; CO([0, Tol; H)) N L2(Q; L™(0, To; V1))
NL*(Q x (0, To): Va)

such that I" : y > u,. It is clear that (u, w, §) is a strong solution on [0, Tp] with
multiplicative noise if and only if « is a fixed point for I" and (w, &) = (wy, &,).

Let y1, 2 € L2(Q x (0, Tp): V1) progressively measurable and set u; := I'(y;)
and up := I'(y2). Thanks to (2.6) and the fact that B is .£*(U, Vf’jo)-valued, we
can apply the continuous dependence property proved in Sect. 3.6: using also the
Lipschitz-continuity of B, we have that

2 2
v = w2l 0; oo, vy + € ler = w2lla0; oo, )
F IV = u)72 g5 0109 1)
2
S ||B()’1) - B(y2)”LZ(Q;LZ(O.T();‘ZZ(U,VI*)))

2 2
S ||}’1 - y2||L2(Q;L2(0’TO;VI*)) =< TO ”y] - Y2||Lz(Q;C0([0’TO];Vl*)) .

This shows in particular that, for every Ty € (0, T'], the map I" continuously extends
in a canonical way to

[ L2(2; €0, Tol; Vi) — L2(2; €°([0, Tol; H)) N L*(2 x (0, To); Vi)

and that T is a contraction on L2($2; C°([0, To]; V")) provided that Ty is cho-
sen sufficiently small. Hence, fixing such Ty > 0, there exists a unique u €
L2(Q2; €0, Tol; Vi) such that u = Tu. Moreover, since u = ii € L2(Q x
(0, To); Vi) by definition of ', we also deduce thatu = 'u € L2(; C°([0, Tp]; H))N
L2(S2; L™(0, To; V1)) N L2(2 x (0, Tp); Va) by definition of I". Hence, u is a strong
solution to the problem with multiplicative noise on [0, Tp] together with some respec-
tive solution components (w, £) (not necessarily unique). Now a strong solution on
the whole interval [0, T'] can be obtained by a classical patching argument on the
subintervals [Ty, 27Tp], ..., until T iterating the computations just performed.

3.8 Continuous Dependence with Multiplicative Noise

Let now (u(l), g1) and (u%, g2) satisfy (H1)—(H4) and (2.3). The fact that B takes values
in (U, Vi) and (2.3) imply in particular that

(ud)p + (Bur) - Wyp = (ug)p + (Bua) - W)p .
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Hence, by the continuous dependence result with additive noise case and the Lipschitz
continuity of B we have, for every Ty € (0, T] and p € [1, 2],

2
flu + &P/ |luy

) p
— u2||Lp(S2;C0([0,To];V1*)) a u2||LP(Q;C0<[O’TO];H))
+ IV(u; — M2)||1L]p(9><(0,To);H)

5 ”B(ul) - B(uZ)”il’(Q;LZ(O,TO;XZ(U,Vl*)))
p p/2 p
5 ”yl - )’2||Lp(Q;L2(0’TO;Vl*)) S TO ||YI - y2||Lp(Q;CO([O’TO];V1*)) 5

where all the implicit constants are independent of ¢. Now the continuous dependence
result follows choosing again Ty sufficiently small and by a patching argument.

4 Vanishing Viscosity Limitas ¢ \, 0
4.1 Additive Noise

We begin with the additive noise case: let us work thus in the framework of Theo-
rem 2.6. We recall that (u., w,, &) are strong solutions to problem (1.1)—(1.4) with
respectto ¢ > 0 and data (., g, B:). Note that thanks to the continuous dependence
property contained in Theorem 2.2, the solution component u is uniquely determined.

First of all, we assume that B satisfies the stronger assumption (3.1) and that (B;),
is bounded in the space (3.1): we will show how to remove this further hypothesis
later on. Going back to Sects. 3.2-3.3 and noting that the estimates (3.7)—(3.12) are
independent of &, we deduce by lower semicontinuity that for every w € Q' with
P(2' = 1) there is a positive constant M,, independent of ¢ such that

e @)oo, 7y, vy T & Nt @)oo 7y ) + IVHe @20 7.1y < Mo

|Bc@ g + [BT @], = Mo

e @) 700,71y + € I Vite @)1 0,711y + Nt @) 720 7.yy) < Mo s
10 Re (ue — B - W)(W)HL]((),T;VI) <M,.

and similarly, for a positive constant M independent of ¢,

2 2 2
”uS”LZ(Q;CO([O,T];V]*)) + & ”ugHLZ(Q;CO([O,T];H)) + ||vu‘9||L2(Q><(0,T);H) S M )

’

<
L'@xQ) —

2 2 2
”ué‘ ||L2(Q;LOC(O’T;H)) + & ”VM& ||L2(Q;LOO(O’T;H)) + ”I/ts ||L2(Q><(O,T);V2) S M .

We fix now @ € . By the pathwise estimates, using similar arguments to the ones
performed in Sect. 3.4, we deduce that (R;(ug — B - W))e = (Reue — B - W), is
relatively compact in V;*. Moreover, by definition of R I and the fact that (u,), is
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bounded in LZ(O, T; H), it follows that (u, ), is relatively compact in V. Hence, we
infer the convergences

Us(w) A u(w) inL>*0,T; H), Ugs(w)—u(w) in L2(O, T;V»),
ug(w) — u(w) inL*©0,T; Vi), eupg(w) — 0 inL®0,T;V)),
we(@)—w(w) inL'(Q), E&(@—Ew) inL'(Q),

for certain u(w) € L>(0, T; H) N L*(0, T; V»), £(w) € L'(Q) and w(w) € L'(Q).

Let us show that (u, &, w) is a solution to the problem corresponding to ¢ = 0.
Arguing again as in Sect. 3.4, we infer that u is a predictable H-valued process,
progressively measurable adapted in V5 and with continuous trajectories in V/*. Fur-
thermore, the estimates in expectations yield the desired convergences for u,: indeed,
the weak convergences are immediate, while the strong convergence follows by a
classical consequence of the Severini-Egorov theorem from the fact that u, — u in
L?(0, T; V) P-almost surely and the boundedness of (#;). in L?(2x (0, T); V). As
far as & is concerned, proceeding as in Sect. 3.4 we can choose £ to be a predictable
L' (D)-valued process such that £ —& in L'(2x Q). A similar argument holds for w.
It is also clear using the convergences of (1., wg, &) that (#, w, £) is a strong solution
to the problem in the case ¢ = 0.

We show now that it is not restrictive to assume that (3.1) holds for the operators B
and (B;),. Indeed, if this is not the case, all the estimates in expectation on (u,, wg, &)
continue to hold, as they depend only on the .Z(U, H)-regularity of B (see for
example Sect. 3.3). Hence, the weak convergences in Theorem 2.6 are still true, as
well as su, — 01in LZ(Q; L>°(0, T; V})). The problem is the strong convergence of
ug in LP(2; L*(0, T; V1)). To this end, for every 6 > O we set By := (I — SA)2B,
which satisfies (3.1), and similarly B.s := (I — 8A)2B,, whichis uniformly bounded
in ¢ in the space (3.1). Let (ug5, wes, &5) and (us, ws, &) be any strong solutions
with respect to the data (1, g¢, Bes) and (uo, g, Bs), in the cases ¢ > 0 and ¢ = 0,
respectively: since the first solution component is unique, note that us and u.s are
uniquely determined. Since we have already proved the convergence result under the
stronger assumption (3.1), we have that u.s — us in L?(L; L?(0, T; V1)) for every
p €[1,2)andevery § > 0,as e \( 0. Recalling the compatibility condition (2.11) and
the fact that (I — 8A)~2 preserves the mean, by the continuous dependence property
of Theorem 2.2 we have

lue — ullLo@:r20.7:v1))
= llue = uesllLr@:c20.7:v1y) + les — usliLe:r2.7:v))
+ llus — ullLr@:220.7:v1)
S e = uesll 2@:coq0, vy + 1V @e = ued)ll 220,721y
+ llues — usllr@:0200.7:v1))
Hllus = ull 20 coq0,73 vy + IV @s = w20 120,71

S I1Be = Besll L2 (ax 0,122, vy
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+ llues —uslliLr;i20,1:vi)) + I1Bs = Blli2@x .1 22w, vi)
S IB = Bell2ox 0.1y 22w, vy + 1B = Bsll2ax0.7). 22w vy

+ llues — M(S”LP(Q;LZ(O,T;VI)) .

Since Bs — B in L>(Q x (0, T); £*(U, H)), the second term on the right-hand
side can be made arbitrarily small choosing § small enough. With such a choice of §
(fixed), the first and third terms converge to 0 as ¢ N\ 0, so that the strong convergence
is proved.

4.2 Multiplicative Noise

Let us focus now on the multiplicative noise case. We work in the setting of Theo-
rem 2.7: for every ¢ > 0, let (u, we, &) be any strong solution to the problem with
& > 0 with multiplicative noise given by the operator B and with respect to the data
(u0e, g¢)- Let us also denote by u the unique solution component of the limit problem
with ¢ = 0 with multiplicative noise B and data (u¢, g). Going back to Sect. 3.3, using
the linear growth assumption of B it is not difficult to check that the estimates cor-
responding to (3.11)—(3.13) continue to hold for (u,, w,, &), i.e. there exists M > 0
independent of ¢ such that

2 2 2
”u€”LZ(Q;CO([O,T];VI*)) + & ”uEHLZ(Q;CO([O,T];H)) + ||Vu8||L2(Q><(O,T);H) S M )

[B@o) | 1o + A6

’

<
Li@xQ) —

2 2 2
”ué‘ ||L2(Q;LOC(O’T;H)) + & ”Vué‘ ||L2(Q;LOO(O,T;H)) + ”u€ ||L2(Q><(O,T);V2) S M .

These readily imply the weak convergences of (u,, w,, &) contained in Theorem 2.7,
as well as su, — 0 in L2(2; L%°(0, T; V})). We only need to prove the strong
convergence u, — u in LP?($2; L*(0, T; V1)). To this end, we denote by (iig, W,, &)
a strong solution to the problem with ¢ > 0, data given by (uq,, g), and additive noise
given by B(u). Note that B(u) is an admissible choice thanks to the regularity of # and
the linear growth assumption of B. Since we have already proved the additive noise
case contained in Theorem 2.6 and the solution component u is unique, we have that
e — uin LP(R; LZ(O, T; V1)) as ¢ N\ 0. For this reason, it is natural to show that
the difference u, — il converges to 0: since B is .Z>(U, Hy)-valued, the continuous
dependence property for the problem with additive noise and ¢ > 0 and the Lipschitz
continuity of B yield

e — ttell Lo ;120,751
S e = fiell o icoqo, vy + 1V (e — )l Lr@; 120,11
S IBe) = Bullrr20.1:. 22w vy S e = ullLr@:r20.:vp)

< llue = ttellLr;i20, vy + e = ullr@;r200,7;vp)) -
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Since T is arbitrary and we already know that the last term on the right-hand side
converges to 0, the Gronwall lemma implies that u, —iz, — 0in L?($2; L2(0, T; V),
from which the required convergence result. As in the case of additive noise, it is
straightforward now to check that (u, w, §) is a strong solution to the problem with
multiplicative noise in the case ¢ = 0 and data (uo, g).

5 Regularity

In this last section we prove the regularity results contained in Theorems 2.9-2.10.

5.1 The First Result

Let us focus on the proof of Theorem 2.9. Suppose that (ug, g, B) have finite p-
moments for a certain p € [2, 400) as in the assumptions (2.13)—(2.14). Then we
argue going back to Sect. 3.3: in the proof of estimate (3.13), we take the %-power of
1t6’s formula for the square of the ||-||; .-norm. Proceeding as in Sect. 3.6 we get

E 3701 1) + €7 BNV L0,y T BN AU 20 1.
5 E ||M0||f78 + ]E “g“iZ(O‘T’H) + CHIE ”u)‘”ZZ(O,I,H) + E ”BHZZ(O’T’.’%JZ(U’H)) ’

from which the desired estimate follows thanks to the Gronwall lemma.
Let us show now the additional regularities for w and & in the viscous case ¢ > 0.
First of all, recalling that 8 has cubic growth by assumption, it easily follows that

1B @l 20710y S 1+ 10300 721600y S 1+ N0l 714 -

and by comparison also

3
||wk||L2(0,T;H) S+ ””A”Lw(o,r;vl) .

These readily imply that the families (w, ), and (B (#)), are uniformly bounded in
the space Lr/ 3(SZ; LZ(O, T; H)), from which the thesis follows.
Finally, note that if 8 € Wllu’coo(R) and B’ has quadratic growth, then

IV B ()| = B5 )| Vur| < (1+ w3 ]?)| Vsl ,

so that by the estimates already performed, the Holder inequality and the fact that
V| <> L%(D) we can infer that

2
[17:2]

T
2 < 4 2 4
||V,BA(MA)IIL2(O’T;H)Nl—i—/Qluﬂ |Vuy|” < 1+/0 Hlml ‘L3/2(D)

L3(D)
T

<1 4 Vil e S 1

<1+ ”u)‘”LG(D) ” M)n”LG(D)N
0

4 2
+ ||MA||LOO((),T;V1) [|2e;. ”LZ(O,T;VQ) s
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which yields

IVB @ 2071y S 1+ uall oo vy 1all 220,72 v)

with implicit constant independent of A and €. Since (u,); is uniformly bounded in
LP(Q; L%(0, T; V) and LP(S2; L®°(0, T; V1)), we deduce by Holder inequality that

the right-hand is bounded in L" (£2), with % = % + % = %, ie. forr = p/3.

5.2 The Second Result

Let us turn the attention to Theorem 2.10. As we have anticipated, the idea is to write
a Itd-type formula for the free-energy functional associated to the system. We start
with the viscous case & > 0.

Let (1, w, &) be the strong solution to the problem, as in the setting of Theorem 2.10.
Note that in this framework there is uniqueness of all the three solution components
since f is assumed to be single-valued, hence the uniqueness of « implies the unique-
ness of £, and consequently of w. From Sect. 3 we know that (u#, w, &) can be obtained
as limit in suitable topologies of some approximated solutions (u;, w;y, &) solving
the problem where B is replaced by its Yosida approximation 8; and &, = S, (uy).
If we denote the action of the resolvent (I — o A)~2 by the superscript o, for every
o > 0, we have that

d(Reuf) — Awj dt = B dW u3 (0) = ug ,
in the strong sense on H. Recall that w§ = —Auf§ + B (up)° + 7 (u;)° — g°. We
define similarly w§ := —Auf + B, (u5) +7us) — g.
We show here some further uniform estimates on (i, wy, B, (uy)) using the

Ginzburg-Landau free-energy functional. It is natural to consider the regularized ver-
sion of the functional £ defined as

1 _ ~
£ Vi > 10,400), &) = 5/ VR 'y +f Bu(R:y)
D D
+/ 7Ry, yeVi.
D
Let us show that &, € Cz(Vl*). It is clear that &, is Fréchet-differentiable with

D& Vi — Vi, D&Y =RIAR Yy + BRI + (R, v eV,

from which it follows that £, € C 1(Vl’"). Moreover, using the fact that V| < L*(D),
it is not difficult to check that DE, is Fréchet-differentiable with D2E, : Vi —
Z(V, V1) given by

D& = R (~aR +[h> BL0) + 7 ONR he Vi)
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It follows in particular that £, and DE; are bounded on bounded subsets of V¥, and
that D&, has linear growth. Moreover, from the equation it also follows that

D& (Reu§) = R (—Au§ + B ) + 7)) = R7' (W) + g).

Taking these remarks into account, 1t6’s formula for &, (R.u ) yields, for every ¢ €
[0, T1],

1 —
Ef |Vui<r>|2+/ ﬂx(ufx’(t))Jr/ ﬁ(ui<r>)+/ Vug VR (W + g)
D D D [oF}

1 8§12 2.0 ~/ 0
=5/ [Vug| +/ ﬂ(uo)+/ 7 (ug)
D D D

t
+/0 (REI(WR’+g)(s),B"(s)dW(s))H
t o0
+f0 Z/DIVR;‘B”(s)edes
k=0
t o0
+ [ S0 @) + B ODIR B ()exl ds
0 D
k=0

where (ey )y is a complete orthonormal system of U . Taking into account the Lipschitz-
continuity of 7 and rearranging the terms, by the Young inequality we infer that, for
every n > 0,

3 [ weor+ [ Bazan+ [ zuzen+ [ vurvrieg
2Jp D D 0

§l+||u0||%/l+/ E(ug)+n/ |VR;‘w‘;|2+f |Vg|2+/ V(WS —w)?
D 0 9]

t

n HR;IB

2 o0
+ /ﬁi(uK)IR‘lB”ekF
L2(0,T: 22U, V1)) kg(:) 0 €
t
+/ (R (WS + 8)(5), B°(5) dW(s)n
0

where the implicit constant is independent of A, o and €. On the left hand side, a direct
computation based on integration by parts and the definition of R, ! yields

/ vwd - VR 'w¢ =f |VR;1w§|2+s/ AR WS |?.
t t t

Let us show how to control the stochastic integral. To this end, note that for every
keN
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<R§1(Wi’ +8), B"ek)v = <(w§ +2), R;IB"ek>v
1 1

= (R;]wj{ - w)p, B”ek>v + W) p(Ber)p
1

+(wg = wf, R;‘B“ek>vl +(R: e, B"ek>vl ,

so that thanks to the Burkholder—Davis—Gundy, Poincaré and Young inequalities, we
deduce that, for every n > 0,

q/2
E sup
rel0,z]

t B ) q/4
<E (/0 IVR wg )| ||B(s)||ﬂ22,2(U‘V]*) ds>

q/2 oy |49/
+1BI 7@ 0.122w.vpn E 1@ 720,

fo (R (W] +8)(s). BY () dW (5))y,

! ) ) a/4
e (/o [owf =Dy, 1R B 2 v ds)

t q/4
-1 2 2
+E( /0 | R 8@y, 1BOI 2 v ds)

~1 q q -1 |19
SnE ”VRs wy ||L2(Q,) + ”Wi —wy ”L‘?(Q;LZ(O,T;VI)) + ” R, g”Lq(Q;LZ(O,T;V]))
q q/4 q/2 q/2

+ ”B”Lq(Q;LDO(O,T;iﬂZ(U,Vl*))) +t ||B||LOO(QX(O,T);$2(U,V1*)) E ”(w}‘)D”Lw(O,I) :

Taking into account these last computations, it is clear that if B takes values in
22U, V') as in (2.21) then we do not have the contribution given by (w;)p on
the right-hand side. Consequently, choosing 7 sufficiently small, taking supremum in
time, power % and expectations in Itd’s formula, rearranging the terms and recalling
(3.13), since ug € L9($2; Vi) and B(ug) € L9/%(Q2; L' (D)) we get

—~ /2
= 20, 1G0T+ 2 e RGO NG

+ VR 07 [0 r20my + &7 1ART 07 [0 20,72

q -1 q
5 1+ ||g”Lq(Q;L2(0,T;v1)) + ”RS B”Lq(Q;Lz(O,T;XQ(U,V])))
q
Bl @ 10122070

o _ 0|4 q/4 q/2 q/2
+ [ w§ — wy “L‘I(Q;LZ(O,T;Vl)) 1 ”B||L°°(Q><((),T);,§f’2(U,V1*)) ES:E)pt] |w)pl

o0 q/2
+E Z/ BLwIR B er )
k=072

where again the implicit constant is independent of A, o and ¢. Let us estimate now
the last term according to the different assumptions of Theorem 2.10: we do not
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go through the details as the argument is similar to the one performed in [62, § 5].
Under assumption (2.22), we can write Rgl B = Bj + Bj for some B € L™(2 x
0, T); L*(U, H)) and B € L1(0, T; L*°(L; Z%(U, V1))). Hence, using the fact
that V, < L°°(D) and that 8’ has quadratic growth, we get

00 q/2
E Z/ B () (B5)  ex)?
k=0 " Q1
q e|l9q
’S (1 + ”u)‘”Lq(Q;LZ(O,T;Vz))) ” Bl ”Lw(QX(O,T);fﬂ(U,H)) ?

while by the Holder inequality and the fact that V% — L3(D)

o) q/2
E(Z/ ﬂ;<ui>|(35>"ek|2)

k=0 O

t ) o0 ) q/2
S ||B§ “{IIJI(Q;LZ(O,T;ZZ(U,H))) +E (/0 Hui(s) HL"’(D) Z H Bj (s)ex ||L3(D) ds)

k=0
t

< |8 ”Zf/(Q;LZ(O,T;ZZ(U,H))) +/0 ”Bg(s)”ZOO(Q;JZZ(U,VN/E,))Efgls) (AG “(\I/. ds.

Otherwise, if (2.23) is in order, using the fact that Vy < L°°(D) for s > % thanks
to the Sobolev embeddings, by the growth assumption on 8’ we have that

q/2

o
q
E(Z/ ﬁg(u;'nR;lB"euzds) < |r:'B]
k=0 1

L4 (Q,LZ(O,I ;,Z (L JH )))
/
0

Hence, it is clear that in both cases the terms on the right-hand side can be handled
using the Gronwall lemma and the terms on the left-hand side. Finally, recalling the
definition of w{, by the growth assumption on 8 and the Lipschitz-continuity of 7 we
have

q - q/2
R;lB(s)H E sup (/l)m(u‘;(r))> ds .

Lo 22U, V) r<s

w)p = (W)p + w§ —w)p = (Ba3)), + (xw)p — gp + (W] —W)p

<1 +/D;e;(ug> g I+ g + g — w7, -

Going back then to Itd’s inequality and using the Gronwall lemma, we deduce that
there exists 7o € (0, T'] sufficiently small, independent of A, o and ¢, such that
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E swp @[} +E sup ||ﬂx<uk(s>>y‘;/fw)
s€[0,Tp]

+E sup |(w§)D|q/2+HVR_
5€[0,Tp]

q
+ e | AR g
L9 L2073 H)

< q —1 ‘q
~ Cg (1 + ||g||Lq(Q;L2(O’T;V1)) + H Rg B Lq(Q;LZ(O’T;‘iﬂZ(U’VI)))

L4(Q:L2%(0,To; H))

+ 18I}

L9(2;L%°(0,T:.L2(U, Vi) + Hwi‘ —wy ’ ]

L‘1(Q;L2(0,T;Vl))> ’

where C; is a positive constant, independent of A and o, depending only on the norms
of R I'B in the spaces given by the assumptions (2.22) or (2.23).

Now, let us fix €, A > 0: the only dependence on o is contained in the last term on
the right-hand side. In particular, we have

wy —wy = Bun)’ — B(uf) +mw(u)” —wui)+g° —¢g.

By the regularity of g we have that g° — g in L9(Q; L?>(0, T; V1)), while the
Lipschitz-continuity of 8; and 7 imply that w§ — w7 — Oin L9(; L%*(0,T; H)), as
o\ 0. Furthermore since A is fixed, it is not difficult to check that 8; (u) — B (u;.)
in L9(Q; L?(0, T; V1)) provided that 8, € C }l (R): in general this is not granted by
the definition of Yosida approximation. However, it can be obtained by a further regu-
larization on the problem (for example considering a smoothed version of the Yosida
approximation which preserves monotonicity). Since we are still arguing with A fixed,
a further approximation would not be restrictive, hence we omit it for brevity. A sim-
ilar argument holds for the term in . Taking these remarks into account and letting
o N\ 0, we get by lower semicontinuity

E sup Jur@)ly, +E sup. Hﬂ/\(MA(S))HLI(D)
s€[0,Tp]

q
+E sup |(w;L)D|"/2 + HVR; w),
s€[0,Tp] L9(Q:L2(0,To: H))

2 —1 7
+ e | AR g

L9(;L%(0,T; H))
<c (

g ‘ 2
LY@ L2 0. T:22W, V) )
with implicit constant independent of A and ¢, and C; as before. Recalling that Ty is
independent of both A and €, by a classical patching argument we infer that

q —~
”“)»”Lq(Q;LOO(o,T;V.)) + Hﬂ(’“)“Lq/Z(Q;LOO(o,T;Ll(D))) = M,

q

w . ],00 VR_IU} ‘

I(w)pllLar@;r=0,1) + H e V| L2010

q

+£4/2 HARE_lwf = M,
L9(;L2(0,T; H))

@ Springer



530 Applied Mathematics & Optimization (2021) 84:487-533

where M, > 0 only depends on the norms of R, !B in the spaces given the respective
assumptions in Theorem 2.10. Recalling that ||-||; is an equivalent norm in Vi, we
deduce in particular that

—1
|-t

= M;
La/24(Q:L2(0.T: V1))

Moreover, using the growth assumption on 8, we also deduce by comparison that

1B @il Lar2(: L0, 1;L1 (D))NLe/2(@: L20,T; Yy = Me -

Completing now the proof of existence as in Sect. 3 taking into account the estimates
above yields the desired regularity result.

In order to prove the result for the pure case, it is immediate to check thatif ¢ = 0
then (2.20)—(2.23) imply that M, is uniformly bounded in ¢, so that we can conclude
easily thanks to the convergence result in Theorem 2.6.

Finally, let us prove the last sentence of Theorem 2.10. By the results already proved,
we know in particular that u € L*(0, T; V) P-almost surely. Hence, if (2.22) is in
order we have that 8, (u) € L*°(0, T; V) and

V.| = B, Vu] S (1+ |uf*)|Vul,

from which the Holder inequality and the Sobolev embedding theorems yield

H|W|2

L3/2(D)

T
2 < 4 2 4
||Vﬁk(u)||Lz(0,T;H)N1+/Q|u| Vul? < 1+/0 J1ur?| .

T
<14 [ Ml 190, S
0
4 2
+ ”u”LOO(O,T§V1) ”u”Lz(O,T;Vz) )

where the right-hand side is finite P-almost surely. We deduce by Holder inequal-
ity that the family (VB (u(w))), is uniformly bounded in L93(Q; L0, T; H)),
which implies that V& € L1/3(Q; L?(0, T; H)), so that £ € L9/3(Q; L*(0, T; V1))
since % > %. Furthermore, if ¢ = 0, we have already proved that w €
L3(; L*(0, T; V1)), and g € L9/3(Q; L?(0, T; V1)) as a consequence of assump-
tion (2.17). In addition, since m is Lipschitz-continuous we also have that 7w (u) €
L4/ 3(Q; L2 (0, T'; V1)). Hence, by comparison in the equation we infer that —Au €
L4/ 3(Q; LZ(O, T; V1)), from which the thesis follows by elliptic regularity.
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