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On the time-dependent Cattaneo law in space dimension one
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abstract

We consider the one-dimensional wave equation
1. The physical model

Let X ¼ ð0; LÞ be a finite interval. For
occupying the space–time cylinder Xs ¼ X

et þ qx ¼ g;
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eutt � uxx þ ½1þ ef 0ðuÞ�ut þ f ðuÞ ¼ h

where e ¼ eðtÞ is a decreasing function vanishing at infinity, providing a model for heat conduction of Cattaneo 
type with thermal resistance decreasing in time. Within the theory of processes on time-dependent spaces, we 
prove the existence of an invariant time-dependent attractor, which converges in a suitable sense to the attractor 
of the classical Fourier equation
ut � uxx þ f ðuÞ ¼  h

formally arising in the limit t !1.
s 2 R, the thermal evolution in a homogenous isotropic rigid heat conductor
� ðs;1Þ is governed by the balance equation
where the internal energy e ¼ eðx; tÞ is a function of the relative temperature u : Xs ! R, with respect to an equilibrium ref-
erence value, while q : Xs ! R is the heat flux. The forcing term g is taken of the form

gðx; tÞ ¼ �f ðuðx; tÞÞ þ hðxÞ

for some f : R! R and h : X! R, where f ðuÞ represents a nonlinearly temperature-dependent internal source, and h is an

al time-independent heat supply. We also assume Dirichlet boundary conditions
uð0; tÞ ¼ uðL; tÞ ¼ 0
ssing the fact that the boundaries of the conductor are kept at null (i.e. equilibrium) temperature for all times.
ering only small variations of the temperature and its gradient, the internal energy fulfills with good approximation
the equality
eðx; tÞ ¼ e0ðxÞ þ auðx; tÞ;
e0 is the internal energy at equilibrium and a > 0 is the specific heat. Accordingly, the balance equation becomes
aut þ qx þ f ðuÞ ¼ h: ð1:1Þ
sponding author.
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In order to obtain an evolution equation for the temperature, a further ingredient is needed: the so-called constitutive law
for the heat flux, establishing a link between q and u. Here, we consider a differential perturbation of the classical Fourier law
qþ jux ¼ 0; j > 0;
namely, the Cattaneo law [2] given by
qþ eqt þ jux ¼ 0; j� e > 0:
In which case, the sum (1.1) þe@t(1.1) entails the hyperbolic reaction–diffusion equation
eautt � juxx þ ½aþ ef 0ðuÞ�ut þ f ðuÞ ¼ h; ð1:2Þ
widely employed in the description of many interesting phenomena, such as chemical reacting systems, gene selection, 
population dynamics or forest fire propagation (see e.g. [9,17,18]). In the case when e is a positive constant, the asymptotic 
behavior of solutions to Eq. (1.2) has been studied in [10,14–16,19,20] where the authors deal with the weakly damped wave 
equation with a general displacement dependent damping
utt � Duþ rðuÞut þ f ðuÞ ¼ h;
in space dimensions one, two and three (see also [3,11] for the case of equations with memory). In particular, in dimension
one, the problem is well-known to generate a strongly continuous semigroup SðtÞ on the phase space
H ¼ H1
0ðXÞ � L2ðXÞ
and the existence of the compact global attractor of optimal regularity is achieved (under suitable assumptions) in the clas-
sical framework of semigroup theory.

The main feature of this work is that we allow e to be a function of time. More precisely, we assume that e is a (positive) 
decreasing function vanishing as t !1. Accordingly, the Cattaneo law collapses into the Fourier law in the longtime. From 
the point of view of the dynamics, this means that Eq. (1.2) eventually loses its hyperbolic character, becoming more and 
more similar to the classical reaction–diffusion equation
aut � juxx þ f ðuÞ ¼ h: ð1:3Þ
Since the delay effects predicted by the Cattaneo law represent the answer of the material to external solicitations, our mod-
el tries to describe a heat conductor whose thermal resistance decreases progressively. Our aim is to study the longtime 
behavior of the solutions to (1.2) with e depending on time. This is done according to the abstract framework of [5,6], 
specifically developed to deal with evolution problems where the coefficients of the differential operators depend explicitly 
on time.

1.1. Outline of the paper

In the next section, we give the basic assumptions on the nonlinearity f and on the relaxation function e ¼ eðtÞ, and we 
provide the suitable mathematical framework. Section 3 contains the well-posedness result, showing that the equation gen-
erates a Lipschitz continuous process Uðt; sÞ acting on a family of time-dependent spaces fHt g. The dissipativity of Uðt; sÞ is 
discussed in Section 4, while Section 5 is devoted to our main Theorem 5.2, where we prove the existence of a time-depen-
dent global attractor for Uðt; sÞ. Loosely speaking, this is the smallest family fAt g, where At � Ht for every t, which attracts 
bounded subsets in a pullback way. Besides, the attractor turns out to be invariant and of optimal regularity, so it is a suitable 
object to describe the regime behavior of the system. In Section 6, by exploiting an abstract result from [5], we prove the 
closeness (in terms of Hausdorff semidistance) between At and the classical global attractor A1 associated with the limit Eq. 
(1.3) as t !1. This somehow tells that (1.3) provides an accurate description of the asymptotic dynamics of the solutions to 
(1.2), and gives a rigorous mathematical meaning to the formal collapse of the time-dependent Cattaneo model (1.2) into the 
Fourier equation (1.3) in the longtime. Section 7 establishes the uniform boundedness of the t-sections At of the attractor 
under a mild restriction on the derivative of e. The final Section 8 contains some concluding remarks.

1.2. Notation

We denote by h�; �i and k � k  the inner product and norm on the (real) Hilbert space H ¼ L2ðXÞ. We will also consider the
spaces V ¼ H0

1ðXÞ and W ¼ H2ðXÞ \  H0
1ðXÞ. Due to the Poincaré inequality, we set
kukV ¼ kuxk and kukW ¼ kuxxk:
In particular, since we are in space dimension 1, we have the continuous embedding
V � L1ðXÞ: ð1:4Þ
Finally, we define the time-dependent product spaces
Ht ¼ V � H and Vt ¼W � V



normed by
1 Tak
kfa; bgk2
Ht
¼ kaxk2 þ eðtÞkbk2 and kfa; bgk2

Vt
¼ kaxxk2 þ eðtÞkbxk2

:

Since e is a (strictly) positive function, Ht and Vt are Hilbert spaces for every fixed t. For every R P 0 and every t 2 R, we
denote
BtðRÞ ¼ z 2 Ht : kzkHt
6 R

� �
:

Throughout the paper, C P 0 will stand for a generic positive constant and Qð�Þ for a generic increasing positive function,
depending only on X and on the parameters of the problem (in particular, independent of time).

2. The Cauchy problem

Setting for simplicity a ¼ j ¼ 1, let then e ¼ eðtÞ be a function of time whose properties will be specified in a while.
Denoting
reðuÞ ¼ 1þ ef 0ðuÞ;
we consider the one-dimensional problem in the unknown variable u ¼ uðx; tÞ : Xs ! R
eutt � uxx þ reðuÞut þ f ðuÞ ¼ h; t > s;
uð0; tÞ ¼ uðL; tÞ ¼ 0;
uðsÞ ¼ u0;

utðsÞ ¼ v0;

8>>><
>>>:

ð2:1Þ
where u0;v0 : X! R are given data. Here, h 2 L2ðXÞ is a time-independent external source, while the nonlinearity f 2 C2ðRÞ,
with f ð0Þ ¼ 0, satisfies the dissipation condition
lim inf
juj!1

f 0ðuÞ > �k1; ð2:2Þ
k1 > 0 being the first eigenvalue of the Dirichlet operator �@xx. In particular, condition (2.2) implies the following inequalities:
2hFðuÞ;1iP �ð1� mÞkuxk2 � C; ð2:3Þ

2h f ðuÞ;uiP 2hFðuÞ;1i � ð1� mÞkuxk2 � C ð2:4Þ
for some 0 < m < 1, having defined the primitive
FðuÞ ¼
Z u

0
f ðsÞds:
Besides, (2.2) ensures that f 0ðuÞ is bounded below, namely,
f 0ðuÞP �‘; ð2:5Þ
where
‘ ¼max 0;�inf
u2R

f 0ðuÞ
� �

<1:
2.1. Assumptions on e

Let e 2 C1ðRþÞ be a nonincreasing bounded function with bounded derivative satisfying
lim
t!�1

eðtÞ ¼ e1 and lim
t!1

eðtÞ ¼ 0:
In particular,
sup
t2R
jeðtÞj 6 e1 and sup

t2R
je0ðtÞj <1: ð2:6Þ
Besides, we assume that the supremum of e cannot exceed a limit value related to the form of the nonlinearity, namely,1
e1 <
1
‘
:

aing into account the physical constants as in (1.2), the condition reads e1 < ‘.



In the case when ‘ ¼ 0, the condition simply means e1 <1. Hence, recalling (2.5) and defining the strictly positive constant
, ¼ 1� ‘e1, the displacement-dependent damping coefficient reðuÞ satisfies
Proof

Multip
inf
u2R

reðuÞP ,: ð2:7Þ
3. The process on time-dependent spaces

By means of a standard Galerkin scheme, the initial/boundary value problem (2.1) is shown to possess a unique (weak
Henergy) solution. In particular, for every initial datum z 2 Hs, the solution ZðtÞ 2  t at time t P s can be written in the form
ZðtÞ ¼ fuðtÞ; ut ðtÞg ¼ Uðt; sÞz;
where Uðt; sÞ is a strongly continuous process on time-dependent spaces (see [6–8]), namely, a two-parameter family of 
operators depending on t P s 2 R satisfying the following properties:

(i) Uðs; sÞ is the identity map on Hs for every s;
(ii) Uðt; sÞUðs; sÞ ¼ Uðt; sÞ for every t P s P s;

(iii) Uðt; sÞ 2 CðHs;HtÞ for every t P s.

The next propositions, which are actually part of the proof of the well-posedness result, specify some properties of the
process.

Proposition 3.1. For every R P 0 and every t P s 2 R we have the estimate
sup
z2BsðRÞ

kUðt; sÞzkHt
þ
Z 1

s
kutðyÞk2 dy

� �
6 QðRÞ: ð3:1Þ
Proof. For ZðtÞ ¼ fuðtÞ; ut ðtÞg 2 Ht define the energy functional E ¼ EðtÞ by
ð3:2ÞE ¼ kZk2
Ht 
þ 2hFðuÞ; 1i � 2hh; ui:
Since F is continuous, the embedding (1.4) gives
2hFðuÞ; 1i 6 QðkuxkÞ:
Besides, as h 2 H,
2hh;ui 6 m
2
kuxk2 þ C:
Hence, recalling (2.3), we end up with
m
2
kZk2

Ht
� C 6 E 6 QðkZkHt

Þ: ð3:3Þ
A multiplication of the first equation of (2.1) by 2ut yields
d
dt
E þ 2hreðuÞut ;uti � e0kutk2 ¼ 0
and using (2.7) along with the fact that e0 6 0, we conclude that
d
dt
E þ 2,kutk2

6 0: ð3:4Þ
An integration of (3.4) on ðs; tÞ, with t arbitrarily large, and a subsequent exploitation of (3.3) establish the claim. 
Proposition 3.2. The continuous dependence estimate
kUðt; sÞz1 � Uðt; sÞz2kH 6 eQðRÞðt�sÞkz1 � z2kH
t s
holds for every R P 0 and every pair of initial data zi 2 Hs such that kzikHs 6 R.
� � �
. Let us call fuiðtÞ; @t uiðtÞg ¼ Uðt; sÞzi and denote by ZðtÞ ¼ fuðtÞ; ut ðtÞg their difference. Then,

0 0
e�utt þ u�t þ e½f ðu1Þ@t u1 � f ðu2Þ@tu2� �  �uxx þ f ðu1Þ �  f ðu2Þ ¼ 0:
lying by 2�ut we obtain



d
d

where
t 
kZ�k2

Ht 
þ ð2 � e0Þku�t k2 ¼ �2h f ðu1Þ � f ðu2Þ; �uti �  2ehf 0ðu1Þ@t u1 � f 0ðu2Þ@tu2; u�t i:
To estimate the right-hand side, we lean on the continuous embedding (1.4). We have
�2h f ðu1Þ � f ðu2Þ; �uti 6 Ck�uxkk�utk 6 2k�utk2 þ Ck�uxk2
;

while, observing that
hf 0ðu1Þ@tu1 � f 0ðu2Þ@tu2; �uti ¼ hf 0ðu1Þ�ut; �uti þ h½f 0ðu1Þ � f 0ðu2Þ�@tu2; �uti;
we get
�2ehf 0ðu1Þ�ut ; �uti 6 Cek�utk2
:

To control the remaining term, we recall that ek@tu2k2
6 C. Hence
�2eh½f 0ðu1Þ � f 0ðu2Þ�@tu2; �utij 6 Cek@tu2kk�uxkk�utk 6 C
ffiffiffi
e
p
k�uxkk�utk 6 ek�utk2 þ Ck�uxk2

:

In summary, we obtain the differential inequality
d
dt
k�ZðtÞk2

Ht
6 Ck�ZðtÞk2

Ht
:

The sought estimate follows from an application of the Gronwall lemma on ½s; t�. 
4. Dissipativity

We now discuss the dissipation properties of the process Uðt; sÞ associated with (2.1). We first recall some definitions
from [6].

Definition 4.1. A family of sets B ¼ fBtgt2R, with Bt � Ht , is said to be uniformly bounded if
sup
t2R
kBtkHt

<1:
Definition 4.2. A family B ¼ fBtgt2R is called a time-dependent absorbing set if it is uniformly bounded and, for every R > 0,
there exists an entering time te ¼ teðRÞP 0 such that
t P sþ te ) Uðt; sÞBsðRÞ � Bt :
We can now state the main result of this section.
Theorem 4.3. There exists a constant R0 > 0 such that the family of R0-balls
B0 ¼ fBt ðR0Þgt2R
is a time-dependent absorbing set for the process Uðt; sÞ.
Proof. Let s 2 R and R > 0 be fixed. For z 2 BsðRÞ, we denote as usual
ZðtÞ ¼ fuðtÞ; ut ðtÞg ¼ Uðt; sÞz:
For d > 0 to be fixed later, define the functional
KðtÞ ¼ EðtÞ þ  2deðtÞhuðtÞ; ut ðtÞi;
 E is the energy functional given by (3.2). Recalling (3.3), it is easy to see that, for d small enough,
m
4
kZk2

Ht
� C 6 K 6 QðkZkHt

Þ: ð4:1Þ
Indeed, in light of (2.6) and the Poincaré inequality, if d is small enough we have
2dejhu;utij 6
m
4
kuxk2 þ me

4
kutk2 ¼ m

4
kZk2

Ht
:

Then, multiplying the first equation of (2.1) by 2du and adding the resulting equality to (3.4), we get
d
dt

Kþ 2dkuxk2 þ 2ð,� deÞkutk2 þ 2dh f ðuÞ;ui � 2dhh; ui 6 2de0hu;uti � 2dhreðuÞut ;ui:



Exploiting (2.6), (3.1) and the continuous embedding (1.4), the right-hand side is easily controlled by
2 We
2de0hu;uti � 2dhreðuÞut; ui ¼ �2dehu; uti þ 2dðe0 þ eÞhu;uti � 2dhreðuÞut; ui
6 �2dehu;uti þ Cdkukkutk þ Cdkf 0ðuÞukL1kutk 6 �2dehu;uti þ dQðRÞkutk

6 �2dehu;uti þ dQðRÞkutk2 þ dC:
Besides, we learn from (2.4) that
2dh f ðuÞ; uiP 2dhFðuÞ;1i � dð1� mÞkuxk2 � dC:
Collecting the inequalities above, we end up with
d
dt

Kþ dð1þ mÞkuxk2 þ dekutk2 þ 2,� 3de� dQðRÞð Þkutk2 þ 2dhFðuÞ;1i � 2dhh; ui þ 2dehu; uti 6 dC:
At this point, we choose d ¼ dðRÞ small enough such that
d 6
2,

3e1 þQðRÞ
:

This entails the inequality
d
dt

Kþ dK 6 dC
and an application of the Gronwall lemma on ½s; tÞ together with (4.1) yield
kZðtÞk2
Ht
6 QðRÞe�dðt�sÞ þ C; 8t P s:
The proof follows by choosing R0 ¼
ffiffiffiffiffiffi
2C
p

. 
5. The time-dependent global attractor

5.1. Statement of the result

The main object characterizing the asymptotic behavior of a process Uðt; sÞ defined on a time-dependent family of spaces 
is the time-dependent attractor [6–8].

Definition 5.1. The time-dependent global attractor for Uðt; sÞ is the smallest family A ¼ fAt gt2R with the following 
properties:

� Each At is compact in Ht .
� A is pullback attracting, namely, it is uniformly bounded and the limit2
lim
s!�1

dtðUðt; sÞCs;AtÞ ¼ 0

holds for every uniformly bounded family C ¼ fCtgt2R and every t 2 R.

Let us review some basic facts about the time-dependent attractor. First of all, A exists and it is unique if and only if the
set
K ¼ K ¼ fKtgt2R : Kt � Htcompact; K pullback attracting
� �

;

is not empty (see [6, Theorem 4.2]). Besides, by [6, Theorem 5.6], the attractor is invariant, i.e.
Uðt; sÞAs ¼ At ; 8t P s;
as soon as the process satisfies some continuity properties (in fact much weaker than strong continuity). In particular, when
the attractor is invariant, it coincides with the set of all complete bounded trajectories (CBT) of the process Uðt; sÞ (see [5, 
Theorem 3.2]), namely,
denote the Hausdorff semidistance of two (nonempty) sets B; C � Ht by

dtðB;CÞ ¼ sup
x2B

distHt ðx; CÞ ¼ sup
x2B

inf
y2C
kx� ykHt

:



A ¼ Z : t # ZðtÞ ¼ fuðtÞ;utðtÞg 2 Ht with Z cbt of Uðt; sÞf g:
Recall that a function t # ZðtÞ 2 Ht is a CBT of Uðt; sÞ if and only if supt2RkZðtÞkHt
<1 and
ZðtÞ ¼ Uðt; sÞZðsÞ; 8t P s 2 R:
The existence of the (invariant) time-dependent global attractor for our problem is stated in the following theorem.

Theorem 5.2. The process Uðt; sÞ : Hs !Ht generated by (2.1) possesses the time-dependent global attractor A ¼ fAtgt2R, which
is also invariant. Besides, At is uniformly bounded in Vt , i.e.
sup
t2R

sup
fu;utg2A

kuxxðtÞk2 þ eðtÞkuxtðtÞk2
h i

<1: ð5:1Þ
Owing to the discussion above, it suffices to prove the existence of A ¼ fAt gt2R, together with the uniform Vt-bound of At . 
Indeed, from Proposition 3.2, the process Uðt; sÞ associated to (2.1) is (locally) Lipschitz continuous, so that the attractor is 
automatically invariant. Accordingly, we will construct a pullback attracting family of (nonvoid) compact sets, proving that 
K – ;, implying in turn the existence of the (invariant) time-dependent global attractor.
5.2. The decomposition

In order to exhibit a pullback attracting family of compact sets, the strategy is to find a decomposition of the process into
the sum of a decaying part and of a compact one. To this aim, let B0 ¼ fBt ðR0Þgt2R be the time-dependent absorbing set of 
Theorem 4.3, and let s 2 R be fixed. Then, for any z 2 BsðR0Þ, we write ZðtÞ ¼ Uðt; sÞz as
ZðtÞ ¼ fuðtÞ; utðtÞg ¼ Z0ðtÞ þ Z1ðtÞ;
where
Z0ðtÞ ¼ fvðtÞ; v tðtÞg and Z1ðtÞ ¼ fwðtÞ;wtðtÞg
solve the systems
ev tt þ reðuÞv t � vxx ¼ 0;
Z0ðsÞ ¼ z

�
ð5:2Þ
and
ewtt þ reðuÞwt �wxx þ f ðuÞ ¼ h;
Z1ðsÞ ¼ 0:

�
ð5:3Þ
In what follows, the generic constant C will depend only on B0.
In a standard way one can prove the uniform decay of the solutions to (5.2).

Lemma 5.3. There exists d ¼ dðB0Þ > 0 such that
kZ0ðtÞkHt
6 Ce�dðt�sÞ; 8t P s:
Proof. Since e0 6 0, a multiplication of (5.2) by 2vt þ 2dv, with d > 0 small to be fixed later, leads to
d
dt

K0 þ 2ð,� deÞkv tk2 þ 2dkvxk2
6 2de0hv t ;vi � 2dhreðuÞv t ;vi; ð5:4Þ
where
K0ðtÞ ¼ kZ0ðtÞk2
Ht
þ 2deðtÞhvðtÞ;v tðtÞi:
The uniform L1-bound for reðuÞ and the boundedness of e0 allow to estimate the right hand side in (5.4), for d small, by 
dkvxk2 þ ,kv t k2. This yields
d
dt

K0 þ ð,� 2deÞkv tk2 þ dkvxk2
6 0:
Up to choosing a possibly smaller d > 0, we get
1
2
kZ0ðtÞk2

Ht
6 K0ðtÞ 6 2kZ0ðtÞk2

Ht



and in turn we easily obtain
d
K0 þ dK0 þ dkv tk2

6 0:
dt
The claim follows by the Gronwall lemma. 

An integration of the latter inequality gives
Z 1

s
kvxðyÞk2 þ kv tðyÞk2
	 


dy 6 C: ð5:5Þ
In turn, exploiting (3.1),
Z 1

s
kwtðyÞk2 dy 6 C: ð5:6Þ
The role of the uniform integral estimates (5.5) and (5.6) will be crucial to prove the compactness of the solutions to (5.3).

Lemma 5.4. There exists M ¼ MðB0Þ > 0 such that
sup
tPs
kZ1ðtÞkVt

6 M:
Proof. For t P s, we set
K1ðtÞ ¼ kZ1ðtÞk2
Vt
� 2deðtÞhwtðtÞ;wxxðtÞi � 2h f ðuðtÞÞ;wxxðtÞi þ 2hh;wxxðtÞi þ c
for d > 0 small and some c P 0 (depending on khk) large enough to ensure
1
4
kZ1ðtÞk2

Vt
6 K1ðtÞ 6 2kZ1ðtÞk2

Vt
þ 2c: ð5:7Þ
A multiplication of (5.3) by �2wxxt � 2dwxx, on account of (2.7) and the fact that e0 6 0, leads to the inequality
d
dt

K1 þ 2ð,� deÞkwxtk2 þ 2dkwxxk2
6 �2dhh;wxxi � 2de0hwt ;wxxi þ 2dhreðuÞwt ;wxxi � 2h½reðuÞ�xwt ;wxti

� 2hf 0ðuÞut ;wxxi þ 2dh f ðuÞ;wxxi:
By straightforward computations, in light of the control kukL1 6 C, we have
�2dhh;wxxi � 2hf 0ðuÞut ;wxxi þ 2dh f ðuÞ;wxxi 6
d
2
kwxxk2 þ Cð1þ kutk2Þ
and, recalling (2.6),
�2de0hwt;wxxi þ 2dhreðuÞwt;wxxi 6
d
2
kwxxk2 þ Cdkwxtk2

:

We now note that ½reðuÞ�x ¼ ef 00ðuÞux. Then, the embedding (1.4) gives
ehf 00ðuÞvxwt ;wxti 6 ekf 00ðuÞkL1kvxkkwtkL1kwxtk 6 Cekvxkkwxtk2
:

Similarly, by exploiting the boundedness of e,
ehf 00ðuÞwxwt;wxti 6 ekf 00ðuÞkL1kwxkL1kwtkkwxtk 6 Cekwtkkwxxkkwxtk 6 Ckwtkðkwxxk2 þ ekwxtk2Þ:
In summary, we obtain
�2h½reðuÞ�xwt ;wxti 6 Cðkvxk þ kwtkÞkZ1k2
Vt
:

Choosing d sufficiently small and making use of (5.7), collecting the inequalities above we end up with
d
dt

K1 þ 2qK1 6 Cðkvxk þ kwtkÞK1 þ Cð1þ kutk2Þ
for some q > 0. Finally, noting that
Cðkvxk þ kwtkÞK1 6 qK1 þ Cðkvxk2 þ kwtk2ÞK1;
we arrive at
d
dt

K1 þ qK1 6 Cðkvxk2 þ kwtk2ÞK1 þ Cð1þ kutk2Þ:



Due to the uniform integrability of kut k2 þ kwt k2 þ kvxk2 ensured by (5.5) and (5.6), we can apply a modified (but nowadays 
quite standard) form of the Gronwall Lemma (see e.g. [4]), yielding
K1ðtÞ 6 C; 8t P s:
By a further use of (5.7), the uniform boundedness of kZ1ðtÞkVt 
is deduced. 
5.3. Proof of Theorem 5.2

We are now in the position to conclude the proof of the existence of the attractor. To this aim, we define for all t 2 R

Kt ¼ z 2 Vt : kzkVt

6 M
� �

:

Then, K t is compact by the compact embedding VtbHt , and since the embedding constants are independent of t, the family
K ¼ fKt gt2R
is uniformly bounded. Besides, Lemma 5.3 and Lemma 5.4 imply that
lim
s!�1

dtðUðt; sÞBsðR0Þ;KtÞ ¼ 0; 8t 2 R:
Since B0 ¼ fBt ðR0Þgt2R is a time-dependent absorbing set, this means that K is pullback attracting. In other words, we proved 
that K is a nontrivial element of K, and the existence of the attractor A immediately follows. Finally, since A is the minimal 
element in the class K, then
At � Kt ; 8t 2 R
proving that At is bounded in Vt with a bound independent of t 2 R. 

6. Asymptotic structure of the attractor

We discuss the relationship between the time-dependent Cattaneo model (2.1) and the reaction–diffusion equation sub-
ject to homogeneous Dirichlet boundary conditions
ut � uxx þ f ðuÞ ¼ h;

uð0; tÞ ¼ uðL; tÞ ¼ 0;

�
ð6:1Þ
formally corresponding to (2.1) when t !1. We recall that, within our assumptions on f and h, problem (6.1) generates a 
strongly continuous semigroup
SðtÞ : V ! V
 

possessing the (classical) global attractor A1, which is also bounded in W (see e.g. [1,23]). Our result establishes the asymp-
totic closeness of A ¼ fAt gt2R to A1, being A the time-dependent global attractor of the process Uðt; sÞ generated by (2.1), in
the following sense.

Theorem 6.1. We have the limit
lim
t!1

dV ðPtAt ;A1Þ ¼ 0;
where PtAt denotes the projection of At into its first component, that is,
PtAt ¼ n 2 V : ðn; gÞ 2 Atf g:

On account of the abstract [5, Theorem 4.2], the conclusion above is a direct consequence of the next lemma.
Lemma 6.2. For any sequence zn ¼ ðun; @tunÞ of CBT of the process Uðt; sÞ and any tn !1, there exists a CBT w of SðtÞ such that, for
every T > 0, the convergence
sup
t2½�T;T�

kunðt þ tnÞ �wðtÞkV ! 0 ð6:2Þ
holds up to a subsequence as n !1.
Proof. The proof can be easily obtained by reasoning as in [5, Lemma 6.2]; hence we limit ourselves to describe the main 
steps. Let zn ¼ ðun; @t unÞ CBT of Uðt; sÞ and tn !1  be given. Owing to (5.1), for every T > 0
unð� þ tnÞ is bounded in L1ð�T; T; WÞ \W1;2ð�T; T; HÞ:



By the classical compactness result of Simon [22], unð� þ tnÞ is relatively compact in Cð½�T; T�; VÞ for every T > 0. Hence, there 
exists w 2 CðR; VÞ such that (6.2) holds up to a subsequence. In particular, by virtue of (5.1),
3 Aga
sup
t2R
kwxðtÞk <1: ð6:3Þ
In order to show that w solves (6.1), we define
vnðtÞ ¼ unðt þ tnÞ and enðtÞ ¼ eðt þ tnÞ:
This leads to the equality
@tvn � @xxvn þ f ðvnÞ ¼ �en@tt vn � enf 0ðvnÞ@t vn þ h:
We first prove that the sequence enf 0ðvnÞ@t vn ! 0 in the distributional sense. Indeed, for every fixed T > 0 and every smooth 
H-valued function u supported on ð�T; TÞ, exploiting again (5.1), we have
Z T

�T
enðtÞhf 0ðvnðtÞÞ@tvnðtÞ;uðtÞidt

����
���� 6 C

Z T

�T

ffiffiffiffiffiffiffiffiffiffi
enðtÞ

p ffiffiffiffiffiffiffiffiffiffi
enðtÞ

p
k@tvnðtÞkdt 6 C

Z T

�T

ffiffiffiffiffiffiffiffiffiffi
enðtÞ

p
dt 6 CT sup

t2½�T;T�

ffiffiffiffiffiffiffiffiffiffi
enðtÞ

p
;

where the generic constant C > 0 now depends on A and u. Thus, the required convergence follows by merely observing
that
lim
n!1

sup
t2½�T;T�

enðtÞ
" #

¼ 0; 8T > 0:
Similarly, after an integration by parts, one can prove that
Z T

�T
enðtÞh@ttvnðtÞ;uðtÞidt ! 0:
Since the convergence (in the distributional sense)
@tvn � @xxvn þ f ðvnÞ ! wt � wxx þ f ðwÞ
is straightforward, this proves that w is a solution of (6.1). In light of (6.3) we conclude that w is a CBT of SðtÞ. 
7. Further regularity

In this section, we discuss further regularity properties of the attractor. Indeed, we know from (5.1) that kuxxk is uniformly 
bounded whenever fu; utg 2  A. Still, we cannot draw the same conclusion for the norm of uxt , since (5.1) alone does not pre-
vent the blow up of kuxt ðtÞk as t !1. Here, we show that this situation cannot occur if, besides the previous assumptions, 
the derivative e0 is not too negative; more precisely, if3
lim inf
t!þ1

e0ðtÞ > �2: ð7:1Þ
Accordingly, since eðtÞ vanishes as t !1, there exists c > 0 and sH 2 R such that
2þ e0ðtÞ � 2‘eðtÞP c; 8t P sH: ð7:2Þ
Theorem 7.1. Let A ¼ fAt gt2R be the invariant global attractor. Then, within the further assumption (7.1),
sup
t2R

sup
fu;utg2A

kuxtðtÞk2 þ eðtÞkuttðtÞk2
h i

<1:
The proof relies on the subsequent uniform estimate. In what follows, the generic constant C will depend only on the
attractor A.
Lemma 7.2. Let fu;utg 2 A. Then, for every t P sH, we have
eðtÞkuttðtÞk2 þ kuxtðtÞk2
6 CHe�xðt�sHÞ þ C
for some CH > 0 and x > 0, both depending only on A.
in, taking into account the physical constants as in (1.2), the condition reads

lim inf
t!þ1

e0ðtÞ > �2a:



Proof. By differentiating the equation with respect to time, calling g ¼ ut , we are led to
egtt þ ½1þ e0 þ ef 0ðuÞ�gt � gxx ¼ NðuÞ; ð7:3Þ
where
NðuÞ ¼ � ð1þ e0Þf 0ðuÞ þ ef 00ðuÞut
� 


ut :
Note that
Z 1

sH

kNðuðyÞÞk2dy 6 C: ð7:4Þ
Indeed, due to the embedding (1.4) together with (5.1),
kð1þ e0Þf 0ðuÞutk2
6 Ckutk2
and
2
L

2
L

kef 00ðuÞjut j2k2 
6 e2kut k 1 kf 00ðuÞk 1 kut k2 

6 Cekuxt k2kut k2 
6 Ckut k2

:

Thus, (7.4) follows from the integral estimate in (3.1). Eq. (7.3) is endowed with the initial conditions at the time t ¼ sH
gðsHÞ ¼ b; gtðsHÞ ¼
1

eðsHÞ
h� f ðaÞ þ axx � ½1þ eðsHÞf 0ðaÞ�b
� 


;

where we put for short a ¼ uðsHÞ and b ¼ utðsHÞ. A multiplication by 2gt gives
d
dt

ekgtk
2 þ kgxk

2
h i

þ h½2þ e0 þ 2ef 0ðuÞ�gt;gti ¼ 2hNðuÞ;gti:
Besides, multiplying by 2dg, for d > 0 to be fixed, we get
2d
d
dt
heg;gti þ 2dkgxk

2 � 2dekgtk
2 þ 2dh½1þ ef 0ðuÞ�gt;gi ¼ 2dhNðuÞ;gi:
By (2.5) and (7.2),
2 þ e0 þ 2ef 0ðuÞ P c; 8u 2 R:
Thus, collecting the two differential equalities, we are led to
d
dt

Cþ 2dkgxk
2 þ ½c� 2de�kgtk

2
6 �2dh½1þ ef 0ðuÞ�gt;gi þ 2hNðuÞ;gt þ dgi;
where
CðtÞ ¼ kgxðtÞk
2 þ eðtÞkgtðtÞk

2 þ 2deðtÞhgðtÞ;gtðtÞi:
This functional is easily seen to be equivalent to the square norm of fgðtÞ;gtðtÞg in Ht if d > 0 is small enough, namely,
1
2
kfgðtÞ;gtðtÞgk

2
Ht
6 CðtÞ 	 2kfgðtÞ;gtðtÞgk

2
Ht
: ð7:5Þ
We estimate the right-hand side in a standard way, owing to the boundedness of e and kf 0ðuÞkL1 , in order to get the differ-
ential inequality
d
dt

CþxC 6 CkNðuÞk2
for d > 0 small enough and some x > 0. Using (7.4), the Gronwall Lemma on ðsH; tÞ provides
�xðt�sHÞ 
CðtÞ 6 Cðs Þe þ C; 8t P s :
H H

Since by (5.1)

kaxxk2 þ eðsHÞkbxk2

6 C;
we deduce that
kgxðsHÞk2 ¼ kbxk2
6

C
eðsHÞ
and
eðsHÞkgtðsHÞk2 ¼ 1
eðsHÞ

kh� f ðaÞ þ axx � ½1þ eðsHÞf 0ðaÞ�bk2
6

C
eðsHÞ

1þ 1
eðsHÞ

� �
:



A final application of (7.5) completes the argument. 
Conclusion of the Proof of Theorem 7.1. Let fu; utg 2 A. On account of (5.1),
sup
t2R

eðtÞkuxtðtÞk2
6 C:
Since e is decreasing, we get
C
kuxt ðtÞk2 

6 
eðsHÞ 

; 8t < sH;
while Lemma 7.2 yields in particular
kuxt ðtÞk2 
6 CH þ C; 8t P sH:
The claimed uniform bound for kuxt k is established. h
8. Concluding remarks

The first construction of an abstract (linear) evolution system of the form
d
dt

yðtÞ þAðtÞyðtÞ ¼ 0;
where fAðtÞg is a family of time-dependent linear operators acting on the same Banach space X , is due to Kato [12,13]. The 
theory has been extended to cover the nonlinear case (see [21, Section 6])
d
dt

yðtÞ þAðtÞyðtÞ ¼ gðt; yðtÞÞ:
Compared to the previous results, the main novelty of the approach developed in [5–8], and used in the present paper, is that 
the evolution operator Uðt; sÞ acts between spaces explicitly depending on time. This is naturally related to the fact that the
energy norm of the phase space is somehow dictated by the operator AðtÞ. In other words, the scale of time-dependent spaces 
X t is adapted to the structure of the equation, namely, to the properties of its time-dependent coefficients. In par-ticular, 
although for finite time-intervals all the X t might be the same geometric space endowed with equivalent norms, such an 
equivalence can be lost in the longtime. Even more, the (formal) limit X t ! X1 can be highly singular. Reason why the 
classical theory seems not to be apt to capture the asymptotic properties of Uðt; sÞ, which is exactly the focus of our analysis. 
It would be however a challenging project trying to extend the ideas of Kato, so to obtain an abstract theory for linear dif-
ferential equations on time-dependent Banach spaces.

Coming back to the model Eq. (2.1), it would be clearly interesting to extend the analysis in space-dimensions 2 and 3. In 
the two-dimensional case, thanks to the techniques developed in [14,20], the existence of an invariant time-dependent 
attractor should be expected for a nonlinearity f of (arbitrary) polynomial growth. The picture is much more complicated in 
the three-dimensional case, unless f undergoes severe limitations (cf. [19]). The critical case of polynomial growth of order 3 
could be treated by introducing the notion of a weak time-dependent attractor. Instead, the existence of a strong attractor is 
an open problem, even if e is constant, although a partial answer in that direction (for a constant e) has been given in [15], but 
with a reðuÞ that does not reflect the structure needed for our purposes.
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