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ABSTRACT

In the last few years, thanks to the emergence of Web 2.0, social media has made the concept of
online live events possible. Users participate more and more in long-running recurring events in so-
cial media by sharing their experiences and desires. This work introduces long-running live events
(LRLEs), as a type of activity that span physical spaces and digital ecosystems, including social me-
dia. LRLEs encompass several individuals, organizations, and brands collaborating/competing in the
same event. This provides unprecedented opportunities to understand the dynamics and behaviour of
event-oriented participation, through collection and analysis of data of user behaviours enabled by the
Web platform, where most of the digital traces are left by users. What makes this setting interesting
is that the behaviours that are traced are not focused only on one individual brand or organization,
and thus allows one to understand and compare the respective roles and influence in a defined set-
ting. In this paper we provide a high-level and multi-perspective roadmap to mine, model, and study
LRLEs. Among the various aspects, we develop a multi-modal approach to solve the problem of
post popularity prediction that exploits potentially influential factors within LRLE. We employ two
methods for implementing feature selection, together with an automated grid search for optimizing
hyper-parameters in various regression methods.

1. Introduction

Over the last few decades, social media (SM) has dom-
inated day to day people’s life by providing platforms for
users to share content easily. It has become a consolidated
and reliable source of information since it encompasses data
originated from feelings and experiences of large groups of
people, due to its accessibility and user-friendliness. In par-
ticular, SM has demonstrated a huge potential in commu-
nication, interactions, and community building during large
scale events [42], such as the Arab spring in 2010 [49] and
the 2008 U.S. presidential elections [52].
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1.1. Context and Motivations

In the following, we briefly discuss which categorization
approaches exist to distinguish between different types of
events and why Long-Running Live Events should be treated
as distinct events. Researchers mostly follow two different
event categorization approaches in the literature — namely,
Topic-based and Crisis/Extreme event detection.

Topic-based categorization is the most widely used ap-
proach in the literature, which categorizes SM events accord-
ing to their topics (e.g., politics, sport, and so on [99]). Ac-
cording to the topic-based categorization approach, an event
(i.e., a topic) might be an actual event that is held in a loca-
tion and has a predefined schedule; for example, [5, 87] mon-
itor and investigate the participants’ reaction to a cultural
event. Also, it is possible that some events are not necessar-
ily held physically and do not have a predefined calendar. For
example, [84] explores online conversations of Italian users
around vaccines on Twitter!. In general, considering the na-
ture of topic-based categorization, events are not necessar-
ily organized by any organizations, and the events might be
about Bursty topics. Guille et al. [42] defines Bursty topic in
social network sites as “a behavior associated with a topic
within a time interval in which it has been extensively treated
but rarely before and after the event’s duration”.

Alternatively, some events can be characterized as cri-
sis/extreme situations. In this case the discussion on SM
is typically oriented toward the critical issues related to the
event. In a way, this can be considered as a bursty topic about
an actual event that is not organized in advance.

In this work, we define Long-Running Live Events (LR-

Vhttps://twitter.com/
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Table 1

The main characteristics of different approaches in categorizing social media events.

Characteristics

Topic Schedule Recurring Location Organizer Bursty
Topic-based event Single Maybe No Maybe Maybe Maybe
Crisis event  Single No Yes No Yes
Long-running Live event (LRLE)  Multiple Yes Yes Yes Yes

LEs) as events that have a significantly long duration, are
explicitly organized by some host entity, are held physically
in some locations, and are periodically repeated for a long
period of time. Examples include festivals, fairs, and so on.

The user-generated content (UGC) related to LRLEs mostly

reflects the participants’ in-person experience during the ac-
tual event. Moreover, since they are well-established events
in society, some governmental and/or non-governmental or-
ganizations organize such events. Unlike the other catego-
rization approaches of SM events, LRLEs can cover more
than a single topic. Table 1 summarizes the key character-
istics of different approaches in SM event categorization. In
the rest of the work, whenever we refer to events, we are ex-
plicitly targeting LRLEs.

Studying and understanding the dynamics of LRLEs is
potentially appealing to many communities. For the pub-
lic sector, it is a new door of exploring several unexplained
topics such as societies’ behavioral patterns and improving
communication [59, 83]. For brands and businesses, it is
a profitable place for commerce, in which they could at-
tract extra public attention with lower cost compared to other
forms of advertising [44, 86]. These advantages are achieved
by Word-of-Mouth [100], as SM is a modern type of me-
dia governed by individuals who actively produce UGC [3].
Furthermore, the events that are covered by SM are more
likely to promote the users’ engagement, due to the infor-
mation diffusion [7, 37, 68], specifically if the events are
well-established in the society. From the research point of
view, LRLEs provide potential topics such as content pop-
ularity prediction [95, 76], measuring the profile influence
[90], opinion formation [2], crowd preferences identification
[34, 103], user profiling [32, 75, 106], recommender systems
applications [22, 104], event detection [28], behavioral pat-
terns recognition [27, 70], and urban resources allocation
[85]. By enjoying the rewarding properties like being held
periodically and extensive coverage by SM, LRLEs are typi-
cally populated by users who would have paved for the men-
tioned communities to benefit the opportunities even more.

1.2. Objectives

Given the importance and potentials of LRLEs, in this
work we aim to design and propose a high-level concep-
tual model and a method that define the main elements of
LRLEs and the procedure to study them based on data
collected from social media. To illustrate the feasibility
and usefulness of studying these events, we provide a multi-
perspective experiment on the Instagram’s~ posts related to

Zhttps://www.instagram.com/

the Big Four Fashion Weeks (New York, Paris, London, and
Milano). Using this as a case study, we design an experiment
that has the following objectives:

e Understanding the temporal dynamics of users’ be-
havior during the events.

e Understanding the geographical distribution of the users
and their posting activities.

e Studying brand popularity during the events.

e Detecting dependencies between the events’ locations
and the posting dynamics of participants targeting brands.

e Determining the main factors influencing the popular-
ity of the user-generated content and design a model
to predict the popularity of such content.

1.3. Structure of the Work

The rest of the work is organized as follows. Section 2
provides the background and state of the art. Section 3 in-
troduces LRLEs and provides a high-level overview of their
main elements and a conceptual procedure as a road map to
study them. Section 4 provide some details about our exper-
iment on the case study of Big Four’s Fall/Winter Fashion
Weeks 2018, including Explanatory Data analysis and mod-
eling post popularity. Finally, Section 5 is conclusion.

2. Related Work

As mentioned earlier, the aim of this work is to design a
framework for extracting the knowledge and designing pre-
dictive model to predict the popularity of SM posts during
such events. Section 2.1 provides a literature review regard-
ing the various exploratory data analysis techniques on SM.
Section 2.2 discusses related work on predicting the popu-
larity prediction of SM posts.

2.1. Exploratory Data Analysis on Social Media
Spatial analysis of users’ response to Milano Fashion
Week event on Instagram and the event coverage was pre-
viously investigated by [14]. They observed the propaga-
tion of the brand’s related SM events, using posts’ geolo-
cation information and various time windows with different
duration. Another geographical analysis on Instagram stud-
ied the data consisting of users’ information collected from
celebrities” accounts whose posts were viral at a particular
time and some random selection of their followings and fol-
lowers, along with their posts. They investigated to what
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extent Instagram posts are geo-tagged and how they are ge-
ographical spread in the world. Besides, they provided the
world’s most popular locations frequently used in the posts
[71].

Users analysis on Twitter data attempted to determine
whether a user is a member of a community [88] using a set
of semantic features of the tweets, mainly the vocabularies,
based on the idea that a set of users sharing similar vocab-
ulary can form a community. [6] provides users behavioral
analysis from different aspects, such as users’ preferences in
posting time and their reaction to other posts. They extracted
information from more than 1M images and videos from In-
stagram posts and showed that users tend to like posts that
already have a considerable number of likes. Concerning
the users’ network, [71] plotted the correlation between the
users’ followers and followings count. They found that these
counts are linearly correlated when users have a fair number
of followers. [51] studied users’ posting behavior and the
most popular hashtags and camera filters. They focused on
the analysis of the individual posts. For instance, they inves-
tigated Instagram posts by applying computer vision tech-
niques on the post images, categorized them, and provided
relative popularity of categories and clusters of users.

Brands analysis has been previously done by [14] and
investigated the popularity of 65 active brands in the Mi-
lano Fashion Week event. They applied Principal Compo-
nents Analysis (PCA) [31] to extract the most influential fac-
tors on the brands’ coverage, then clustered the brands into
four groups based on the extent to which the responses are
dispersed and demonstrated that the brands’ popularity is
not highly correlated to the geographical features. [15] ex-
plored the communities that arise around commercial brands
on SM. They aim at understanding the meaning of similarity,
collaboration, and interaction among the members of these
communities. To do so they encoded the communities net-
work into a graph model which contains the user nodes and
friendship relations. Then, they compare the communities
graph model with a heterogeneous graph model composed
of posts and hashtags. Finally, by inducing direct user-to-
user connections through the posts and hashtags as the inter-
mediate nodes, they build a reduced network.

2.2. Post Popularity Prediction on Social Media
Multi-modal approaches are the predominant choice for
predicting SM content popularity. Some examples are [4,
40, 57, 61, 64, 73,74, 98, 102, 108], which incorporate dif-
ferent aspects of posts, particularly characteristics of the post
generator and posts’ content and information which are the
features encoded in the posted media. For instance, khosla
etal. [61] incorporated social context and image-related fea-
tures of a post in a multi-modal approach. They define pop-
ularity as log-normalized view counts in Flickr®. They ap-
plied Support Vector Regression (SVR) [8] using different
types of features and reported Spearman’s rank correlation
[94] (up to 0.81) of the obtained popularity and the actual
popularity by using both the mentioned features categories.

3https://www.flickr.com/

Since the focus of the work was on understanding image
characteristics and limited information about the social sig-
nal, they didn’t consider the context in which those images
were taken; for example,

Totti et al. [98] studied Pinterest* data with number of
reshare as the popularity score. They divided the features
into three groups of visual, semantic, and social-network
properties. They considered two extreme classes by apply-
ing a binary classification on whether an image will be highly
popular or unpopular by using a random-forest ensemble [107]
of 200 tree estimators.

Another multi-modal approach [50], done on 10k sam-
ples from Yahoo Flickr dataset [96]. They considered tags
and visual features. They then built SVR with linear and Ra-
dial Basis Function (RBF) [23] kernels and Multiple Kernel
Learning (MKL) [38] and reported the results in terms of
Spearman’s rank correlation among the true and predicted
output. The best method was SVR with an RBF kernel.

Multimodal context-aware recommender for post pop-
ularity prediction in Social Media [73], is a research con-
ducted in order to predict the popularity of items (i.e., places)
considering individuals’ preferences regarding the items in
the model. In their study they used a dataset containing
600K posts collected from Instagram which are related to
different touristic places in The Netherlands (as items). The
predictor is designed based on Factorization Machine (FM)
[89] which has been extended in their case employing visual
and textual contents as information. The results suggest that
it is beneficial to apply multi-modal context-aware recom-
mender to model the post popularity.

Jaakonmaki er al. [56] studied the impact of content,
context, and user engagement in marketing on Instagram.
They considered likes as an indicator of interest, and com-
ments as the degree of verbal interaction. They included
creator-related, contextual, and content features. The later
was extracted through Natural Language Tool Kit (NLTK)
[13] and Clarifai’. They utilized least absolute shrinkage
and selection operator (LASSO) [97] as the model and found
that 40% of the deviance in engagement can be explained by
only 10 predictors, while to reach 50%, half of the total num-
ber of predictors were needed. The most impactful features
were reported mainly to be creator-related ones such as the
number of followers, age, and sex.

Zohourian et al. [110] explored information from videos
and images collected from three Instagram business accounts
consisting of 271 instances for predicting popularity as the
number of likes. They regarded the prediction problem as
both regression and classification problems. As regression
methods, they applied linear regression, local polynomial
regression, and SVR. They achieved the lowest root-mean-
square error (RMSE) of 0.002 using local polynomial regres-
sion. Before applying the classification, they categorize pop-
ularity into three classes: low, medium, high, then utilized
k-nearest neighbor, random-forest, Naive Bayes, C4.5, and
decision tree [65]. They achieved an accuracy of 90.77%.

“https://www.pinterest.com/
Shttps://www.clarifai.com/
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Figure 1: Conceptual overview of the main LRLE's elements and their relationships.

The study in [6] has collected 1.2M posts of 200K In-
stagram users, including both the popular and the ordinary
ones. They focused on user-related and post-related features.
They have concluded that users with more followers receive
more attention and popularity, as the rich get richer phe-
nomenon. Moreover, they discovered that the use of more
hashtags could result in attracting more audiences. Finally,
they realized that users tend to post during the weekend and
in the afternoon while their temporal investigation did not
provide information on whether such behavior is the same
for LRLEs or not.

Yamaguchi et al. [105] explored Chictopia®, which is a
fashion-focused online community. They modeled the popu-
larity of outfits pictures by applying a multi-modal approach
incorporating visual, social, and textual factors. Their data is
a collection of around 320k images, from 34k unique users,
and popularity is defined as the logarithmic number of votes,
comments, and bookmarks. By applying linear regression
on the log-votes, they confirmed that users’ social features
dominate the popularity of posts. Also, they modeled the
problem as a binary classification to identify whether the
post will be among the top k% of the most popular ones or
not. It resulted in knowing that recognizing the most popular
posts is easier than the least popular.

3. Long-Running Live Events (LRLESs)

Guille et al. [42] defined Bursty topic in online social
networks as “a behavior associated with a topic within a
time interval in which it has been extensively treated but
rarely before and after the event’s duration”. Inspired by
this concept, we consider two categories of bursty topics,
namely, irregular and regular. The topics that happen with-
out any specific schedule are irregular bursty topics such as
natural hazards (e.g., [91]), accidents [81], and rainy days
[92], while regular bursty topics happen regularly and have
pre-defined calendars, such as Earth Day. In this section, we
introduce LRLEs as examples of regular bursty topics, pro-
vide a conceptual overview of their elements, and a high-
level procedure as a road map to studying them.

There are many potential research topics in the context of
LRLE:s, including but not limited to: content popularity pre-

Shttp://www.chictopia.com/

diction [76, 95], measuring the profile influence [90], opin-
ion formation [2], crowd preferences identification [34, 103],
user profiling [32, 75, 106], recommender systems appli-
cations [22, 104], event detection [28], behavioral patterns
recognition [27, 70], and urban resources allocation [85].

3.1. Definition

Long-running live events (LRLEs) are periodically re-
peated events like festivals that are held physically in some
locations and are covered on SM. The UGC related to LRLEs
mostly reflect the in-person experience of the participants in
the actual event. Moreover, since they are well-established
events in the society, there are some governmental and/or
non-governmental organizations that organize such events.
Unlike the other categorization approaches of SM events (see
Table 1), LRLEs can be about more than a single topic.

3.2. Elements
Figure 1 depicts a conceptual overview of LRLE’s prin-
cipal elements and the relationships among them.

e Location: Events can be held in a place or in many
places. If the event is held in multiple locations, one

should investigate the possible interactions among places.

Furthermore, exploring the events’ location will hint
about the cultural preferences and behavior of the par-
ticipants.

e Time: Schedule and frequency of the events can vary
occasionally. LRLEs might have multiple sub-events
happening at different times. The key point is that the
events are holding periodically. If the schedules of
events overlap, the possible interactions among them
should be inspected too.

e Context: Understanding the context of the LRLE is
crucial. Not only, the event’s topics, participants, and
the type of UGC are determined according to the con-
text. But also, the study’s goals are determined ac-
cording to the context. The context can be related to a
single or multiple industries. Identifying the engaged
industries provides an insight into the target partici-
pants and the potential content to be analyzed. Some
examples of events from different industries are EXPO,
Comic-Con, and Fashion Week (FW).
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e Content: Content is the shared media by participants
such as videos, audios, images, and texts. The type
of preferable content depends on the context of the
LRLE. For instance, in fashion week events, gener-
ating images could be more favorable for the users,
while in political events, textual participation might
be required.

e Platforms: Sources of data for studying LRLEs. The
choice of target platform/s is dependent on many fac-
tors. The main factors can are:

— The main preferred type/s of content by partici-
pants of the target LRLE. For example, in case
of FWs, the most informative platforms are those
that provide visual contents (i.e., image and video).

— The topology of the platform which can be either
unilateral (e.g., Twitter and Instagram) or bilat-
eral (e.g., Facebook) [42].

— The policies and limitations provided by the plat-
form’s application programming interface (API).

e Participants: Participants of the event can be catego-
rized into two groups. The first group is the organizers
of the event like brands and industries, and the second
group is people who attend the events. The first group
of the participants’ motivation is maximizing the sec-
ond group’s attendance, and the second group is the
ones who share the online content.

3.3. Procedure
Figure 2 shows a high-level road-map to extract knowl-
edge from LRLE:s.

Research Select Plan; ing
Questions LRLE Case Study Data Acquisition
Knowledge . Exploratory
Harvesting Modeling Data Analysis

t {

Figure 2: High-level road map showing the main steps to har-
vest knowledge from LRLEs.

Considering the potential of LRLEs, research questions
might arise to seek characteristics, behavior, and the inter-
actions of LRLE elements during the event. Research ques-
tions can also be hypotheses about the cause of phenomena.
LRLE:s are characterized by their elements, and a case study
is a combination of specific choice for each of those char-
acteristics. Having in mind the research questions, the best
LRLE case study can be selected according to the require-
ments to answer the research question. For instance, if the
research questions are about the outcome of elections and
the influential factors for the popularity of the candidates,
Twitter might be a better platform to study than Instagram

or YouTube’. Likewise, if the research questions are re-
lated to the fashion industry, the platforms with more vi-
sual options such as Instagram and Flickr might be desirable.
Other elements can be set according to the research need;
whether we intend to study a phenomenon on a particular
group of people or worldwide, do we need to have informa-
tion about recent events, or should we consider more repeti-
tions of the same event. Answering these questions requires
in-depth domain knowledge, and this step is the prerequisite
for planning and data acquisition step, which includes data
collection, preparation, and cleaning. Then interesting sta-
tistical analysis can be performed, either on LRLE elements
or other related subjects. The insights of the Exploratory
Data Analysis step might be adequate to answer the initial
questions or raise new questions. Having more information
about the case study, one can proceed to model other interest-
ing phenomena. In this regard, employing machine learning
(ML) techniques potentially results in extracting the knowl-
edge for that purpose. For example, utilizing feature engi-
neering techniques provide information about the most influ-
ential factors. One would expect that investigations focused
on temporal drift, temporal analysis and evolution (e.g., con-
cept, sentiment, efc.) would be the central point of interest
given the definition of LRLE:.

3.4. Challenges

In fact, most of the issues and challenges that one may
face during studying LRLEs, are the ones when dealing with
SM in general. Here we name some of the most important
ones.

3.4.1. Platform related challenges
Some of the main challenges specific to the SM platform
are as follow.

e Limitations due to the policies and design of platforms,
which result in the lack of information. For example,
Instagram does not provide the temporal evolution of
the post’s number of likes.

e The noise caused by the platform’s design. For in-
stance, in the case of Instagram, when requesting the
posts related to a specific hashtag, even if the post’s
caption does not include that hashtag, but it is men-
tioned in the comments by anyone, the post appears in
the result.

e API’s constraints like the allowed number of requests
for data collection.

e Legal issues which are mostly related to the copyright.

e Privacy and regulations modifications that may occur
in the time of the data collection phase.

7https://www.youtube.com/
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3.4.2. Four V’s of Big Data

The data driven approach of users’ behavioral analysis is
based on the concept of big data paradigm [11, 19]. Under-
standing this paradigm is mandatory for studying LRLEs due
to the large number of mobile sensors that need to be gov-
erned and continuously produce data. According to [109],
the four V’s of big data are:

e Volume: The amount (or size) of data is exponentially
increasing.

e Variety: (a.k.a, heterogeneity) The types of data that
need to be analyzed are many, spanning textual, nu-
merical, and multimedia content, which might hinder
applying statistical methods.

e Velocity: Sensors data is continuously generated and
communicated, making the whole approach a contin-
uous quasi-realtime solution.

e Veracity: The amount and speed of data pose chal-
lenges to the quality or correctness of the data, which
need to be monitored and validated to avoid wrong
perceptions and actions.

4. Experiments

This section investigates FW events as the case study.

4.1. Case Study

FWs encompasses all the main elements of LRLE and is
an excellent example to study. It is internationally accepted
and participated by many users, covered well in SM, and
engages many brands and organizations. We selected Big
Four’s Fall/Winter Fashion Weeks 2018 as our case study
since it is the latest FW event before starting our experiment.
London hosts two FWs events® in multiple time slots. Mens
London FW (LFW(MENYS)) started in January 6%, 2018 and
lasts for three days. London FW (LFW) started in February
16™, 2018, and lasts for five days. However, New York FW°
(NYFW) does not split its events into time slots with a gap in
between. Its events started in February 2nd 2018 and ended
in February 20", Being nineteen days long makes it the
longest event. Milan FW!? consists of two separate events.
The first one Mens Milan FW (MFW(MENS)) started in Jan-
uary 12", 2018 and continued for four days while the second
one which is Milan FW (MFW) started in February 20th,
2018 which is the last day of both LFW and NYFW, and
finished in February 26, 2018 which is the starting day of
Paris fashion week. Paris FW'! hosts the second longest
event, and follows the same strategy as London and Milan
for splitting the events into two sub-events; Haute Paris Fw
(PFWHAUTE)) and Paris FW (PFW) each of which lasts
for nine days, starting from January 17, 2018 and February
26", 2018 respectively.

8https://londonfashionweek.co.uk/
https://nyfw.com/home/
10https://www.cameramoda.it/en/
Whtps://fhcm.paris/en/paris-fashion-week-en/

In the rest of the work, the terms “event” and “city" are
used interchangeably. In addition, the term “caption” refers
to the textual content of the post.

4.2. Data Collection

We collected our dataset using Instagram API [55], since
to the best of our knowledge, there is no benchmark dataset
regarding FWs. Data includes event related posts and media
shared on Instagram starting from Jan. 1%, 2018 to March
11t 2018 (five days before the first event i.e., London FW
Men and five days after the last event i.e., Paris FW). We
found the events’ most used hashtags by manually exploring
Instagram’s search function and other online resources as the
hashtag seeds. We collected over 3M related public posts
and the user profiles who published those posts. The seeds
for four cities are different, but in the end, we merged all the
posts as a single dataset and added a categorical attribute
showing which post is related to which city event. Unlike
many other studies that collected posts of a few users or spe-
cific types of users such as celebrities, we added diversity to
the data by hashtag-based data collection approach. The re-
sulting dataset is composed of 905, 726 posts, 171,078 cor-
respondent user profiles and 723, 831 images. Due to inher-
ent noise in the data collected based on keyword search [21],
data cleaning approaches were exploited. First, we removed
duplicated posts that contained multiple hashtag seeds from
the data (duplication removal). Then the posts with missing
important attributes were eliminated (field error removal). It
should be noted that the mentioned data cleaning steps have
been done before the analysis presented in Section 4.3.5. As
aresult, the potential user profiles identified as bot/fake were
not removed from the rest of the analysis. The reason for not
removing the potential bot/fake accounts and their related
posts from the rest of the analysis was that we considered
them influential entities in the system that need to be ana-
lyzed. The dataset is available at [17] and its description are
presented in [18].

4.3. Exploratory Data Analysis
This section discusses the results obtained from the ex-
ploratory data analysis.

4.3.1. Hashtags Frequency Analysis

We investigated all the hashtags mentioned in posts’ cap-
tion body; these hashtags include both the hashtag seeds and
the extracted ones. The distribution of hashtags usage fre-
quency is extremely heavy-tailed. The total number of hash-
tags used in all the posts is almost 14M, which less than 15%
of them have been used more than or equal to 10 times. Fig-
ure 3 is the WordCloud'? representation of the top frequently
used hashtags in posts’ captions. The words bigger in size
are the most frequently used ones. The presence of the lead-
ing hashtags of fashion week events, despite their absence in
the initial hashtag list, confirms that the seeds for data col-
lection have been chosen appropriately.

Zhttps://github.com/amueller/word_cloud
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Figure 3: Word cloud representation of the most frequent used hashtags in the case study.
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Figure 4: Temporal posting behavior of the Instagram users of the case study with the granularity of 1 hour. Different colors
define the cities signals and the colored boxes in the background, specify the official calendar for each sub-events.

4.3.2. Temporal Analysis the posts in data to one or some of the four signal events
To investigate the information obtained from the posts according to the presence of representative hashtags of that
regarding the date and time they were published, we consid- particular event in the post. In case those posts contain more

ered events (cities) as temporal signals with the granularity ~ than one representative hashtags, we assigned multiple la-
of dates and hours, the signals start from the first day of the bels to them. The magnitude of each event signal at a specific
study and continue until the last day. Then, we assigned all ~ hour is equal to the total number of posts labeled to that event
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in that particular hour. Moreover, if a post contained hash-
tags about both events in a single city (e.g., about FW Men
and Women) then it is considered a focused post on the entire
super-event (FW Milan). It should be noted that the events’
representative hashtags are the ones employed for data col-
lection. Figure 4 illustrates the acquired signals depicted in
different colors for each event along with the actual time of
the events according to the fashion weeks calendar in the
background. For better visualization of the relationships be-
tween the posts’ signals and calendar, the event color’s actual
time is the same as the signal related to that particular event.
The plot approves that the temporal dynamic of the users
posting for the events is in direct relationship with the actual
events, coinciding with the peaks of events’ signals to the
middle of actual events. Besides, the signal value increases
sharply just before the corresponding events start, continues
its growth until the middle of the events, and then decreases
moderately after the events conforming temporal dynamics
of bursty topics [42]. Figure 4 emphasizes the importance of
considering the temporal aspects of the posts with respect to
the events. Concerning individual signals, the first peaks in
Milan and London related to men FWs in these cities suggest
that men FW events were less popular.

4.3.3. Hashtag Relevancy Analysis

To inspect the extent to which posts are genuinely related
to the event represented by the hashtags in their caption, it
is possible to add four extra Boolean fields: Milan, Paris,
London and New York to each post. Their values represent
whether the captions of a specific post contains at least one
of the hashtags seeds specific to each city or not. After that,
we calculated the percentage of posts’ relevancy to the cities
by showing the degree in which the posts of cities overlap.

18.44% 23.02%
1.002%
0.245% 1.4%
0.315% 0.899%
20.373% 31.033%
1.242%
0.508% 0.385%
0.473% 0.132%
0.533%

Figure 5: Venn diagram representing the portion of dataset
posts contain hashtags of the different combination of cities.

The Venn diagram'? in Figure 5 reports all the possible

Bhttps://github.com/LankyCyril/pyvenn/blob/master/pyvenn-
demo.ipynb

Table 2
Instagram users who posted about Big Four's Fall/Winter 2018
fashion weeks categories according to the purity of their posts.

User Category Percent
Pure Content Generators 94.1%
Mixed Content Generators 1.86%
Pure and Mixed Content Generators 3.23%

logical states of the posts relative to the cities. It suggests
that the majority of posts (92.866%) have hashtags that are
just related to one city hashtag list. This means that with
more certainty, these posts are indeed related to that specific
event, while the other posts include hashtags related to more
than a single city. The latter could increase the uncertainty
about the real association of these posts and the correspond-
ing events. Users who posted these contents might have used
these bunch of hashtags just to increase the visibility of their
posts since each post logically can occur for one of the events
unless the user intentionally aimed to generate a more gen-
eral content than the scope of a single event, for examples,
about fashion week in general, or to compare events of mul-
tiple cities.

4.3.4. User Categories According to Posting Behavior
Motivated by the polarization in targeting a single event
or multiple events by posts (Section 4.3.3), we want to cate-
gorize users according to their posting behavior. Each post
is about one or more events. If a post refers to only one city,
we consider it a pure post; otherwise, we consider it a mixed
post. According to this categorization for the posts, in the
following, we can consider a rough estimation of three cate-
gories of the users according to their posting behavior i.e., if
the user’s posts are about a single event or multiple events.

(i) Pure Content Generators: This category refers to
the users whose posts always target a single event (pure
post). A user in this category might target MFW in one
post and NYFW in another post, but not both events
simultaneously in a single post.

(i) Mixed Content Generators: Unlike pure content gen-
erators, the mixed content generators always target more
than a single event in each of their posts. In other
words, the set of posts made by these users does not
contain any pure posts.

(iii) Pure and Mixed Content Generators: The users who
have both pure and mixed posts in the posts set belong
to this group.

The third group (iii) perhaps justifies posts’ relevance to
the event, because they are the ones having both kinds of
posts. This might suggest that they know the difference be-
tween these kinds of captioning. If it was just for visibility,
they could have posted with multiple related hashtags all the
time. Table 2 reports the share of each of the categories of
users in the case study.

A. Javadian Sabet et al.: Preprint submitted to Elsevier
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Figure 6: (left) Users’ number of followers (y-axis) vs. number of followings (x-axis) and (right) in logarithmic.

4.3.5. Users Social Network Analysis

We investigated users’ following and followers counts.
This analysis gives a rough idea about the shape of the users’
network in the data. Figure 6 (left), plots the correlation be-
tween the number of followers and followings of each user.
Each point corresponds to a single user, with the number of
followings and followers (limited to 10, 000 for readability
purposes. For higher follower vs. following counts please
check Figure 16) on the x and y axes, respectively. Figure 6
(right), reports the same plot in log-log scale.

In Figure 6 (left), the most upper-left and the bottom-
right corners are related to the extreme types of users, prob-
ably celebrities and bots with a high unbalance between fol-
lowers and followings counts. In addition, the majority of
the data points fall above the red line, which suggests that
most of the users have more followers than following. Pre-
cisely, out of 171, 078 user profiles in the dataset, the number
of users having more followers than following is 116, 191
(67.92%), while the users who follow other accounts more
than they are being followed are 51,559 (30.14%). Only
3,328 (1.94%) accounts have the same number of following
as followers, which shows our users are mostly influencers.
This is reasonable considering the nature of the users in the
dataset, who are the people who published for long-running
live international events. From another perspective, if we
consider the users as a subset of Instagram network map-
ping to a directed graph, this diagram suggests that the num-
ber of incoming edges (external users who follow the subset
of users in the dataset) is more than the number of outgoing
edges (the users whom our dataset users follow). Moreover,
the scatter plots in Figure 6 reveal some compelling patterns.
There are few regions (highlighted in yellow boxes) where
the number of followings are much higher than the number
of followers. For example, around 1,000 and 7,500 on the
x-axis. Also, a few users have a number of following more
than the peak in 7, 500, even though the plot in the x-axis is

limited to 10,000. We compared our log-log plot (Figure 6
(right)) to the same plot manikonda et al. [71] provided; the
general distributions in both are the same, but these artifacts
are specific to the users in our dataset.

In a closer look at Figure 6 (left), we found three more
dense areas, referred to as peaks in histogram (See Figure 7),
located in position 0, 999 and 7,500, corresponding to the
followings count of 840, 169 and 234 users in the dataset.
The first peak is as a result of 840 users with exactly O fol-
lowings, but different followers count. They are probably
celebrities who decided not to follow anyone or unused or
fake accounts. There is also a possibility that Instagram has
banned some users from following other people. On the
other hand, the third peak, which collects all the dots in the
very right part of Figure 6 is probably the bots, who follow
many accounts to attract followers or increase the visibility
of their posts or their account. Their overall success in this
regard has been reflected in the same figure. Their followers
count on average are less than their followings count. This
peak corresponds to 234 users who follow exactly 7, 500 ac-
counts but have different followers count. This specific num-
ber could result from a policy by Instagram that forbids users
to follow more than 7, 500 profiles.

4.3.6. Geographical Analysis

To understand the users’ and posts’ geographical distri-
bution, we extracted geo-related metadata. Among 905, 726
collected posts, 42.59% are geo-tagged. To analyze and com-
pare the geographical posts distribution, specific to a single
event, sub-figures in Figure 8 provide the heatmap of the
posts related to the particular events showing the distribution
of the posts worldwide and Figure 9 is a zoom to provide a
better comparison of the engaged regions.

Figure 10 illustrates dataset users’ spatial distribution.
The locations obtained from the registered city of residence
in the user profile. Indeed, the red dots in the map account for
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Figure 7: Histogram of the number of following (blue) and followers (orange) on x-axis both limited to 10,000, and number of
users with the correspondent numbers on y-axis for the Instagram user's profile who posted about the case study. The peaks

with high values are crossed in red.
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Figure 8: Heatmap representing the worldwide geographical density of the Geo-located case study posts for (a) Milan, (b) Paris,

(c) London, and (d) New York.

53.16% of the users for whom location metadata was avail-
able at the time of data collection.

From Figures 8 and 10 it can be grasped that most of the
posts have been published in Big Four’s regions and mostly
by the users who are living in the same regions, or in the

other cities which host other fashion week events, i.e., the
case study events are mainly attended and/or talked about
by local people and attract less international attention than
expected. The reason for this claim is that the distribution of
the data in these figures are very similar.

A. Javadian Sabet et al.: Preprint submitted to Elsevier

Page 10 of 25



A Multi-perspective Approach for Analyzing Long-running Live Events on Social Media

£ G :
Cepgosz

"
grka @wars

(b)

B o

(d)

Figure 9: Heatmap representing the regional geographical density of the geo-located case study posts for (a) Paris, (b) London
and (c) Milan in Europe, and (d) New York in U.S.

Figure 10: Geographical dispersion of the Instagram users in the case study.

4.3.7. Brand Analysis brands, we investigated the posts published by their official
To identify the brands participated in the FWs, we man- Instagram account. We examined some of the brands in the
ually extracted the name of the brands from FW online web- case study that gained more attention from the users. Con-

site!*. In order to build a list of hashtags for each of the sidering the distribution of posts related to each brand in four
cities, we would like to know if the city would affect the

14https://fashionweekonline.com/
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Figure 11: Users’ responses to (left) Dior in red vs. (right) Chanel in blue in the case study for the entire experiment period and

each city separately (on y-axis) with the granularity of 1 hour.

coverage of a brand or not, i.e., whether the distribution of
the number of posts related to a specific brand is dependent
on the city hosting Fashion Week or not. To do so, we di-
vided the duration of FWs to hours and extracted temporal
signals for leading brands, such that the magnitude of each
signal is equal to the number of posts containing the brands’
hashtags published in that hour. Then we focused on two
of the most frequently tagged brands, Chanel and Dior, by
further decomposing their signals to include just the posts
tagged in one city at a time and obtained eight signals. Fig-
ure 11 compares the temporal dynamics of Dior and Chanel
categorized based on the posts related to each of the cities.
Please note that in order to make the peaks for each city the
y-ranges are different per city. The shapes suggest that the
dynamic of brands in the same city are more similar than the
dynamic of the same brand in different cities. Besides, we
computed pair-wise Spearman’s rank correlation among the
acquired signals and provided a heatmap in Figure 12. Even
though the events’ signals were not shifted to be aligned with
each other, the results confirm that the city is more impactful
than the brand in terms of both dynamic shape and magni-

tude. Let us take Dior posts in Paris as an example; its cor-
relation score with Chanel in Paris is 0.59, which is higher
than Dior’s scores in other cities such as Milan, which is 0.1.
Thus, one may interpret given the temporal dynamic of a
brand in a city, it is possible to predict the temporal dynamic
of other brands in the same city.

4.4. Modeling Post Popularity

To the best of our knowledge, this is the first work aim to
model the UGC’s popularity on SM during LRLEs. State-
of-the-art in predicting the popularity of UGC on SM dis-
cussed in Section 2.2, has one or more of the following short-
comings:

The first is related to ignoring the potential relation be-
tween the post and event. Since most of them focus on pre-
dicting the popularity of UGC on SM, they ignored con-
sidering the information related to the events. For exam-
ple, while some work considers only the days of the week
as an indicator of the posting time, we consider the post’s
timestamp with respect to the time of events to see if the
post is published before, during, or after the event. The sec-
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Figure 12: The Heatmap matrix of the Spearman’s correlation analysis showing the correlation coefficients among the values
obtained from the responses to the brands (Dior and Chanel) for each of the Big Four cities.

ond is related to the profile-oriented collection of the infor-
mation related to the user activities. For instance, in most
cases, they collect some of the recent posts by the user di-
rectly from the profile and ignore the context in which each
of those posts has been published. In this work, for each user,
we investigate their posts related to the events of the study.
The third is related to the interpretability of the predictive
model provided in the literature. To reduce the predictive
model’s complexity and provide the set of most influential
features, we utilize the proposed pipeline with feature selec-
tion techniques. The fourth is related to the evaluation of the
predictive model itself. We evaluate the effectiveness of the
proposed model using the number of likes.

LRLE is a valuable source of data in terms of reliability
since it encompasses the information that originated from
the real feelings and experiences of large groups of people.
Moreover, many organizations and brands are involved in
these events, which provides an unbiased environment for
them to evaluate their objectives by analyzing users’ behav-
ior and preferences. It is often in the interest of brands to
quantify their popularity and compare it to other peers. Re-
searches such as [29, 30, 46, 62, 63] provide statistics con-
firming the numerous opportunities for brand management
by making the best use of SM. Consequently, investigating
the popularity of content is rewarding for many communi-
ties. This is a way for them to build and maintain brand loy-
alty [10, 24, 80], which in return provides benefits; for ex-
ample, market share, sales revenues, and so on and so forth
[1, 58, 60].

As a result of the mentioned reasons, we aim to model
and estimate UGC’s popularity on SM during LRLEs by de-

signing a multi-modal strategy.

Considering the nature of the problem, the interpretabil-
ity of the predictive model is a crucial demand since not only
a reasonable estimation should be provided, but we are also
interested in the most important factors that contribute to the
popularity. Accordingly, relevant features should be identi-
fied through machine learning techniques.

The main elements and steps to predict the post popular-
ity are presented in Procedure 1.

Procedure 1 Post Popularity Prediction

Input: Original Data, FS param., Regressors,
Hyperparameters, k.
Output: M, Accuracy,.

Sampled Data = SAMPLING(Original Data)
Data = FEATURE EXTRACTION(Sampled Data)
Prepared Data = PREPARE(Data)
(TR, TE) = SPLIT(Pprepared Data)
F* = FEATURE SELECTION(TR, F'S param.)
for r in Regressors do

for hin Hyperparameters do

H* = k-FOLD-CV (k, F*, h,r)

end for

M =BUILD MODEL( H*, F*.r)

Accuracy, = EVALUATE( M*, TE)
end for

R S A A > e

_ = =
M =2
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4.4.1. Popularity Definition

In most of the research so far, SM’s popularity is related
to the amount of attention a post receives. Depending on
the type of SM, this attention is quantified in different man-
ners. In some of the studies on Instagram [61, 101, 102], a
log-normalized form of popularity has been used consider-
ing the temporal aspects. In many studies such as [110], the
popularity score is the ratio between the number of likes and
the number of followers. In multiple research, the number of
likes of a post (likes count) has been considered as the un-
normalized popularity score. We follow the last definition of
the popularity and ignore the temporal aspects of popularity
since data is collected far enough from the event to assume
that the number of likes of the posts have been reached to a
stable number and would not be changed anymore. Since we
expect to see more likes for the posts made by accounts with
more followers, we ignore normalizing the likes according to
the number of followers. Instead, we consider the followers
count as a potential factor to find popularity.

4.4.2. Sampling

Due to the underlying challenges in many big data stud-
ies, it might be useful to perform sampling as a pre-processing
step. In our data, the presence of noise and missing values,
may cause poor model performance.

We sampled 5, 583 posts from the dataset to address these
problems, which contain user-, post- and event-related at-
tributes using Random Under Sampling [9], while preserv-
ing the target distribution using stratification on the number
of likes. We extended the data to include visual content fea-
tures, as popularity might also depend on the post’s image.

After sampling, we split the dataset into training and test
parts, we have implemented a custom random under-sampling
by stratification on the likes count to have the distribution of
the output the same in training and test set.

4.4.3. Feature Extraction

Applying a multi-modal approach requires considering
post-related information, the content of the posts, and user
characteristics. Moreover, some aspects of posts such as
hashtags information and generation time are extracted and
employed as potentially influential factors for building a pre-
dictive model depending on the type of SM. Besides, since
the proposed method is to design a predictive model for a
particular event, other features related to the event might
correlate with the post’s popularity. In general all the men-
tioned features fall into four main categories; user-related,
content-related, post-related and event-related. Figure 13
reports the features hierarchy and details about the groups
and sub-groups that we extracted in this work.

User-related features, also referred to as social context

properties, gather information concerning the user who posted,

such as their followers and followings count, profile type,
etc. Depending on the target platform, they may be available
as part of the provided meta-data embedded in the collected
posts, or they may require further data collection actions to
be obtained.

Content-related information also depends on the type
of SM (e.g., Video on YouTube and text on Twitter). On
Instagram, image is the primary content, so this category
should aggregate visual features in the images. Visual fea-
tures can be low-level (basic) image-related features, mostly
resulted from statistical data extracted from pixel-level op-
erations, like image brightness or dominant color. Addition-
ally, visual features include high-level properties that give
information about the semantic of the post, such as the pres-
ence of particular objects or the image’s topic. We extracted
some of the visual features by using Microsoft Azure’s Com-
puter Vision services'?.

Post-related features are simply the meta-data of the post
which have been provided through the API, such as the tem-
poral and geographical attributes, hashtags, tags, number of
comments, efc.

Event-related group of features is the statistical infor-
mation, such as the average of the likes that each user ob-
tained regarding the target event. It should be noted that,
unlike some studies which require collecting the recent or
even all the activities of each user from its profile, we con-
sider only the posts of the same user as a representative of
its activity in that context. As an example of a feature in
this study, we included whether the post has been published
before, during, or after the event period.

For a detailed explanation of the procedure followed for
extracting the features, we refer the reader to Appendix B.

4.4.4. Feature Construction

To improve the performance of the predictive model, ex-
tra features can be created from the existing ones [77], be-
cause some features might be insignificant in terms of pre-
diction capabilities, while if combined with other features,
they could be highly correlated to the output. Since they are
built based on existing features, we call them higher-level
features. For example, in the case of LRLEs, while the post
timestamp is one of the raw features, other attributes can be
inferred using temporal aspects of the posts. We can ex-
tract meaningful attributes from it, such as whether the post
is published in the weekdays or on the weekend, or other
relevant encodings. These higher-level features can poten-
tially make the model more interpretable by adding some
semantics that makes sense. Regarding images, even though
deep neural networks (DNNs) [39] can be applied to extract
high-level features, another layer can still be added for in-
terpretability purposes. For instance, given the number of
faces in an image, we could add another feature encoding the
number of male or female faces or the average age of peo-
ple in that image. Other quantitative features can be added
in different cases according to the context. To the best of
our knowledge, this work is the first employing these higher
level features in multi-modal approaches.

Besides some raw features cannot be directly inserted
into the dataset, and need some modifications before using
in post popularity predictive model, the following reports the
preprocessing techniques used:

Bhttps://azure. microsoft.com
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Figure 13: Hierarchical representation of the case study's features types.

e One-hot Encoding for categorical variables has been
employed to transform these kinds of features to nu-
merical features for building the model. Using dummy
variables are not preferable because they impose logi-
cal orders for different values of the feature. This pro-
cess is applied to edited caption, verified, isBusiness,
clip art type, line drawing type features.

e Normalization step is the action in which all the fea-
tures in the dataset have been normalized using Python
sklearn [82] standard scaler package to have zero mean
and standard deviation equal to 1, to accelerate train-
ing of the regressors and hyper-parameters optimiza-
tion.

e Descritizing Discretizing is another modification we

applied for the high-level features with continuous value.

For example, in case of high-level concepts obtained
from images, like the presence of objects, faces, or
brands, ML methods mostly provide a confidence level
between 0 and 1, called score. In this case, the option
is discretizing scores, to be either 0 or 1. Thus an op-
timal threshold must be found using cross-validation
techniques. However, in some cases, such as the score
of being positive of a text, one may choose to dis-
cretize scores or use the score as it is.

4.4.5. Feature Selection

Due to the abundant number of extracted features in the
dataset, if the regressors fit all of them, it would be unneces-
sarily complicated and subject to overfitting. Accordingly,
we have implemented two modes of feature selection (FS),
both filter (a.k.a., ranking or screening) methods, using Spear-
man’s rank correlation and distance correlation (dCor) met-

ric for evaluating the dependence of the likes count to a sin-
gle or a subset of features. Spearman’s rank correlation is
a univariate metric formerly used in [61]; however, it only
can measure the correlation of a single feature to the output,
while dCor, previously applied for FS by [20, 48], is a mul-
tivariate index and evaluates the dependence of a subset of
variables to the output. Then applying cross-validation on
the training set and finding the mean-square error (MSE) in
the regressors (Ridge [72], SVR [8], extreme gradient boost-
ing (XGBoost) [25], and DNN [69]), we found 40 as the op-
timal number of features to be used in the final model.

Figure 14 shows the first 50 frequently selected features
in 10 runs of two modes of FS on the training set. The top
features are mainly user-related such as the ones related to a
business profile and the number of followers and followings,
which emphasizes the importance of influencers’ network of
connections on the popularity of the posts they publish, and
indirectly implies the visibility of the users can have a sig-
nificant impact on the popularity. Other features that have
often been selected were among event-related and high-level
image-related features, such as the presence of particular ob-
jects or human faces in the images and the semantic of the
images like outdoor scenes. Among post-related features,
the number of used hashtags has been selected more often.

In both FS modes, the average age of faces in the im-
ages, if any, that was added on top of the high-level image
features is revealed in these plots that have been unanimously
selected in all the runs. To our knowledge, there has been no
effort to retrieve and add these kinds of features for studying
post popularity in SM.
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Figure 14: Top 50 frequently selected features in 10 runs by FS phase of the proposed method using a) dCor and b) SRC indexes.
The y-axis lists the top 50 features ordered by their frequency, while the y-axis reports the corresponding number of selection.

4.4.6. Base Model

After finding the most relevant features, we applied a
simple regressor using all the features to obtain the base error
estimate, on top of which we can evaluate the improvement
of the performance of the model when FS and four super-
vised methods are applied. The detail about the implementa-
tion of the base method is provided in Appendix D. The best
correlation of the predicted and actual likes count is 0.765
and 0.830 using Spearman and dCor in 10 runs of the base
model.

4.4.7. Fit the Model/Hyper-parameters Tuning

For the further possible improvements on top of the base
model, we considered only the selected features and applied
four supervised methods, namely Ridge, SVR, XGBoost,
and DNN. The reason for selecting these regressors is an-
alyzing the data using different kinds of learning methods.
Optimizing these complex learning models requires hyper-
parameters tuning. Examples of hyper-parameters tuning al-
gorithms are stochastic such as iterated racing[12] method,
or random algorithms. Moreover, some of the sequential
and greedy algorithms can be applied if the evaluation of
the objective function is expensive [53, 54]. In this experi-
ment, we considered the configuration space as a tree struc-
ture in which the leaf nodes represent a unique combination
of hyper-parameters for each method. Then, we set up a grid
search mechanism by which all the leaf nodes for all the re-
gressors are tested [47, 66, 67]. We also included ridge re-
gression to the grid search and ran the algorithm for 10 in-
dependent runs. In each run, the shuffling of the samples
are the same for all the regressors, i.e., the same samples

are in the test set and training set for all the regressors in a
single run, but we changed the seed for independent runs to
increase the certainty of the results. For the evaluation of
each combination, we applied k-fold cross-validation [35]
where (k = 5) in which the initial training set is divided into
train and validation parts so that we ensure all the training
set samples are included in the validation part once. The
model with the combination of the hyper-parameters is fit to
train part for each k, and the performance metrics are mea-
sured for the validation part. Then the final performance is
the average of k measurements. The grid search output for
each regressor would be the best subset of parameters giv-
ing the best performance (the least RMSE) on the validation
set among the other combinations (details are provided in
Appendix E).

4.4.8. Results and Discussion

The best result is obtained by training a SVR model with
linear kernel, C = 2 and € = 0.9. In this configuration mean
absolute error (MAE) is equal to 14.895, and Spearman’s
rank correlation between the actual like count and the one
predicted by the model is 0.952. Unfortunately, few studies
were done on Instagram data, and as far as we know, none
of them was done on a case study similar to ours. Most of
the researches on the post popularity prediction were con-
ducted either on Flickr or other SM platforms or on incom-
parably smaller scales in terms of the number of instances
or users’ profile types. However, in this work, our main cri-
teria for collecting posts was their potential relations with
four events held in different countries. Moreover, in most
of the other works, the initial seeds were particular group(s)
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Figure 15: Predicted likes count (y-axis) vs. true likes count (x-axis) resulted from (a) training and (b) test datasets by Ridge,
SVR, XGBoost and DNN considering top 50 features selected by the FS method using dCor index.

of users, based on which post data were collected, while re-
garding this case study, we first collected the posts, then we
extracted the users who published them. Because of the rea-
sons mentioned above, it was impossible to compare our re-
sults with others. The only metric which was provided in
case of regression on popularity prediction was mostly the
correlation among predicted value and true values of popu-
larity, which we provided here using Spearman rank correla-
tion and dCor. In all the regressors, the obtained correlation
in different runs of the method has a very small standard de-
viation, suggesting that the correlation value is reliable.

Figure 15 depicts the true likes count versus the pre-
dicted values in applying the Ridge, SVR, XGBoost, and
DNN regressors, which are built using tuned hyper-parameters.
The bests results obtained for each regressor and their corre-
sponding hyper-parameters during the test are presented in
3 (For the detailed information see Table 6 in Appendix E).

One of the most critical points uncovered by Figure 15
is that in none of the methods, overfitting has happened dur-
ing the learning process, as the error rate in the training set
is comparable to the test set, even in case of XGBoost re-
gressor which is the worst in terms of predicting the out-
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Table 3

Detailed information of the best hyper-parameters achieved during training models for Ridge, SVR, XGBoost and DNN regressors
using top 50 features according to dCor index along with their corresponding best performance metrics on the test dataset.

Ridge a=01
MAE RMSE  MSE Spearman  dCor
best 18.893 31.030 962.883  0.914 0.939
SVR kernel = linear, C=2, =09
MAE RMSE  MSE Spearman  dCor
best 14.895 30.851 951.794  0.941 0.952
XGBoost  learning rate = 0.1, reg lambda = 1, min child weight = 1, max depth = 6
MAE RMSE MSE Spearman  dCor
best 32.543 59.102 3493.001 0.895 0.901
DNN learning rate = 0.001, batch size = 512
MAE RMSE  MSE Spearman  dCor
best 19.112 33.480 1120.896 0.908 0.930

put. As demonstrated in Figure 15 (3)XGBoost, the trained
XGBoost model shows a tendency towards predicting pop-
ularity less than its true value and most of the data is below
the line y = x; this could be an indication of insufficiency
in grid search configuration space and to investigate more,
other XGBoost hyper-parameters should be tuned. More-
over, the absence of any similar benchmark prevents from
judgment about the overall performance of the method. For

example, we are not sure whether the obtained value for RMSE

is sufficiently good or not, considering the fact that the range
of likes count is between 0 and 500, and the regression errors
in samples having higher values would extensively deterio-
rate the results, even if just one sample, as a result of the
absence of fair performance metric capable of dismantling
this effect. Besides, the imbalanced distribution of the out-
put would further degrade the results by introducing bias in
the regressors’ learning phase, and should be tackled by ap-
plying other sampling methods.

5. Conclusion

In this work, we provided a high-level roadmap for per-
forming big data analysis on long-running live events (LR-
LEs). To put the proposed road map in practice, we chose
the International Big Four Fashion Weeks events held in Mi-
lan, New York, Paris, and London as a case study, and we
analyzed the respective posts on Instagram. We collected a
large dataset containing about 1M relevant posts and 172K
users who generated those posts and published it online [18]
for the researchers for future research. To the best of our
knowledge, it is the first dataset containing a complete du-
ration of such combinations of events, and the diversity of
the user profiles provides a better understanding of the ma-
jority of the participants. We performed a comprehensive
quantitative and qualitative analysis on the case study. The
analysis has been done such that it considers the interaction
between the elements of such events. Temporal analysis of
the posting behavior in each city indicates that the temporal
dynamics of the events’ responses have a direct relationship
with the time of the events. We categorized posts based on
if the hashtags they used in their posts are relevant to one

or more events. This showed that there is a share of users
that post on multiple events for increasing visibility and a
share of “genuine" posts about one specific event at a time.
These posts should be regarded as useful content for collect-
ing knowledge and understanding the events. We extracted
geographical distribution of the posts, and information about
the following and followers’ distribution of users, thus pro-
filing users who participate in the discussion. Additionally,
although the case study consists of international events from
different countries, the online participants were mostly from
those countries, and the events did not attract participants
from other places in the world. We highlighted the most
visible brands in the events according to the frequency of
related hashtags and showed that brand dynamic is more af-
fected according to the event locations rather than brand.

In order to enable transfer of knowledge for future events,
we model and predicted the popularity of user-generated con-
tent during LRLEs using a multi-modal methodology. Be-
sides, a wide variety of feature types were extracted hierar-
chically, including attributes related to posts, users, content,
and event plus some extra semantic features obtained from
high-level image properties. Unlike other studies in this con-
text, instead of considering the group of feature types sepa-
rately, we applied two feature selection methods. We found
out that the semantic (higher level) type of features could
be potentially useful in predicting popularity, which could
be a possible future study in this context. We chose four
types of regression methods, namely ridge, support vector
regression, gradient tree boosting, and neural networks, and
performed hyper-parameters tuning, utilizing a grid search
mechanism. The final predictive models were evaluated us-
ing the test data by several performance metrics. Last but
not least, by using feature selection methods in the proce-
dure, the model interpretation would potentially facilitate
understanding the potential factors concerning the problem
of post popularity prediction and provides useful insights for
the beneficiaries.

Future work concerns applying the proposed framework
on other LRLESs from different context such as Comic-Con to
evaluate the effectiveness of the framework. Moreover, mo-
tivated by the study on conversation graphs in online social
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media [16], we are designing conversation agents capable of
participating in some discussions [93] during LRLEs. Such
conversation agents would be beneficial for the LRLEs or-
ganizers to facilitate the customer relationship management
[36, 78].

A. Users Social Network Analysis

Figure 16 plots the correlation between the number of
followers and followings of each user. Each point corre-
sponds to a single user, with the number of followings and
followers (limited to 20,000 for a better comparison with
Figure 6) on the x and y axes, respectively.
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Figure 16: Users’ number of followers (y-axis) vs. number of
followings (x-axis) limited to 20 K.

B. Feature Extraction

In this study, we extracted information from different
sources if they potentially influence popularity. User-related
features include information about the user who published
the posts and is directly accessible through the Instagram
API. Additionally, we included a post-related category of
features such as hashtags, tags, number of comments, efc.
We also analyze factors correlated to the popularity of the
posts in specific events, such as whether the post has been
published before, during, or after the event period. Image-
related features investigate post images from different as-
pects, which are listed in the following sections. We con-
sidered the higher-level image related attributes in the same
category of high-level features. It should be noted that, Dom-
inant color and high-level features have been extracted using
Microsoft Azure’s Computer Vision services .

16https://azure. microsoft.com

C. Image-related Features Extraction

Apart from the social context (user-related characteris-
tics), the existing correlation between the popularity of a post
and its content suggests that for improving the predictive ca-
pability of the model, these features, namely image-related
or visual, should be considered. These attributes are catego-
rized into high and low-level features, which are extracted as
follows.

Low-level features are the features that can be acquired by
pixel-level operations and present some statistical informa-
tion about the image.

o Colorfulness score would be assigned to each image as
the quantification of how wide is the range of colors
in the image. The score is a real number between 0
and 1. The more an image has different colors, the
more the score tends to 1. If the image is black and
white, it would be considered 0. The score has been
implemented, as suggested in [45].

e Dominant color feature is another type of low-level
attribute that we added to the data which detects dom-
inant color from a list containing 12 colors and after
one-hot encoding adds 12 extra columns to the data.

e HSV channel consists of hue, saturation and value,
and for each image the average of the pixels for the
image channels have been computed as different fea-
tures, which ranges between 0 and 1. Totally it adds 3
columns to the dataset.

e RGB is another set of channels for describing colors
in images, in which channel red, green and blue rep-
resent the intensity of presence of these colors in each
pixel. Like HSV, we added 3 columns to the data con-
taining the average value of each channel throughout
the image. The values are originally between 0 and
255, but we normalized them to be consistent with
other added features.

e FEntropy determines to what extent pixel values are sim-
ilar. It quantifies the grayness of the image by provid-
ing a value between 0 and 1.

e Texture is another characteristic of the image describ-
ing gradient, which could impact the popularity. We
included it because the human brain has shown dif-
ferent reactions to images with different textures, and
many researchers have considered it a potential de-
scriptive set of features [61]. Consequently, we im-
plemented Local Binary Patterns (LBP) [79] which
is a gray scale and rotation invariant texture descrip-
tor and provides 1,024 columns within the range of 0
and 1 to the dataset. After the images are converted to
grayscale, each pixel’s annular space in the obtained
images is quantized into 1,022 bins, and the spatial
resolution of the LBP operator equals 8.
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High-level features are human-perceivable properties of
the images. The list of them is detailed as follows:

e Category feature distinguishes and categorizes the se-
mantic topic(s) of the image among 77 existing tax-
onomies with parent/child hereditary hierarchy, by giv-
ing a score which is the probability (between 0 and 1)
of belonging an image to the potential detected cate-
gories.

e Moderate content features detect racy and adult con-
tent in the images and provide two columns Adult and
Racy as a confidence score with the values between 0
and 1.

e Facesrelated attributes determine the presence of faces
in images and return some properties about the de-
tected faces’ genders and ages. In our approach, the
provided faces features have been converted into four
columns as follows. Faces Count presents the number
of detected faces, Age avg calculates the average age of
the detected faces, Female Portion and Male Portion,
show the ratio of the female and male faces among
all identified ones accordingly. It should be noted that
these features were added on top of the original fea-
tures provided by the service.

e Tag features identify potential tags as the subject of
the image from a set of 1, 620 tags, including objects,
actions, and scenery. They provide a confidence score
between 0 and 1, which is the probability of the image
being related to the detected tags.

e Brands feature detects the presence of commercial global

brands’ logos with a confidence score between 0 and
1. In our approach, we added one column which con-
tains the count of presented brands in the image, if any,
zero otherwise.

e Object features provide a confidence score between 0
and 1 if they distinguish any objects from a set of 205
in the images.

e Types features provide two columns namely line draw-
ing type and clip art type, the former is 1 if the image is
line drawing, O otherwise. The later takes one of the
integer values between 0 and 3, represented by non-
clip-art, ambiguous, normal-clip-art, and good-clip-
art, respectively.

D. Base Model

To build the base model, we applied the default imple-
mentation of the ridge offered in sklearn library in Python
[82], and no feature selection method has been applied, so
the number of features is 2,244. In the default setting, the
ridge uses a hyper-parameter equal to 1, which imposes the
strongest regularization. We ran the algorithm for 10 times
within each, 5,024 samples are shuffled and separated with

Table 4
Detailed information about the base model's settings and re-
sults of its performance metrics on the training and test sets.

Model Base model  Ridge regression
Parameter default (a = 1)
FS no
Features no. 2244
Mean std best run
Training MSE 1099.896  29.996 1130.917
RMSE 33.161 0.452 33.629
MAE 17.961 0.282 18.088
Spearman 0.895 0.003 0.894
dCor 0.933 0.001 0.933
Mean std best run
Test MSE 3324.35 484508 2531.067
RMSE 57.503 4.213 50.310
MAE 33.358 1.463 31.412
Spearman 0.755 0.022 0.765
dCor 0.810 0.017 0.830

the ratio of 90:10 into the training and test part. The average
of the runs are depicted in Figure 17 and Table 4.

All the obtained metrics in training and test sets are av-
eraged in 10 runs, and the mean and std of the results are
reported in Table 4, as well as the best, run among all the
runs according to the least value for MSE in test data. Note
that the highest degree of regularization in the base model
is applied to the features due to the default value of @ hyper-
parameter.

Table 4 includes the mean value, standard deviation of
the obtained performance metrics along with the best run
of the method. These values uncover the method’s sensi-
tivity to the data partitioning, i.e., how performance might
change with having different samples in training and test
parts, which is also the indicator of how reliable the method
is. For example, in the test set, the RMSE results standard
deviation is 4.213, and the best run RMSE is about 7 units
different from the mean value of the RMSE, which makes
the model less reliable for unseen data since these values in
the training set is much lower. On the other hand, compar-
ing RMSE mean value in training and test set (57.503 and
33.161) suggests that the model is overfitted to the train part.

E. Regressors and Hyper-parameter Tuning

To implement SVR, XGBoost and DNN, we exploited
sklearn [82], xgboost [26] Python packages respectively.

In case of DNN, we implemented two sequential archi-
tectures [33, 43, 41] which are summarized in Table 5. The
results suggest that Architecture 2 performs much better than
the first one, indicating that the excess layers in Architecture
1 adds unnecessary complexity to the model, which deterio-
rates the accuracy. In this regard, we utilized Architecture 2
and did not report the results of the other.
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Figure 17: Predicted likes count by the base model (ridge regressor a = 1) vs. actual likes count considering all the features. a)
For the training and b) for the test sets, both resulted from the sampling phase of the proposed method to sample from the case

study’s dataset.

Table 5

Summary of the DNN architectures for the proposed method.
Arch. Layer (type) Output Shape # Param
Arch. 1 input (Dense) (None, 128) 5248

hidden 1 (Dense) (None, 256) 33024
hidden 2 (Dense)  (None, 256) 65792
hidden 3 (Dense) (None, 256) 65792
output (Dense) (None, 1) 257
Total params: 170,113
Trainable params: 170,113
Non-trainable params: 0

Arch. 2 input (Dense) (None, 128) 5248
output (Dense) (None, 1) 129
Total params: 5,377
Trainable params: 5,377
Non-trainable params: 0
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Table 6
Detailed information presenting the hyper-parameters achieved during training models for Ridge, SVR, XGBosst, and DNN
regressors using 50 first ranked features according to dCor index along with their corresponding performance metrics on the
training and test datasets.

[14]

[15]

[16]

[17]

Ridge a=0.1
MAE RMSE MSE Spearman  dCor
Training mean 21.241 41.027 1683.603 0.910 0.915
std 0.344 0.617 50.277 0.001 0.002
best  21.653 41.802 1747.417 0.908 0.912
MAE RMSE  MSE Spearman  dCor
Test mean 21.254 38.664 1522.367 0.906 0.915
std 2.152 5.237 419.669  0.008 0.017
best 18.893 31.030 962.883  0.914 0.939
SVR kernel = linear, C =2, ¢ =09
MAE RMSE MSE Spearman  dCorr
Training mean 17.962 44.712 1999.857 0.465 0.919
std 0.198 0.849 75.274 0.000 0.002
best 18.255 45.596 2078.974 0.465 0.917
MAE RMSE  MSE Spearman  dCor
Test mean 18.200 40.265 1665.247 0.931 0.924
std 2.173 6.632 542.022  0.006 0.016
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