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Abstract— This paper presents a hierarchical control
architecture for the regulation of frequency and nodal voltages
of a microgrid in islanded operation. Considering systems with
both dispatchable and nondispatchable generation, as well as
noncontrollable loads, the suggested approach allows to coordi-
nate the MG devices in order to maintain the network variables
inside the desired operational ranges. Moreover, the proposed
algorithm, based on model predictive control, introduces the
possibility to define different resource management strategies
while taking into account the constraints of the available devices.
Simulation examples are reported and described in the final part
of this paper.

Note to Practitioners—This paper proposes a method to control
the nodal voltages and the frequency of a microgrid (MG) in
islanded operation. The implementation of this control scheme
requires defining a control logic for the inverters connecting the
distributed generation units to the MG. A centralized supervising
system has also to be deployed for the coordination of their
actions. This paper shows how the flexibility of this structure
allows for the implementation of different resource management
strategies.

Index Terms— Frequency control, power generation control,
predictive control, voltage control.

I. INTRODUCTION

THE NEED of reducing CO2 emissions due to energy
generation, as well as the need of more efficient and

reliable electrical systems, has led to an increasing diffusion
of distributed energy resources (DER) and, with that, to a
growing research interest on the topic. The actual electric
infrastructure is expected to evolve to a more flexible and dis-
tributed electrical framework of low-voltage small-scale grids,
called microgrids (MG), all interconnected to a large-scale
electric power backbone. An MG can be identified as a self-
contained cluster of dispatchable microgenerators, renewable
sources, loads, and storage units. Being a site of both energy
production and consumption, an MG may also operate in
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islanded mode, where it is no longer supported by the main
grid, but it relies only on its generation sources. The islanded
operation could be planned for economical reasons, or it
could occur spontaneously if a fault triggers the disconnection
of the MG. This condition requires an efficient and proper
coordination of the system, since peaks of power demand
do not necessarily coincide with generation peaks given the
nondeterministic and intermittent production of some sources.
Network frequency and line-to-line voltages must be also taken
into account as they are extremely sensitive to the uncertain
power variations and could diverge under unbalanced power
conditions. It should be noted that, unlike today power systems
where the high number of synchronous generators ensures a
large system inertia, MGs are likely to be characterized by low
inertia as most distributed generation sources are connected to
the MG network through electronically controlled inverters.
This interface is necessary, since some microgeneration units
directly produce dc power, such as photovoltaics and batter-
ies, while others generate asynchronous ac power, like wind
turbines. Although the inverter interconnection enhances the
dynamic performance, the lack of directly connected high-
inertia rotating generators makes the system more critical
as fast voltage or frequency deviations may occur, espe-
cially if the MG is not supported by a synchronous host
grid.

The mentioned issues may be overcame through the intro-
duction of a supervising control system regulating the output
powers of the generation units. Given the electrical complexity
and extension of an MG, as well as the need of a high-level
coordination of the units, the hierarchical control structure
is the best framework for the MG control scheme [1]. This
structure usually consists in three layers: the primary, the
secondary, and the tertiary controller. The primary level gen-
erally corresponds to a proportional decentralized controller
performing a fast control action, so that the voltages and
frequency deviations are quickly reduced. Although this layer
manages to avoid the instability of the system, a sole propor-
tional action can neither restore the network variables to their
nominal values nor perform a high-level coordination among
the generators. This motivates the introduction of additional
levels to the hierarchical control structure, i.e., the secondary
and tertiary layers. The former is usually designed to restore
the network variables to their nominal values acting on the
primary controllers’ references, while the latter, operating in
the order of several minutes or hours, is typically designed
to optimize the power flows between the MG and the main
grid. It is worth noticing that the third control layer may be
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needed only in grid-connected mode, while during the islanded
operation, the highest coordination can be usually performed
by the secondary controller.

The recent interest in islanded MGs’ management has
motivated many research activities concerning the definition
and analysis of their control system. With regard to the
primary control, the so-called droop control [2] has attracted
the most attention. Although its stability properties rarely
have been rigorously analyzed given the complexity of an
inverter-based MG ([3], [4] whose considerations hold true
under certain assumptions), several studies have been carried
out [5]–[8], proving the effectiveness of this control strategy
in stabilizing the MG network variables. As above-mentioned,
though, droop control leads to steady-state deviations, since
it only relies on a proportional control action. Because of
this, in [9], a distributed secondary scheme, called distrib-
uted averaging proportional integral controller, was devised
to include integral action so as to eliminate steady-state
frequency and voltage offsets, while preserving the power
sharing performed by the primary control. Other interesting
examples of distributed secondary control layers, implemented
using multiagent or consensus techniques, may also be found
in [10]–[12]. Despite representing a more flexible and simpler
structure, however, a distributed control architecture cannot
provide the high level of coordination typical of centralized
approaches.

Centralized secondary control methods have also been dis-
cussed in the literature, such as in [13] and [14], but it is
rarely the case that an efficient control scheme accounting
for both network variables regulation and optimal power
management has been developed for the islanded condi-
tion. Moreover, the increasing diffusion of electric energy
storages, rarely discussed, further supports the necessity of
an efficient coordination among the devices and introduces
the need to account for their states of charge (SOCs).
For all these reasons, this paper proposes a novel con-
trol structure for islanded MG operation, devised to main-
tain the network variables inside the desired operational
ranges while, at the same time, providing the flexibility
and coordination necessary to implement different resource
management strategies and account for the energy storages’
reserves.

Specifically, similar to the regulating structure adopted for
the main distribution networks, we propose a hierarchical
control architecture: a primary control layer is entitled to
modulate the DER units power production in order to limit
any deviation of frequency and voltages from their nominal
values. A secondary control is consequently introduced with
the aim to return the network to its nominal conditions. The
primary layer consists in a decentralized droop control scheme,
running at a faster time scale with respect to the secondary
centralized control system, based on a model predictive con-
trol (MPC) algorithm. The choice of this scheme also allows to
optimally distribute the power production of the controllable
units taking into account some predictions, if available, of the
nondispatchable power profiles (renewable sources, loads, and
so on) as well as to implement different resource manage-
ment strategies by properly tuning the MPC cost function.

This paper is structured as follows. In Section II, the hier-
archical control structure is presented. Section III shows
the performance of the control strategy here presented in
different case-scenario simulations. Finally, some conclusions
are drawn in Section IV.

II. HIERARCHICAL CONTROL STRATEGY

This Section is devoted to the description of the main com-
ponents of the proposed control scheme. The primary control
layer, presented in Section II-A, consists in a distributed con-
trol system, based on a droop technique, locally implemented
on the inverters acting as interface between the generation
units and the MG with a control loop of few milliseconds. The
secondary layer, designated to restore the network frequency
to the desired value, and to maintain the voltages in the
acceptable range, is instead described in Section II-B, and it is
characterized by a longer sampling period, τs . In the following,
we consider τs = 1 min.

A. Primary Control Layer

An MG in islanded operation may be represented by a
connected and undirect graph G = (V, E), where V denotes
the set of buses (i.e., nodes), and E ⊆ V × V defines the set
of distribution lines (i.e., edges) connecting the buses of the
network. Each of the n = |V | buses may be characterized by
the presence of a generation unit (dispatchable or not), a load,
both, or neither. We define the subsets VGd , VGn , and V L

composed by the nodes where, respectively, dispatchable or
nondispatchable generators, or loads are connected. The subset
of the nodes connected to a generic generator is also defined
as VG := VGd ∪ VGn .

From a simple balance, we define the power injected at the
ith node as

Pi = Pi
G + Pi

L Qi = Qi
G + Qi

L (1)

where P and Q denote the active and reactive power, and the
superscripts G and L stand, respectively, for the contribution
of generation units and loads eventually connected to the bus,
therefore, ∀i = 1, . . . , n, it holds

Pi
G = Qi

G = 0, if i /∈ VG

and

Pi
L = Qi

L = 0, if i /∈ V L .

The well-known bus power injection approach [15] provides
another formulation for the power injection at bus i as a
function of the network structure and variables. Let ω be the
unique frequency of the synchronous network and identify
yi (ω) with the corresponding self-admittance of the ith bus,
while yi j (ω) represents the admittance of the generic edge
(i, j) ∈ E . The elements of the admittance matrix Y (ω) are
then defined as

Yi j (ω) =

⎧
⎪⎨

⎪⎩

yi (ω) +
n∑

k=1,k �=i

yik(ω), if i = j

−yi j (ω), otherwise.



The power injected (negative if absorbed) at the ith node may,
hence, be expressed as
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Pi (V , θ, ω) = Vi

n∑

j=1

Vj |Yi j (ω)| cos (θi − θ j − � Yi j (ω))

Qi (V , θ, ω) = Vi

n∑

j=1

Vj |Yi j (ω)| sin (θi − θ j − � Yi j (ω))

(2)

where V = [V1, V2, . . . , Vn]T and θ = [θ1, θ2, . . . , θn]T ,
respectively, represent the magnitude and the phase of the
voltage measured at the buses. The system of equations in (2)
represents one of the possible formulations of the power flow
equations, and it shows how any change in the power injected
at one of the nodes affects all the network variables.

The main purpose of the primary control layer is to rapidly
counteract the effect of the fluctuations due to the presence in
the grid of nonpredictable loads and nondispatchable genera-
tion. This is fundamental for MGs in islanded condition, since
the inverter units, commonly used as interface between the
production devices and the MG network, do not provide any
inherent physical relation between frequency, voltages, and
power production, as rotor inertia does for rotating generators.
Since any unbalance between generated and absorbed power
poses a threat for the MG, the generators’ output powers
should be varied according to the network variables’ deviations
from the nominal values. To do that, we consider to equip
the inverter units connected to the generation devices with
a droop control system. Although different droop approaches
exist [16], the inverse droop strategy is adopted, which proved
to be effective in many experimental tests carried out at
the RSE research center [17]. This configuration, given the
set points P̄i

G
and Q̄i

G
, introduces the compensation terms,

P̂i
G

and Q̂i
G

, so that the generated powers are varied accord-
ing to the value of the network variables at the node, thus

Pi
G(Vi , ωi ) = P̄i

G + P̂i
G
(Vi , ωi )

Qi
G(Vi , ωi ) = Q̄i

G + Q̂i
G
(Vi , ωi ) (3)

where Vi and ωi represent the measured values of nodal line
voltage and frequency. The droop control action is meant to
counteract the effect that the power unbalances have on the
network variables. Since such effect is strongly related to the
characteristic of the network, different droop control laws have
been devised. In particular, defining the desired nominal values
of nodal voltage and frequency as Vi

∗ and ω∗, we adopt the
droop functions

P̂i
G = mi

Pω(ωi − ω∗) Q̂i
G = mi

QV (
Vi − Vi

∗)

for network with mainly inductive characteristic. In the case
of resistive networks, instead, the frequency dynamics is more
significantly influenced by the reactive power production, and
the droop control actions are defined as follows:

P̂i
G = mi

PV (
Vi − Vi

∗) Q̂i
G = mi

Qω(ωi − ω∗). (4)

The droop coefficients mi
Pω and mi

QV and mi
PV and mi

Qω

are computed so that the power production may span over the

full range of the capability curve of the device (generically
defined as [Pi

min, Pi
max] × [Qi

min, Qi
max]). Thus, for the

coefficient in (4), we have

mi
PV = − Pi

max − Pi
min

Vi
max − Vi

min mi
Qω = Qi

max − Qi
min

ωi
max − ωi

min (5)

with [Vi
min, Vi

max] and [ωi
min, ωi

max] defining the acceptable
ranges for the network variables behavior.

From now on, it will be assumed that the droop control
action is properly tuned, so that the network variables con-
trolled by the primary layer converge to steady-state values
satisfying (2). This is a common hypothesis, even if often not
explicitated. Few works made significant contribution on this
topic [4], [18] considering, though, a different network setup
compared with the one discussed here. Remarkably, however,
this assumption is consistent with results, and tests put in place
on the real MG available at the RSE research center [17], [19].

B. Secondary Control Layer

The secondary control layer has the purpose to return the
network frequency to its nominal value ω∗ while minimizing
the voltages’ deviations. To this goal, we designed a central-
ized MPC structure capable to effectively coordinate the action
of the dispatchable units while allowing for an efficient energy
management.

Let x = [V � θ� ω]� be the vector of the network
variables, with θ representing the vector of voltage phase
shifts with respect to a designated bus, denoted as slack bus
(e.g., θi = � Vi − � Vn∀i = 1, . . . , n − 1), and let u =
[P1, . . . , Pn, Q1, . . . , Qn]� define the vertical concatenation
of both the active and reactive powers injected at the n buses
of the network. Accordingly, recalling the notation adopted
in Section II-A, we introduce the terms uG and uL as the
vectors collecting both the active and reactive powers injected
at each node of the MG from generation units and loads,
respectively. Analogously, we let uGd , uGn identify the contri-
bution of dispatchable and nondispatchable generators, so that
uG = uGd + uGn .

Without loss of generality, we also divide uL , in two
terms according to their dependence on the network variables.
Adopting a notation similar to the one in (3), and explicating
the dependence from x , it is possible to write

uL(x) = ū L + û L(x) (6)

where ū L represents a vector of constant-power loads, while
the contribution of the loads depending on the network vari-
ables, e.g., constant impedance loads, are collected in û L(x).

In the design of the secondary controller, it is standard to
assume that the inner and fast control loop is at the steady
state. Combining (1)–(3) and (6), it is therefore possible to
obtain the set of 2n nonlinear equations expressed in 2n
unknowns that define the relationship between the variables
of an islanded MG, subject to the control law in (3)

ū = u(x) − (ûG(x) + û L(x)) (7)

where the newly defined term ū collects both the set point
for the droop-controlled systems ūG and the constant-power



loads ū L , that is

ū = ūG + ū L

and ûG(x) = [P̂G
i (x)

�
Q̂G

i (x)
�]� is the vector collecting all

the droop compensation terms.
Let J (x) be the jacobian of ū(x), and S the correspond-

ing sensitivity matrix, computed, according to a common
approach [20]–[22] as S = J −1, recalling (7), one has

J (x) = dū

dx
= J̃ (x) − J G(x) − J L(x) (8)

where J̃ (x) depends only on the network structure and
parameters through (2), and J G(x), J L(x) are defined as
follows:

J G(x0) =

⎡

⎢
⎢
⎢
⎢
⎣

∂ P̂G

∂V

∣
∣
∣
∣
∣
x=x0

∂ P̂G

∂θ

∣
∣
∣
∣
∣
x=x0

∂ P̂G

∂ω

∣
∣
∣
∣
∣
x=x0

∂ Q̂G

∂V

∣
∣
∣
∣
∣
x=x0

∂ Q̂G

∂θ

∣
∣
∣
∣
∣
x=x0

∂ Q̂G

∂ω

∣
∣
∣
∣
∣
x=x0

⎤

⎥
⎥
⎥
⎥
⎦

J L(x0) =

⎡

⎢
⎢
⎢
⎢
⎣

∂ P̂ L

∂V

∣
∣
∣
∣
∣
x=x0

∂ P̂ L

∂θ

∣
∣
∣
∣
∣
x=x0

∂ P̂ L

∂ω

∣
∣
∣
∣
∣
x=x0

∂ Q̂L

∂V

∣
∣
∣
∣
∣
x=x0

∂ Q̂L

∂θ

∣
∣
∣
∣
∣
x=x0

∂ Q̂L

∂ω

∣
∣
∣
∣
∣
x=x0

⎤

⎥
⎥
⎥
⎥
⎦

. (9)

Equation (8) is useful to understand the dependencies of the
model: while J G(x) is determined from the designed droop
control functions, J L(x) is subordinated to the availability
of the models of the network’s loads. In the realistic case in
which these models are unknown, the term is neglected and the
loads are, hence, approximated as constant power. Introducing
a time discretization, with time index k, so that dx = x
(k + 1) − x(k) and dū = ū(k + 1) − ū(k), the sensitivity
matrix can be exploited to obtain a linearized approximation
of the effect on the network variables due to small changes in
the droop-controlled inverters’ set points

x(k + 1) = x(k) + S(x) (ū(k + 1) − ū(k))

= x(k) + S(x)�ū(k) (10)

where, clearly, �ū represents the variation of vector ū at
time k. Recalling that ū(k) = ūGd(k) + ūGn(k) + ū L(k),
(10) can be reformulated as

x(k + 1) = x(k) + B(x(k))�ūGd(k)

+ MGn(x(k))�ūGn(k)

+ ML(x(k))�ū L(k) (11)

where B(x) ∈ R
2n×2|VGd |, MGn(x) ∈ R

2n×2|VGn |, and
ML (x) ∈ R

2n×2|V L | and their columns are obtained from S(x)
so that

B·,i(x) = S·, j (x)| j∈VGd , ∀i = 1, 2, . . . , |VGd |
MGn ·,i (x) = S·, j (x)| j∈VGn, ∀i = 1, 2, . . . , |VGn|
ML ·,i (x) = S·, j (x)| j∈V L , ∀i = 1, 2, . . . , |V L |

where Q·,k denotes the kth column of matrix Q.
The terms �ūGn(k), �ū L(k) referring to the variations in

the nominal values of the nondispatchable production and load

absorption can be used to exploit the possibility to forecast
part of these data and can be considered, in such case, as
known disturbances. Neglecting them, instead, corresponds to
assume that no change is expected to intervene during the kth
time instant.

In order to cancel the error frequency in steady-state con-
ditions, eω(k) = ω(k) − ω∗, following a standard procedure,
an integral action is introduced, enlarging the state vector to
include the dynamics of the new variable ε [i.e., ε(k + 1) =
ε(k) + eω(k + 1)].

At last, for the sake of notational simplicity, we combine the
known disturbances eventually available, �ūGn and �ū L , in
the vector �D, and drop the state dependence for the matrices
obtaining

X (k + 1) = A X (k) + B �U(k) + M �D(k) (12)

where �U = �ūGd , and X represents the state vector
enlarged with ε. The equations in (12) describe the evolution
of the network variables X due to the variation of the set
points �U of the dispatchable generators, which are the actual
control variables of this system. From the values of the set
points at the kth time instant, ūGd(k), and assuming to know
the sequence of variations for the following i time periods,
�U(k),�U(k + 1), . . . ,�U(k + i), the set points are easily
computed as:

ūGd(k + i) = ūGd(k) +
j=i−1∑

j=0

�U(k + j). (13)

Since the model comprises the effect of the droop compensa-
tions, ûGd , the actual output of the generators is also obtained
as follows:

uGd (k + i) = ūGd (k + i) + J Gd x(k + i) (14)

where x(k + i) is computed according to the dynamics in (12),
and, analogously to (9), J Gd(x) = dûGd/dx .

Optimization Problem: The secondary control action is now
computed as the solution of a receding horizon MPC problem
over a prediction horizon N . At each time k, the matrices
B(x(k)), M(x(k)), and J Gd(x(k)) are first calculated, then,
according to the cost function

J (k) =
N∑

i=1

{(V (k + i) − V ∗)T QV (V (k + i) − V ∗)

+ cεε(k + i)2}

+
N−1∑

i=0

{(�U(k + i))T R�(�U(k + i))

+ (ūGd(k + i))T Ru(ūGd(k + i))} (15)

the algorithm computes the solution of the following con-
strained optimization problem:

min
�U (k:k+N−1)

J (k) (16)

where �U(k : k + N − 1) stands for the control sequence
�U(k),�U(k + 1), . . . ,�U(k + N − 1), subject to the
following.



1) the dynamics (12)–(14);
2) the limits of the desired ranges for voltages and fre-

quency (i.e., V ∈ [V min, V max] and ω ∈ [ωmin, ωmax]);
3) the technical limitations on the requested power set

points (i.e., ūGd ∈ [ūmin, ūmax]);
4) the operational limits of the dispatchable generation

units (i.e., uGd ∈ [umin, umax]);
5) a limitation in the set point variation, expressed as

|�U(k + i)| ≤ �U max ∀i = 0, 1, . . . , N − 1. (17)

The cost function (15) has a double purpose: the weights on
the state variables aim to reduce the difference between these
variables and their nominal values, while the weight matrices
Ru and R� must be chosen to define a priority for the usage
of the different generators. As the examples in Section III
show, the introduction of these degrees of freedom in the
optimization problem enhances the flexibility, allowing the
definition of different energy management strategies.

Constraint (17) is meant to restrain the excursion of the
input and state variables so as to partially compensate for
the error systematically introduced by the decision to drop
the dependence from x for the matrices B and M in (12),
and for J Gd in (14). It should be noted, that, as illustrated
in Appendix A, this decision allows formulating the MPC
problem as a quadratic program subject to linear constraints.
This guarantees that, as long as the weights matrix is chosen to
be positive definite, the problem will converge to the solution
in polynomial time. Average and worst case computational
time for an example case are reported in Section III.

Once the optimal solution �U(k : k + N − 1) has been
computed, according to the so-called receding horizon princi-
ple, only its first component �U(k) is applied, and the overall
procedure is repeated at the next time instant k + 1.

Implementing the secondary layer by means of a model pre-
dictive algorithm has the significant advantages to: 1) enable
the controller to account for peculiar specifications of the MG
devices (e.g., to introduce limitation on the charge/discharge
rate, as well as on the SOC range, of any electrical storage
devices in order to preserve its life-expectancy); 2) to readily
include, as shown in (11), forecasted profiles in the com-
putation (whether they are load or generation profiles); and
3) to allow the introduction of multiple device management
strategies. The following simulation study is finalized to show
the potential of this approach.

III. SIMULATION STUDY

A. Overview of the System

We consider a model of an MG consistent with the
test facility (TF) available at Ricerca Sistema Energetico
(RSE S.p.A.) As Fig. 1 shows, the TF corresponds to
a small network of 13 nodes, and it is equipped with
one dispatchable generator (i.e., a natural gas cogenera-
tor identified as G), three storage systems (i.e., batteries
denoted as B1, B2, and B3), two renewable source generators
(i.e., a photovoltaic system and a small wind turbine,
denoted as PV and WT, respectively) and two electrical
loads (L1 and L2). Three constant-power loads (AUX1, AUX2,
and AUX3) are also considered to take into account the power

Fig. 1. TF schematic.

TABLE I

NETWORK ADMITTANCES

drained by the auxiliary cooling systems of the batteries.
Table I collects the values of the admittance yi j of the network
lines (i, j) ∈ E at nominal conditions, i.e., ω∗ = 50 Hz.
Each generation unit is interfaced to the TF by means of an
inverter endowed with a primary controller which, accordingly
to the resistive nature of the network, enforces the control
law (4). Depending on the nature of the source, different
droop configurations have been designed, so that the power
variations can be consistent with the generator characteristics.
The reference frequency for the network is ω∗ = 50 Hz, and
the acceptable range is [49.5, 50.5] Hz, while the security
range for the nodal voltages is [360, 440] V with a nominal
value of V ∗ = 400 V. These values are consistent with the
current Italian regulamentation for physical islands, [23]. The
secondary control loop is supposed to work at a sampling
time τs = 1 min.

Before illustrating the numerical results, a brief description
of the models and the parameters adopted in the following
simulations is given.

a) Storage units: Due to the fast inverter interface,
B1, B2, and B3 are assumed to instantaneously provide
the requested power. The output active and reactive pow-
ers are limited according to a rectangular capability curve,
meaning that they must respect maximum and minimum
limits while no restriction is imposed to the power factor
(i.e., PB ∈ [Pmin, Pmax] and QB ∈ [Qmin, Qmax]).



TABLE II

STORAGE UNITS PARAMETERS

The dynamics of the SOCs are considered as well, due to
their relevance for an efficient resource management strategy.
The model adopted is the following:

SOC(k + 1) = (1 − λ)SOC(k) − τs

CB
PB(k)

where the value of SOC is normalized, λ represents a propor-
tional loss of charge, and CB stands for the nominal capacity
of the battery. Operational bounds are also introduced in order
to preserve the life-expectancy of the devices: it is required
that 0.15 ≤ SOC ≤ 0.9, which is added to the secondary
control algorithm as a soft constraint. The model parameters
of the TF’s storage units are listed in Table II, where the limits
of the capability curves are also used to compute the droop
coefficient as in (5).

b) Controllable generator: Similar to the batteries, the
generator G has been supposed to instantaneously deliver the
requested power output. A linear hull of its nonconvex capabil-
ity region has been considered to define the operational limits
of the model of this rotating generator. The corresponding
constraints take the form

0 kW ≤ PG ≤ 50 kW

−40 kVar ≤ QG ≤ 40 kVar
PG

tan (arccos (0.2))
≤ QG ≤ PG

tan (π − arccos (0.2))

where 0.2 corresponds to the value of the minimum power
factor allowed by the generator unit.

Once again, the primary control parameters are defined
as in (5).

c) Renewable energy sources: Renewable energy genera-
tors are subject, in many countries, to specific regulations aim-
ing to maximize their zero-emissions production. Consistently,
in these simulations, we adopted a droop control function
properly modified to take into account the impossibility to
further increase the production as well as to limit the chance
to modulate the active power production when the voltage
reaches critical levels. To this purpose, denoting (with a small
abuse of the notation) by PGn the active power produced
by any of the two nondispatchable generators, by P̄Gn the
potential power production of the unit, and by V the voltage
measured at the node, we adopted the droop control function

PGn =
{

P̄Gn, if V ≤ Ṽ

P̄Gn + mV (V − V ∗), if Ṽ < V

where Ṽ = 420 V represents the threshold after which
it is possible to reduce the power production, and the
droop coefficient is computed as mV = −P̄Gn/(V max − Ṽ ).
In this case, the droop coefficient mV is not constant, since
it depends on the actual power potentially delivered by the

Fig. 2. Renewable sources power production profiles.

TABLE III

LOAD MODEL PARAMETERS

nondispatchable generator. Concerning the reactive power, the
primary control has been defined as in (3), with the droop
coefficient computed as in (5), considering Qmax = 10 kVar
and Qmin = −10 kVar.

To simulate the values of P̄Gn for both PV and WT, we used
real data collected at the RSE TF. Fig. 2 shows their profiles.

d) Loads: To define the dynamics of the loads, we
adopted two nonlinear models available in the literature:
L1 corresponds to an agricultural water pump (described
in [24]), while L2 represents an aggregate residential load
(as in [25]). The model equations are reported in (18) and (19),
respectively, while the parameters are collected in Table III

⎧
⎪⎪⎨

⎪⎪⎩

P = P∗
(

V

V ∗

)kpv
(

ω

ω∗

)kpω

Q = Q∗
(

V

V ∗

)kqv
(

ω

ω∗

)kqω
(18)

⎧
⎪⎪⎨

⎪⎪⎩

P = P∗
(

V

V ∗

)kpv

(1 + kpω(ω − ω∗))

Q = Q∗
(

V

V ∗

)kqv

(1 + kqω(ω − ω∗)).
(19)

It is worth noticing that the agricultural water pump is
a rotating load, consequently characterized by an inductive
behavior (as shown by the value of its kpω parameter). This
relationship is in contrast with the implemented resistive droop
configuration. The nominal profiles, i.e., the active power
absorbed by the loads under nominal conditions (V ∗, ω∗),
together with the variations in its power factor, are shown
in Fig. 3. Finally, AUX1, AUX2, and AUX3 are supposed to
absorb constant active and reactive power, whose values are
reported in Table IV.

e) Secondary layer implementation: The centralized sec-
ondary controller has been implemented according to the
approach reported in Section II-B. The optimization is per-
formed taking into account a prediction horizon of 15 min,



Fig. 3. Load power absorption and power factor profiles.

TABLE IV

PARAMETERS OF THE AUXILIARY LOADS

i.e., N = 15. The value of N has been chosen through several
tests as a good compromise between the desired performances
and a limited modeling error due to the assumption that the
matrices B , MGn , and ML in (11) are constant over the
prediction horizon. Regarding the cost function, the weighting
matrices of the cost function adopted in the simulations are
collected in Appendix B.

In order to test the control system in a realistic setting,
where the network parameters description is seldom accu-
rate, we provided the model-based secondary controller with
incorrect values of the lines’ impedances. In particular, we
modified the values of the impedance of the (i, j) line, Z̄i j ,
introducing a random Gaussian error e ∼ W G N(0, 0.5) and
letting Z̃i j = (1 + e)Z̄i j , ∀(i, j) ∈ E be the values adopted
by the MPC controller for the modeling of the system.

B. Results

Two examples are presented in this section. First, we
show the differences of the behavior of the controlled system
with and without the secondary layer control action. In the
second scenario, two simple energy management strategies are
described and tested.

f) Example 1: The TF is considered to be operated in
islanded condition in time interval (17:00, 18:00). To test

Fig. 4. Example 1: active power trends of L1 and L2 between
17:00 and 18:00.

Fig. 5. Example 1: responses of the network controlled by the sole primary
control layer. (a) Nodal voltages. (b) Frequency. (c) SOCs. (d) Active power.

the effectiveness of the secondary layer, L2 is supposed to
suddenly absorb additional 15 kW between 17:30 and 17:40,
as shown in Fig. 4. The initial SOCs of batteries are set such
that SOCB1 = SOCB2 = 17%, while SOCB3 = 70%.

Fig. 5 collects the response of the network simulator to the
sole action of the primary control layer. The nodal voltages and
the frequency transients are shown in Fig. 5(a) and (b), respec-
tively, while Fig. 5(c) shows the levels of SOC of the batteries,
and Fig. 5(d) presents the active power production profiles. It
is evident that the distributed proportional controllers modulate
the sources’ production making the network variables to evolve
close to their allowed ranges. The control system, however,
fails in keeping the nodal voltages inside the regulation bounds
because of the load peak and of the complete discharge of B1
and B2. As expected, also the frequency does not converge to
its nominal value. Fig. 5 shows how, although a fast primary
layer is necessary to promptly reduce the power unbalances,
an accurate distribution and a high-level coordination of the
power production would also be beneficial for the system.
Furthermore, the requirement to properly manage the bat-
teries’ SOCs suggests the need of a resource management
strategy.



Fig. 6. Example 1: responses of the network controlled by the proposed
hierarchical structure. (a) Nodal voltages. (b) Frequency. (c) SOCs. (d) Active
power.

Fig. 7. Example 1: frequency transient with respect to prediction horizon
variations.

As shown in Fig. 6, the introduction of the presented
secondary control scheme corresponds to a significant
improvement of the network behavior; in fact, after a transient,
both the frequency and the nodal voltages shortly reach their
nominal values, maintaining the references also when the L2
load peak occurs. Finally, thanks to the defined constraints, it
is evident that the secondary layer manages to keep the SOCs
inside the recommended limits as requested.

In Fig. 7, the frequency transient is shown in order to
examine the sensibility of the system with respect to the
variation of the prediction horizon. It is possible to notice
that N = 15 is an acceptable compromise with respect to the
desired behavior of the system. If high values of the prediction
horizon are taken, it should be considered that the modeling
error will increase, since predicted variables move further from
the linearization point. This effect could be more significant
if more complex networks are taken into account.

It is worth noticing that in Fig. 6, the power profiles of
loads and renewable sources are supposed to be available to the

Fig. 8. Example 1: responses of the network controlled by the proposed
hierarchical structure in case forecasts are not known. (a) Nodal voltages.
(b) Frequency. (c) SOCs. (d) Active power.

secondary layer, meaning that the control structure knows how
the uncontrollable power trends vary during the next 15 min.
Since this data are usually unknown or not accurate, the
hierarchical control structure is also tested without relying
on these forecasts. As shown in Fig. 8, also in this case, the
described control objectives are satisfied with the only small
drawback that the voltages are sightly more perturbed by the
sudden load peak.

g) Example 2: Although the principal objective of the
secondary layer is to minimize the network variables’ devia-
tions, the flexibility of the MPC approach allows to implement
different resource management policies; to show this feature,
two different strategies have been tested aiming to prioritize
the use of some sources with respect to others. In the following
simulations, the initial SOCs are set such that SOCB1 = 90%,
SOCB2 = 75%, and SOCB3 = 60%, while the power trends of
nondispatchable generation and loads are considered unknown.
The first strategy, denoted “economic resource management,”
aims to reduce the fuel consumption due to the cogenerator,
prioritizing the usage of the batteries; this strategy may poten-
tially be adopted in a scenario in which the MG is expected
to operate in islanded mode for a limited amount of time
and, therefore, containing the costs might be a goal. Fig. 9
shows the results of the implementation of this strategy taking
into account 1 h of islanded operation, precisely between
20:00 and 21:00. As it is possible to notice from Fig. 9(d),
the contribution of G is restrained for the whole simulation,
while most of the power is produced by batteries, which, as
shown in Fig. 9(c), show consistent discharges.

An opposite logic, defined “Reliable Resource
Management,” is also tested. In a scenario in which the
islanded condition might be prolonged for a considerable
amount of time, it would be intuitively better to prioritize
the production from G, while maintaining the possibility



Fig. 9. Example 2: responses of the network with the economic resource
management strategy. (a) Nodal voltages. (b) Frequency. (c) SOCs. (d) Active
power.

Fig. 10. Example 2: responses of the network with the reliable resource
management strategy. (a) Nodal voltages. (b) Frequency. (c) SOCs. (d) Active
power.

to increase the production with the batteries only when
necessary. Simulating the islanded condition for 7 h,
i.e., between 14:00 and 21:00, Fig. 10 shows how this
approach allows to preserve the batteries’ SOCs, while the
generator G delivers most of the power necessary to satisfy
the loads. Clearly, the “economic” and the “reliable” strategies
presented in this paper represent simple policies meant to
prioritize one or the other type of generation; nevertheless,
they represent a valuable example to testify the flexibility
of the approach and the possibility that it offers to take
higher level logics into account, while keeping voltages and
frequency close to their nominal values.

The secondary controller, implemented in MATLAB, on a
machine equipped with an Intel dual-core processor (2.5 GHz)
and 8-Gb of RAM, required on average 0.174 s to compute
the solution of problem (16), and 0.322 s in the worst case.
This is perfectly consistent with the defined control period.

IV. CONCLUSION

This paper has presented a hierarchical control structure
of MGs in islanded operation. A decentralized droop control
is employed as primary layer. Its objective is to cope with
the network unbalances, rejecting the voltages and frequency
fluctuations due to the unpredictability of load and nondis-
patchable generation.

A secondary control layer based on the MPC approach has
also been described. After a derivation of the model, we have
formulated the problem as a constrained optimization pro-
gram, showing how this method allows considering both the
acceptable range of the network variables and the capability
of the generators, in the definition of the control action. The
possibility to delineate an energy management strategy is also
demonstrated.

The results of the simulation experiments show the poten-
tialities as well as the flexibility of the approach.

APPENDIX A
OPTIMIZATION PROBLEM IN QUADRATIC FORM

In this section, the formulation of (16) in the standard
quadratic form

min
z

{z�Qz + c�z}, s.t. Az = b ∧ Cz ≤ d (20)

is presented. The relation with respect to (16) if derived step
by step, starting from the constraints formulation.

The following notations are adopted.

1) Ii stands for the identity matrix with dimensions (i, i).
2) 1i, j defines the ones matrix with dimensions (i, j).
3) 0i, j represents the zeros matrix with dimensions (i, j).
4) n and m stand, respectively, for the number of

nodes (consistently with the previous notation) and
the number of the available dispatchable generators
(i.e, m = |VGd |).

5) p denotes the number of state variables, i.e., p = 2n+1.
6) The symbol ⊗ represents the Kronecker product

operator.

A. Equality Constraint

Introducing vectors

X̃ = [X (k + 1)�, X (k + 2)�, . . . , X (k + N)�]�
�̃U = [�U(k)�,�U (k + 1)�, . . . ,�U(k + N − 1)�]�
�̃D = [�D(k)�,�D(k + 1)�, . . . ,�D(k + N − 1)�]�

and following the standard MPC approach, it is possible to
rewrite equation (12) as:

X̃ = ÃX (k) + B̃�̃U + M̃�̃D (21)



where Ã, B̃ , and M̃ are obtained as

Ã =

⎡

⎢
⎢
⎣

A
A2

. . .

AN

⎤

⎥
⎥
⎦

B̃ =

⎡

⎢
⎢
⎢
⎢
⎣

B 0 0 . . . 0 0
AB B 0 . . . 0 0
. . . . . . . . . . . . . . . . . .

AN−2 B AN−3 B AN−4 B . . . B 0
AN−1 B AN−2 B AN−3 B . . . AB B

⎤

⎥
⎥
⎥
⎥
⎦

M̃ =

⎡

⎢
⎢
⎢
⎢
⎣

M 0 0 . . . 0 0
AM M 0 . . . 0 0
. . . . . . . . . . . . . . . . . .

AN−2 M AN−3 M AN−4 M . . . M 0
AN−1 M AN−2 M AN−3 M . . . AM M

⎤

⎥
⎥
⎥
⎥
⎦

.

Furthermore, defining

Ū = [ūGd(k + 1)�, ūGd(k + 2)�, . . . , ūGd (k + N)�]�
U = [uGd(k + 1)�, uGd(k + 2)�, . . . , uGd (k + N)�]�

alternative formulations of (13) and (14) are, respectively,
given by

Ū = 1N,1 ⊗ ūGd(k) + L�̃U (22)

U = Ū + (IN ⊗ J Gd)X̃ (23)

where L is a lower triangular matrix of ones with dimensions
(2m N, 2m N).

Letting z = [X̃��̃U
�

Ū�U�]� represent the vector con-
taining the optimization variables of (20), (21)–(23) may be,
hence, grouped to express the equality constraint with A and
b computed as

A =
⎡

⎣
IpN −B̃ 0pN,2mN 0pN,2mN

0pN,pN −L I2mN 02mN,2mN

−IN ⊗ J Gd 02mN,2mN −I2mN I2mN

⎤

⎦

b =
⎡

⎣
ÃX (k) + M̃�̃D
1N,1 ⊗ ūGd (k)

02mN,1

⎤

⎦ .

B. Inequality Constraint

Recalling that X = [V �θ�ωε]�, to define the inequality
constraint, the following matrices are first introduced:

cV = [In 0n,n+1]
cω = [01,2n−1 1 0].

The constraints concerning the variables’ bounds in (16) may
then be expressed as the single inequality constraint in (20)
considering

C =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

IN ⊗ cV 0nN,2mN 0nN,2mN 0nN,2mN

−IN ⊗ cV 0nN,2mN 0nN,2mN 0nN,2mN

IN ⊗ cω 0N,2mN 0N,2mN 0N,2mN

−IN ⊗ cω 0N,2mN 0N,2mN 0N,2mN

02mN,pN 02mN,2mN I2mN,2mN 02mN,2mN

02mN,pN 02mN,2mN −I2mN,2mN 02mN,2mN

02mN,pN 02mN,2mN 02mN,2mN I2mN,2mN

02mN,pN 02mN,2mN 02mN,2mN −I2mN,2mN

02mN,pN I2mN,2mN 02mN,2mN 02mN,2mN

02mN,pN −I2mN,2mN 02mN,2mN 02mN,2mN

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

TABLE V

WEIGHTS ADOPTED IN THE SIMULATION EXAMPLES

and

d =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1N,1 ⊗ V max

−1N,1 ⊗ V min

1N,1 · ωmax

−1N,1 · ωmin

1N,1 · ūmax

−1N,1 · ūmin

1N,1 · umax

−1N,1 · umin

1N,1 · �Umax

−1N,1 · �Umin

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

C. Cost Function

Considering QV , R�, and Ru to be diagonal (consisting
with the standard practice), and defining wV , w�, and wu as
the vectors containing the corresponding diagonal values (i.e.,
QV = diag{wV }, R� = diag{w�}, and Ru = diag{wu}), the
cost function of (20) is finally defined by

Q = diag{11,N ⊗ qx 11,N ⊗ w� 11,N ⊗ wu 01,2mN }
c� = [11,N ⊗ qω 01,6mN ]

where

qx = [wV 01,n cε]
qω = [−2wV · V ∗ 01,n+1].

APPENDIX B
WEIGTHING MATRICES

The weighting matrices implemented in (15) are diagonal,
and they are composed as the following:

QV = diag{wv, . . . , wv }
R� = diag{w�P1, w�Q1, . . . , w�Png, w�Qng}
Ru = diag{wP1, wQ1, . . . , wPng, wQng}

where ng corresponds to the number of controllable
generators ordered according to the following sequence:



{B1, B2, B3, G}. The matrices’ parameters implemented
in (15) for the different simulation examples are reported
in Table V.
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