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ABSTRACT: The accurate electron density distribution and magnetic properties of two metal-organic polymeric magnets, the quasi-
one-dimensional (1D) Cu(pyz)(NO3)2 and the quasi-two-dimensional (2D) [Cu(pyz)2(NO3)]NO3ꞏH2O, have been investigated by 
high-resolution single-crystal X-ray diffraction and Density Functional Theory calculations on the whole periodic systems and on 
selected fragments. Topological analyses, based on Quantum Theory of Atoms in Molecules, enabled the characterization of possible 
magnetic exchange pathways and the establishment of relationships between the electron (charge and spin) densities and the ex-
change-coupling constants. In both compounds, the experimentally observed antiferromagnetic coupling can be quantitatively ex-
plained by the Cu-Cu superexchange pathway mediated by the pyrazine bridging ligands, via a σ-type interaction. From topological 
analyses of experimental charge-density data, we show for the first time that the pyrazine tilt angle does not play a role in determining 
the strength of the magnetic interaction. Taken in combination with molecular orbital analysis and spin density calculations, we find 
a synergistic relationship between spin delocalization and spin polarization mechanisms and that both determine the bulk magnetic 
behavior of these Cu(II)-pyz coordination polymers. 

INTRODUCTION 

Magnetic materials find use in telecommunications, infor-
mation storage, thermomagnetic heat transfer, electrical-to-me-
chanical power conversion, catalysis, magnetic separation and 
countless other fields.1 Research in this area involves engineer-
ing and synthesis of materials exhibiting preconceived mag-
netic behavior, often based on a relative understanding of quan-
tum-mechanical phenomena.2 Of particular appeal are coordi-
nation polymers, where the magnetic centers are typically metal 
ions, and the metal-organic or organometallic building blocks 
are connected through covalent bonds, coordination interac-
tions and weaker intermolecular bonds.3 The interplay between 
chemical interactions of different strength may lead to single-
molecule behaviors (e.g., low-spin-high-spin transitions), low-
dimensional properties (as observed for magnetic chain com-
pounds) or three-dimensional long-range ordering (e.g., ferro-
magnetic crystals). Most of the magnetic coupling models ap-
plied to molecular-based systems4 rely on (super)exchange in-
teractions between two paramagnetic centers, whose atomic 
wavefunctions overlap. For systems with large metal-metal sep-
aration, like in ligand-bridged polymetallic systems, no direct 
bonding can take place between the two metals and the mag-
netic interactions are mediated by diamagnetic, ideally closed-
shell ligands, acting as couplers, rather than as mere spacers. 
Therefore, the understanding of magnetic coupling mecha-

nisms, as required to design new materials with enhanced prop-
erties, relies intimately on the strength and nature of intra- and 
intermolecular interactions. 

The variety of structural and magnetic data available for poly-
nuclear transition-metal complexes has established important 
structure-property relationships.3b,5 Nevertheless, the prediction 
of their magnetic behavior is far from trivial, mainly due to the 
intricate interplay between different factors that determine the 
exchange processes. From this perspective, the knowledge of 
the electronic structure of polymetallic systems is of particular 
importance, given that the spin density determines the sign and 
magnitude of the exchange-coupling constants.6 Among the ex-
perimental techniques available to determine electronic spin 
density distributions, single-crystal polarized neutron diffrac-
tion (PND) stands apart because it affords enormous possibili-
ties to understand the magnetic mechanisms at the atomic and 
molecular levels. It allows reconstruction of the periodic spin 
density by fitting either a set of atomic wavefunctions or a mul-
tipolar model at various levels of sophistication.7 Furthermore, 
the reconstruction of spin-resolved electron densities is possible 
nowadays by combining polarized neutron and high-resolution 
X-ray diffractions.8 From the theoretical side, reasonable esti-
mates of the exchange-coupling constants can be found for very 
large or even periodic systems thanks to density functional the-
ory (DFT).9 These studies are crucial because the interpretation 
of experimental measurements at the atomic and molecular 



 

level is not trivial, especially for systems containing many par-
amagnetic centers. In such cases, theoretical spin densities and 
orbital analyses have been demonstrated to be very important.10 

In recent years, the determination and analysis of the position 
electron-densities alone, either theoretical or experimental, 
played an important role in advancing chemical bonding theory, 
which directly impacts our understanding of superexchange 
mechanisms.11  

Among magnetic coordination polymers, quasi-1D or -2D com-
pounds are of particular interest because they are intermediate 
situations between high-nuclearity magnetic clusters and three-
dimensional magnetic frameworks.4 These compounds are 
characterized by ordered chains or layers consisting of metal 
ions bridged by polydentate ligands. These architectures lead to 
predominantly low-dimensional ferromagnetic (FM) or antifer-
romagnetic (AFM) materials, even though weak interchain and 
interlayer couplings can also take place, giving rise to three-di-
mensional pathways and sometimes magnetic ordering, de-
pending on the molecular structure and crystal packing.12 Fur-
thermore, 1D magnets have long been recognized as prototypi-
cal for the experimental studies of physics in reduced dimen-
sions, with the linear chain Heisenberg antiferromagnet model 
(LCHAFM) being the subject of extensive investigations.4 
Quasi-1D Cu-compounds are widely studied,13 but copper(II) 
pyrazine dinitrate, Cu(pyz)(NO3)2 (1), has been the most suc-
cessful realization of the LCHAFM. This material has a rela-
tively small exchange-coupling constant, J = –7.26 cm-1 (–10.4 
K), as determined from magnetic susceptibility, high-field mag-
netization, specific heat measurements and inelastic neutron 
scattering.14a The ratio of interchain to intrachain exchange con-
stants, J’/J, has been estimated to be negligible, implying that 
the chains can be considered as isolated. However, evidence for 
three-dimensional long-range magnetic order has been recently 
detected below 0.107 K based on zero-field muon-spin relaxa-
tion measurements.14b This technique provided an estimation of 
J’/J significantly larger than previously expected, although J’ = 
+0.03 cm-1 (+0.046 K) is still very small.14b An ordered mag-
netic moment of ~0.05 B was also established, a value ex-
tremely difficult to confirm via other experimental means. On 
the other hand, the cationic three-dimensional net of copper(II) 
di(pyrazine) nitrate, [Cu(pyz)2(NO3)]+, is investigated here for 
the first time, as obtained in single-crystals of the hydrated co-
ordination polymer [Cu(pyz)2(NO3)]NO3ꞏH2O (2).  

In this work, we correlate the accurate electron density distribu-
tions in 1 and 2 with their magnetic properties. For 1, both the 
experimental density (from X-ray diffraction) and theoretical 
density (from quantum-mechanical calculations) are investi-
gated. For 2, only theoretical electron densities are discussed 
because single-crystals suitable for accurate high-resolution X-
ray diffraction experiments could not be obtained. Difficulties 
abound to determine the experimental spin densities of 1 or 2 
using PND: (a) growth of suitably-sized single crystals, (b) ad-
equate magnetic field strength to overcome AFM couplings, 
i.e., induce the fully polarized state, and (c) presence of quan-
tum fluctuations that leads to a small Cu(II) ordered moment.  

Quantitative reasoning of the chemical bonding, in particular 
around the metallic center, is achieved using the real-space par-
titioning derived from quantum theory of atoms in molecules 
(QTAIM). This study is particularly devoted to establishing re-
lationships between the electron charge and spin densities and 
the exchange-coupling constants. Our investigation is supple-
mented by molecular orbital analyses. From this work, we also 

reveal the cooperative nature of spin delocalization and spin po-
larization mechanisms and that they are not mutually exclusive. 
This finding may be representative of the larger class of cop-
per(II) pyrazine quantum magnets. 

 

EXPERIMENTAL SECTION 

Synthesis. Purple needle-shaped single-crystals of 1 were 
grown from aqueous mixtures of Cu(NO3)2ꞏ3H2O and 1 eq. of 
pyrazine. Deep blue plates of 2 were prepared from aqueous 
mixtures containing a large excess of pyrazine (12.6 eq.). 

X-ray Data Collection and Structure Refinement. Single-
crystals of 1 and 2 were mounted on an Agilent SuperNova dif-
fractometer. The crystals were cooled to 100 K (1) and 173 K 
(2) with N2. The CrysAlisPro programs were used to perform 
data collection and reduction.15 A total of 24441 and 12729 in-
tensities were harvested, respectively for 1 and 2. Numerical 
absorption corrections were applied. The resulting data for 1 
was additionally sorted and merged in Laue group mmm using 
SORTAV,16 giving 2933 independent reflections with a mean 
redundancy of 8.3 and up to a resolution of 𝑠𝑖𝑛𝜃 /
1.19 Å . Additional data are tabulated in Table 1. Coordinates 
and atomic displacement parameters (ADPs) were refined ap-
plying the independent-atom model (IAM) as implemented in 
SHELXL.17 The experimental geometries are shown in Figure 
1. No single crystal sample of species 2 was found with a suffi-
cient quality for an electron density study. In fact, peak broad-
ening was always observed at high diffraction angle, caused by 
unavoidable defects during the crystal growth, despite several 
crystallizations, in different conditions, were attempted.   

 
Figure 1. Experimental structure of crystalline Cu(pyz)(NO3)2 
(1) and [Cu(pyz)2(NO3)]NO3ꞏH2O (2). Only the asymmetric 
units are labelled. Local axes at the copper atoms are also 
shown. For 2, counter-ions and solvent molecules are omitted. 

 

Multipole Refinement. The IAM parameters were used as ini-
tial values for multipole modelling of 1. This was performed 
using the XD2006 program18 and the Hansen-Coppens formal-
ism. A number of models were tested to optimize the fit to the 
experimental intensities. In the final model, the multipole ex-
pansion was truncated at the hexadecapole level for all the non-
H atoms, while only a bond-directed dipole was applied to H1. 
The 𝜅 parameters were refined for each atomic 



 

Table 1. Crystallographic Details and Refinement Results for Compounds 1 and 2  

Crystal data Cu(pyz)(NO3)2 (1) [Cu(pyz)2(NO3)]NO3.H2O (2)  

Chemical formula CuC4H4N4O6 (CuC8H8N5O3)NO3.H2O 

Crystal system, space group Orthorhombic, Pmna Orthorhombic, Ima2 

Temperature (K) 100.0 (5) 173.0 (5) 

a, b, c (Å) 6.70122 (7), 5.11854 (5), 11.6351 (1) 13.6081 (5), 9.9487 (4), 9.4287 (3) 

V (Å3) 399.089 (7) 1276.48 (8) 

Z 2 4 

µ (mm−1) 2.757 1.762 

Crystal size (mm3) 0.22 × 0.12 × 0.08 0.07 × 0.07 × 0.03  

Data collection 

No. of measured, independent and 
observed [F> 3σ(F)] reflections 

24441, 2933, 2737  12729, 1821, 1503 

Rint 
a 0.018 0.083 

(sin θ/λ)max (Å-1) 1.188 0.697 

Independent-atom model refinement 

Refinement on F2 (for F > 0) F2 (for F > 0) 

R[F > 3σ(F)], Rall, wR, S b 1.68, 1.92, 2.67, 1.39 5.11, 7.95, 6.08, 1.14 

No. of parameters 48 113 

Δρmax, Δρmin (e Å−3) 0.53, −1.22 0.94, −0.92 

Extinction coefficient 0.023 (2)  

Multipole refinement 

Refinement on F2 (for F > 0)  

R[F > 3σ(F)], Rall, wR, S b   0.95, 1.18, 1.40, 0.83  

No. of parameters 175  

Δρmax, Δρmin (e Å−3) 0.28, −0.22  

Extinction coefficient 0.045 (2)  

a𝑅 ∑ 𝐹𝒉, 〈𝐹𝒉, 〉𝒉 ∑ 𝐹𝒉,𝒉  (summation is carried out only where more than one symmetry equivalent reflection is averaged). b𝑅 𝐹

100.∑ 𝐹𝒉, 𝐹𝒉,𝒉 ∑ 𝐹𝒉,𝒉 , 𝑤𝑅 𝐹 100. ∑ 𝑤𝒉 𝐹𝒉, 𝐹𝒉,𝒉 ∑ 𝑤𝒉𝒉 𝐹𝒉,

⁄
, 𝑆 ∑ 𝑤𝒉 𝐹𝒉, 𝐹𝒉,𝒉 𝑁 𝑃

⁄
 with 𝑤𝒉

1 𝜎𝒉,  ⁄ , N is the number of reflections and P is the number of parameters. 

type. For O, N and C atoms, a single 𝜅  was refined for all the l 
values belonging to a defined set while 𝜅  for Cu and H1 were 
constrained to the corresponding refined 𝜅 values. A high-order 
refinement with sin 𝜃 𝜆⁄ 0.7 Å  was performed for the non-
hydrogen atoms to obtain accurate positional and displacement 
parameters. Afterwards, the H-atom coordinates and isotropic 
ADP were freely refined. An isotropic extinction coefficient 
was also refined according to the Becker-Coppens equations.19 

The ground-state electronic configuration of Cu corresponds to 
[Ar]4s13d10 and the 4s orbital is well known to contribute to the 
valence density. However, it is also established that transition 
metals present problems when refining the deformation density 
because of the significantly different radial extensions of the (n-
1)d and ns valence orbitals. This would require the treatment of 

two different valence deformation densities or, as it is often the 
case, that the ns density is constrained to its nominal value and 
formally associated with the frozen core density.20 In 1, scatter-
ing from the copper 4s density is only significant for sin𝜃/
~0.18 Å  and only 14 reflections satisfy this criterion. In view 
of such a small number of reflections, their standard uncertainty 
and the fact that P00 is expected to be a rather small quantity, it 
is not surprising that attempts to refine the 4s population inde-
pendently through the 𝑙 0 deformation function gave physi-
cally unrealistic populations. Thus, a model based on the 
[Ar]4s03d9 electronic distribution for Cu(II) was also tested. 
This gave significantly better residuals and the final model was 
based on this configuration. 

  



 

Anharmonic motion21 was modelled for the Cu atom by refining 
Gram-Charlier coefficients up to fourth-order. It led to an im-
provement on the residual density distribution in the vicinity of 
the Cu nucleus. The probability density function (p.d.f.) for this 
atom can be found in the Supporting Information.  
In the final refinement, the maximum and minimum residual 
density peaks were +0.29 and –0.22 𝑒. Å  using all data. Re-
sidual density maps show only few and small discrepancies that 
could not be removed by any deformation model (see Support-
ing Information). 
Topological properties and integrated atomic charges were cal-
culated using the TOPXD module.18 Recent studies suggest an 
estimate of approximately 5% for the accuracy of the inte-
grated atomic properties.22 
Static Magnetization Measurements. The temperature-de-
pendence of the magnetization for 1 and 2 were measured using 
a Quantum Design MPMS 7 T SQUID magnetometer. Poly-
crystalline samples were coated in high vacuum grease, loaded 
into a gelatin capsule, mounted in a plastic drinking straw, and 
affixed to the end of a stainless steel/brass rod. Sample rods 
were loaded into the SQUID at room temperature and cooled in 
zero-field to a base temperature of 1.8 K. At that temperature, 
the magnetic field was charged to 0.1 T and data collected upon 
warming back to 300 K. All magnetic data were corrected for 
core diamagnetism using values typical of the constituent at-
oms. 

Pulsed-field magnetization. The pulsed-field magnetization 
experiments (up to 60 T) used a 1.5 mm bore, 1.5 mm long, 
1500-turn compensated-coil susceptometer, constructed from 
50-gauge high-purity copper wire.23 When a sample is placed 
within the coil, the signal voltage V is proportional to (dM/dt), 
where t is the time. Numerical integration of V is used to eval-
uate M. The sample is mounted within a 1.3 mm diameter am-
pule that can be moved in and out of the coil. Accurate values 
of M were obtained by subtracting empty coil data from that 
measured under identical conditions with the sample present. 
The susceptometer was placed inside a 3He cryostat providing 
temperatures down to 0.5 K. The field H was measured by inte-
grating the voltage induced in a ten-turn coil calibrated by ob-
serving the de Haas−van Alphen oscillations of the belly orbits 
of the copper coils of the susceptometer. 

Muon-spin relaxation. Zero-field +SR measurements on 2 
were carried out on a powder sample using the EMU spectrom-
eter at the ISIS facility, UK. The sample was packed in an Ag 
envelope (foil thickness 25 m) and mounted on an Ag backing 
plate using vacuum grease and loaded inside a 4He cryostat. 

Theoretical Calculations. The exchange-coupling constant J 
can be related to the energy difference between states with dif-
ferent spin multiplicities.24 For this purpose, accurate unre-
stricted wavefunctions for the high- and low-spin states are re-
quired. However, because accurate calculations on the low-spin 
state are not straightforward, a broken-symmetry solution is 
usually assumed as a good approximation to the wavefunction 
of this state. We have investigated the high-spin and the broken-
symmetry states in the dinuclear molecular models of com-
pounds 1 and 2, represented in Figure 2. Models 1-d1 and 2-d1 
comprise dimeric versions of the infinite chain structures pre-
sent in 1 and 2 respectively. They contain two Cu centers 
bridged by a pyrazine ligand, while the other models account 
for interchain interactions or intrachain pathways mediated by 
the nitrate ligand. All systems have been investigated within un-
restricted Kohn-Shan approximation using the B3LYP/6-

311G(2d,2p) level of theory, as implemented in the Gaussian 
09 package.25 The AIMAll software26 has been used to partition 
the corresponding electron densities and to calculate integrated 
atomic properties. 

 
Figure 2. Disposition of the dinuclear models in Cu(pyz)(NO3)2 
(1) and [Cu(pyz)2(NO3)]NO3ꞏH2O (2). Schematic views of the 
packing in terms of Cu positions and the network generated 
from the shortest CuCu contacts are also shown with line 
thickness representing the relative magnitude of the coupling 
constants. 

 

The CRYSTAL09 code27 was used to perform periodic DFT 
calculations on relevant ferro- and antiferromagnetic phases of 
1 and 2 using the B3LYP hybrid functional. The basis set for 
the Cu atom is 86-411G(41d),28 while for the non-metallic at-
oms, it is 6-31G(1d).29 Topological analysis of the periodic 
electron densities and integrated atomic properties were calcu-
lated using the TOPOND09 software.30 

Our periodic calculations on 1 considered the magnetic phases 
schematically represented in Figure 3. The ferromagnetic phase 
(FM) corresponds to the high-spin structure, whereas the anti-
ferromagnetic phases (AFM) correspond to low-spin ones. The 
unit cell of FM and sAFM contain two formula units whereas 
the simulations of the aAFM and the bAFM phases require dou-
ble cells. Due to prohibitively high computational costs, only 
the phases FM and sAFM were investigated for compound 2, 
see Figure 3. The coupling constant can be estimated from the 
energy gap between the FM phase and the AFM phase accord-
ing to well established protocols.31 To obtain a fair comparison 
with experiment, the calculated structure factors of the FM and 
AFM phases of 1 were fitted against the best multipolar model 
derived experimentally. 



 

 
Figure 3. Orthorhombic unit cells for magnetic phases of 
Cu(pyz)(NO3)2 (1) and [Cu(pyz)2(NO3)]NO3ꞏH2O (2). The fer-
romagnetic (FM) and three possible antiferromagnetic (sAFM, 
aAFM and bAFM) structures are considered. Red and blue ar-
rows indicate Cu(II) moments. 

 

RESULTS AND DISCUSSION 

Structural investigations carried out on molecular magnetic ma-
terials enable a tentative correlation of the exchange-coupling 
constant J with geometrical parameters, in particular for spin-
only or dinuclear systems.32 Intermetallic distances or angles 
between metal centers and bridging ligands are often considered 
representative of orbital overlap for an intuitive understanding 
of the (super)exchange mechanism.3 However, only a few stud-
ies have been carried out to correlate the magnetic behavior of 
a material with its electron density distribution, as experimen-
tally obtained from high-resolution X-ray diffraction.11  

We briefly describe the crystal structures of 1 and 2, then we 
analyse their electron density, either obtained experimentally 
(1) or theoretically (1 and 2). Finally, we complement our study 
through molecular orbital analysis of the spin-density distribu-
tions, and magnetic responses measured for 1 and 2. 

Crystal Structures. Our charge density data collection on 
Cu(pyz)(NO3)2 1D polymer implied also a re-determination of 
the structure (Figure 1), without any major difference with pre-
vious studies.14a,33 Each Cu occupies a 2/m crystallographic site 
and lies at the center of a distorted octahedron formed by two 
of each Cu–O1 [2.0022 (2) Å], Cu–O2 [2.4796 (3) Å] and Cu–
N2 [1.9765 (2) Å] chemical bonds. Adjacent metallic centers 
are linked by pyrazines along the crystallographic a direction, 
whereas the nitrates lie at the 0, y, z and ½, y, z mirror planes. 
Owing to the symmetry of Cu, all N2–Cu–O angles are 90, 
whereas the O1–Cu–O2 angle of 56.74 (2) is far from the ideal 
octahedral angle, due to the inherent rigidity of the nitrate lig-
and. Along the Cu-pyrazine chain, the Cu atoms are separated 

by 6.701 (1) Å. Weak C–HO hydrogen bonds [C1O2 = 
3.447 (1) Å] and CO contacts [C1O3 = 3.122 (1) Å] connect 
adjacent chains along the b direction. As discussed in the fol-
lowing, although these interactions may stabilize the three-di-
mensional lattice, our results confirm the weak nature of the su-
perexchange pathways. Thus, the material would be regarded as 
a 1D quantum magnet. 

The crystal structure of the 3D [Cu(pyz)2(NO3)]NO3ꞏH2O coor-
dination polymer was determined here for the first time (Figure 
1). The presence of two pyrazine ligands per Cu induces a 3D 
coordinative network, given that each ligand acts as a bidentate 
bridge. The cavities formed by the [Cu(pyz)2(NO3)]+ network 
are filled by a non-coordinating nitrate and a water molecule. 
The Cu(II) ion lies on a 2-fold axis, at the center of a slightly 
distorted octahedron formed by two of each Cu–O2 [2.337 (4) 
Å], Cu–N2 [2.039 (9) Å] and Cu–N3 [2.038 (9) Å] bonds. The 
N2–Cu–N3 angle is almost right [88.8 (1)], whereas O2–Cu–
N3 and O2–Cu–N2 are more distorted [83.8 (2) and 95.3 (2), 
respectively]. The pseudo-tetragonal Cu-pyrazine layers lie per-
pendicular to the a-direction and the Cu-pyz-Cu edges expand 
along the {011} and {01-1} directions, with CuCu distances 
of 6.853 (5) Å. The NO3

- ligands connect the layers [CuCu = 
6.804 (2) Å] along the pseudo Jahn-Teller distorted direction. 
Thus, the relevant super-exchange pathways are those bridged 
by pyrazines, addressing the material as a 2D quantum magnet.  

Electron Density Distributions and Topological Analysis. In 
the following, we will discuss results from both the experi-
mental and the theoretical determination of the electron density. 
Formally, Cu has oxidation state +2 in both 1 and 2. Being a d9 
metal, the observed stereochemistry can be explained by 
pseudo-Jahn-Teller distortion, i.e. the stabilization of four coor-
dination directions in a plane and the destabilization of the two 
remaining out of the plane directions. The analysis of the elec-
tron density distribution enables investigating in details these 
features, going beyond the mere bond lengths. The electron 
population of Cu reflects the bonding mechanism of the ligand-
to-metal electron donation and the potential metal-to-ligand 
back donation. The electron distribution around Cu also informs 
on the specific bonding contribution, identifies the magnetic or-
bital and provides more details of the Jahn-Teller distortion.  

The experimentally refined valence population of Cu in 1 is 
9.89 (8) e. The multipolar expansion is itself an atomic parti-
tioning, hence the valence monopole population determines the 
atomic charge, here +1.11(8) e for 1. However, because the 
multipolar parameters correlate within a refinement (the largest 
correlation coefficients among different atoms in the multipolar 
refinement of 1 are ca. 40%) and different combinations of mul-
tipolar coefficients may describe the same electron density dis-
tribution, a better estimation of the atomic charges comes from 
a partitioning of the total density reconstructed from the multi-
polar model. QTAIM offers a more exportable method of deter-
mining atomic charges and it enables an unbiased comparison 
between theoretical and experimental electron density. In Table 
2, charges are shown for the experimental multipolar fitted den-
sity of 1, and for the periodically calculated FM and AFM den-
sities, and the calculated dinuclear model densities of 1 and 2. 
Charges from Hirshfeld partitioning are reported in the Support-
ing Information. 

 



 

Table 2. Experimental and Theoretical QTAIM Charges on Relevant Atoms and Ligands of Compounds 1 and 2a  

  Cu(pyz)(NO3)2 (1)  [Cu(pyz)2(NO3)]NO3.H2O (2) 

  MM Exptl. 
MM 

FM/AFM 
FM/AFM 

Dinuclear 
Models 

 FM/AFM 
Dinuclear  
Models 

Cu  +1.08 +1.44 +1.27 +1.19  +1.25 +1.22 

O1  -0.47 -0.44 -0.61 -0.61    

O2  -0.53 -0.52 -0.57 -0.54  -0.61 -0.49 

N2  -1.20 -0.85 -1.33 -1.14  -1.29 -1.07 

N3       -1.30 -0.93 

pyrazine   +0.44 -0.06 +0.38 +0.24  +0.29 +0.20 

nitrate  -0.72 -0.68 -0.82 -0.72  -0.91 -0.85 
aMM Exptl.: 𝜌 𝐫  from the multipole model fitted against the experimental structure factors; MM FM/AFM: 𝜌 𝐫  from the multipole 
model fitted against the periodic-B3LYP structure factors; FM/AFM: 𝜌 𝐫  directly from the periodic-B3LYP calculation; Dinuclear 
models: 𝜌 𝐫  from the gas phase B3LYP calculation. 

Despite their inherent differences, all partitioning schemes, ap-
plied to experimental and theoretical electron densities, indicate 
that Cu(II) receives quite substantial donation from the ligands, 
thus reducing its formal charge. In fact, pyrazine features a 
slightly positive charge and the nitrate is largely negative, but 
less than -1. All atoms that bind Cu bear rather negative charges.  

Beside the charges, the electron distribution around the atoms 
is useful to identify the features affecting the magnetism of the 
systems. Experimental deformation density maps around Cu(II) 
(shown in Figure 4 for 1) address a significant electron density 
depletion in the copper valence shell towards the directions de-
fining the 3𝑑  orbital. They correspond to the Cu–O1 and 
Cu–N2 bond directions for 1 and to the two Cu–pyrazine direc-
tions for 2, in keeping with the expectations from bond dis-
tances. Complementarily, the electron density on the ligand 
binding atoms is accumulated in these directions. More inter-
esting is analysing the charge density along the Jahn-Teller dis-
torted directions (Cu-O2, for both 1 and 2).  Of course, Cu pre-
sents a charge accumulation along its z axis (due to the 3𝑑  
orbital) that would produce a repulsion with the O2 lone pair 
lobe. However, in 1 (and somewhat in 2 as well), the lone pair 
on O2 tends to minimize the destabilizing interaction with 3𝑑  
and partially interact also with the depletion of 3𝑑 . The 
Laplacian maps (see Supporting Information) fully confirm this 
evidence, as well as the bond path shapes (see below). 

The topological analysis of 𝜌 𝐫  (Table 3 for the main chemical 
bonds in 1; Supporting Information for 2) is also very useful to 
clarify the nature of the interactions. First, we have to stress that 
in the theoretical electron densities there is no appreciable dif-
ference as a function of the spin coupling mechanisms (FM or 
AFM phases). Therefore, results of the topological analysis of 
the periodic DFT calculations are collectively tabulated under 
the heading FM/AFM. The models calculated for dinuclear 
clusters (Figure 2) give only slightly different values and over-
all, there is a close agreement between the theoretical and the 
experimental results for 1. As expected,34 the electron density 
at the bond critical points 𝜌  closely correlates with the Cu–
X distances. For both 1 and 2, it is easy differentiating the bonds 
along the pseudo Jahn-Teller distortion (z) from those in the xy 
plane: Cu–O2 is associated with a much smaller amount of elec-
tron density and a rather flat region. All the coordinative inter-
actions at Cu are characterized by positive Laplacian at the bond 
critical points (∇ 𝜌 ). This is not surprising and, at variance 
with what is sometimes stated in the literature, it does not indi-
cate any predominance of closed-shell character.34b In fact, the 

delocalization index35 (DI, available only from theoretical den-
sity) of all Cu–X bonds is approximately one-half of an electron 
pair, except for Cu–O2 (DI ca. 0.1) in keeping with the smaller 
𝜌  and ∇ 𝜌 . The Cu–O2 bond path in 1 is significantly bent 
(Figure 4) towards the magnetic orbital 𝑑 , indicating that 
the Cu–O2 interaction partially involves this orbital whereas no 
interaction with 𝑑  occurs. Albeit smaller, a similar bending 
characterizes the corresponding bond-path in 2, where no stere-
ochemical constraint forces O2 to deviate from z direction. As 
a consequence of the curvature, the ellipticity of Cu–O2 is con-
siderably larger than for the other Cu–X bonds. 

 

Figure 4. Experimental static deformation densities for 
Cu(pyz)(NO3)2 (1).  Positive contours as solid blue lines, nega-
tive contours as dotted red lines and zero contours as solid green 
lines. The contour level is 0.015 au. 

The atomic graph of Cu (obtained from the topology of 𝐿 𝐫
∇ 𝜌 𝐫  is quite informative of its stereochemistry. For 1, 

both the experimental (Figure 5) and the periodic DFT calcula-



 

tions (Supporting Information) speak for a rather distorted oc-
tahedral coordination. The emerging graph is in keeping with 
the expectations of the ligand field theory: the 3d electrons 
avoid the charge concentrations of the ligands. In the Cu VSCC 
region, critical points of  𝐿 𝐫  are located ca. 0.28 –0.30 Å from 
the nucleus, being mainly determined by the 3d electronic shell. 
The six (3,+1) critical points (charge depletions) are along the 
4-fold axes of the ideal octahedron, thus in direction of the lig-
and atoms; the four (3,–3) critical points represent charge con-
centrations in the xy plane, whereas eight (3,–1) critical points 
are found out of this plane. In the region of valence shell charge 
depletion (VSCD), six (3,+3) critical points are found along the 
six bond paths emanating from the metallic center and approx-
imately at 0.42 Å from the nucleus. This topology can be com-
pared with that of a Cu2+ in a perfectly octahedral environment 
(calculated by imposing an Oh-field splitting of the d orbitals). 
The graph of this Jahn-Teller unstable configuration would 
have the topology of a cube, see Figure 5. Upon distortion along 
z, the (3,–3) critical points lying on the vertexes of the cube col-
lapse onto the xy plane defined by the 𝑑  orbital. Along z, the 
(3, –1) charge accumulations remain, two of them would be in 
proximity of the VSCC of O2. Because of the repulsion between 
Cu (3, –1) and O2 (3, –3) charge concentrations, the former crit-
ical points assume a distorted topology respect to that observed 
in an Oh field: the (3, –1) points in the xz plane are closer to the 

(3,+1) in 1, while the corresponding points in the yz plane are 
farther from the (3,+1) points. However, the distance of the (3, 
–1) critical points to the Cu remains constant (0.28 Å). Moreo-
ver, the repulsion between the Cu (3, –1) and O2 (3, –3) charge 
concentrations also causes the observed bending of the Cu–O2 
bond-path. This means that the weak Lewis acidity of the Cu(II) 
in z direction is not used by the second coordination of the ni-
trate that prefers instead using the stronger Lewis acidity of the 
magnetic orbital. Although smaller, this effect also occurs in 2, 
where the atomic graph of Cu is a cuboid elongated in the z di-
rection, as a consequence of the pseudo-tetragonal symmetry of 
the Cu(pyz)2 layers. 

 

Figure 5. Atomic graph of Cu obtained experimentally in 
Cu(pyz)(NO3)2 (1) and calculated in a octahedral environment.

Table 3. Selected Bond Critical Point Properties for Cu(pyz)(NO3)2 (1)a 

  MM Exptl. MM FM/AFM phases FM/AFM phases Dinuclear models 

Cu–O1 𝑑  0.990 0.998 0.965 0.966 

 𝜌  0.068 0.082 0.075 0.074 

 ∇ 𝜌  0.425 0.377 0.447 0.386 

 𝜖 0.24 0.31 0.10 0.09 

 DI    0.410 

Cu–O2 𝑑  1.237 1.269 1.223 1.235 

 𝜌  0.023 0.034 0.027 0.028 

 ∇ 𝜌  0.119 0.108 0.096 0.109 

 𝜖 1.07 0.75 0.84 0.54 

 DI    0.111 

Cu–N2 𝑑  0.952 0.974 0.907 0.943 

 𝜌  0.094 00123 0.111 0.090 

 ∇ 𝜌  0.445 0.416 0.604 0.417 

 𝜖 0.13 0.10 0.05 0.05 

 DI    0.444 
a 𝑑  represents the distance, in Å, of the atom A of the A–B bond to the bond critical point, 𝜌  and ∇ 𝜌  are the electron density and its Laplacian, in 
au., at the bond critical point, 𝜖 is the dimensionless bond ellipticity and DI is the delocalization index. MM Exptl.: 𝜌 𝐫  from multipole model fitted against 
experimental structure factors. MM FM/AFM: 𝜌 𝐫  from multipole model fitted against theoretical structure factors. FM/AFM: 𝜌 𝐫  directly from the peri-
odic-B3LYP calculation. Experimental standard uncertainties are omitted as they are usually smaller than 10  au. 

d-Orbital Populations and Magnetic Moment. The 3d orbital 
populations of Cu can be calculated from the refined multipolar 
parameters36 (see Table 4). In both 1 and 2, the choice of local 
axes (Figure 1) makes 𝑑  the most energetically destabi-
lized orbital, and therefore the least populated. As it often oc-
curs, the multipolar populations exceed the limit of two elec-
trons for the fully occupied orbitals. In fact, the multipole func-
tions are d-like density functions, but they may reflect contribu-

tions not only by the metal d-orbitals. Nevertheless, their popu-
lations qualitatively agree with the expectations of ligand field 
theory.37 Thus, we can use the experimental d-orbital popula-
tions to estimate the magnetic moment 𝜇  (Table 4), assuming 
the experimentally derived g-factors. Those results agree with 
experimental measurements on other complexes of Cu(II) in 
distorted octahedral environment.37 



 

Table 4. 3d Atomic Orbital Populations and Spin-Only Magnetic Moments for the Cu Center in Cu(pyz)(NO3)2 (1) and 

[Cu(pyz)2(NO3)]NO3ꞏH2O (2), Obtained After Multipolar Refinement of the Experimental Structure Factors of (1), and from the 
Periodic DFT Calculations  

 𝑑  𝑑  𝑑  𝑑  𝑑  𝜇 /𝜇  

Compound 1 

Exptl. 1.34(2) 2.10(1) 2.22(1) 2.23(1) 2.00(2) 2.15 

FM/AFM 1.55 1.99 1.98 1.98 1.76 1.55 

Compound 2 

FM/AFM 1.43 1.98 1.98 1.98 1.99 1.38 

Table 5. Exchange-Coupling Constants Computed for the d1-
d5 Dinuclear Models and for the Crystal Structures of 1 (aAFM) 
and 2 (sAFM), Along with the Experimental Values 

  Cu(pyz)(NO3)2 (1) [Cu(pyz)2(NO3)]NO3ꞏH2O (2) 

 Cu···Cu / Å J / cm-1 Cu···Cu / Å J / cm-1 

d1 6.70 –7.66 6.85 –5.54 

d2 5.12 0.12 6.80 –0.12 

d3 6.71 –0.08 9.43 –0.02 

d4 8.43 0.04 9.66 0.00 

d5 8.44 0.00 12.05 0.00 

Periodic-DFT  –7.44  –5.59 

Exptl.  –7.3  –5.1 

Magnetic Coupling Constants. Five possible interaction path-
ways between two Cu(II) centers have been identified in 1 and 
2, see Figure 2 and Supporting Information. Interactions of type 
d1 form infinite one-dimensional chains (two of them are pre-
sent in compound 2, thus producing a bi-dimensional network). 
The metallic centers are thus connected by the linearly bridging 
pyrazine ligands. Instead, interactions of type d2 establish in-
terchain contacts in 1 along the b crystallographic direction, 
whereas d2 in 2 corresponds to the direction of coordination 
Cu–nitrate. The remaining interactions d3-d5 are longer range 
contacts connecting two Cu–pyrazine chains. The DFT calcula-
tions of the exchange-coupling constants for these dinuclear 
models afforded the values shown in Table 5, in perfect agree-
ment with a previous calculation.38 It follows that the experi-

mentally observed magnetic behaviour in 1 and 2, antiferro-
magnet with nearest-neighbour exchange constant J equals to –
7.3 cm-1 and –5.1 cm-1, respectively, can be almost exclusively 
attributed to interactions of type d1. Therefore, for practical pur-
poses, material 1 can be regarded as a quasi-1D spin-1/2 quan-
tum magnet, whereas 2 can be considered a quasi-2D magnet. 

These findings are confirmed by periodic calculations on the 
FM and AFM phases. The unit cells corresponding to the aAFM 
phase of 1 and the sAFM phase of 2 (Figure 3), thus considering 
the spin coupling among two Cu centers to be mediated by the 
pyrazine ligands, are the most stable among the considered sys-
tems. When these unit cells are used in conjunction with the 
corresponding FM cells for estimation of the low-spin-high-
spin energy gap, a remarkably good agreement is observed with 
the experimental exchange-coupling constants (Table 5). Alt-
hough long-range magnetic ordering has been demonstrated for 
Cu(pyz)(NO3)2,14b the estimated interchain coupling constant, 
J’ = +0.03 cm-1, is very small. 

Molecular Orbital Analysis and Magnetic Exchange Mech-
anism. It is now convenient to look at the molecular orbitals 
relevant to describe the electronic states involved in the mag-
netic phenomena. Because the exchange-coupling constants are 
related to the energy difference between states with different 
spin multiplicities, we focus on the orbitals bearing the unpaired 
electrons in the low- and high-spin states. We investigated the 
dinuclear model 1-d1 extracted from the infinite Cu(pyz)(NO3)2 
chain that is composed of two metallic centers, each coordi-
nated to two nitrates and two pyrazine ligands. In an unre-
stricted Kohn-Sham calculation, four molecular orbitals are re-
quired for describing the magnetism of the Cu(II) dinuclear 
model. We adopted the nomenclature proposed by Desplanches 
and co-workers:3b the singly occupied spin-orbitals from the un-
restricted calculation are called the occupied magnetic spin-or-
bitals (OMSOs). For the triplet state of the 1-d1 dinuclear com-
plex, there are two OMSOs and two unoccupied magnetic spin-
orbitals (UMSOs), see Supporting Information. Noteworthy, 
the pyrazine ligand and the O1 atom of the nitrate contribute 
significantly to the OMSOs, which are of type 𝑑  at the me-
tallic center, whereas O2, the oxygen atom weakly coordinated 
to the Cu, has a negligible contribution to these orbitals. On the 
other hand, the UMSOs are much more localized at the pyrazine 
ligands than on the nitrates. At the Cu, the UMSOs clearly pre-
sent major contributions from the 𝑑  and 𝑑  atomic orbitals. 
The fact that both occupied and unoccupied magnetic orbitals 
show large contribution at the pyrazine ligands, and to a less 
extent at the O1 atom, confirms the role of this ligand as medi-
ator of the Cu···Cu superexchange.  

Influence of pyrazine tilt-angle. Exchange through heterocy-
clic diamines was first verified by Hatfield in a series of Cu(II) 
1D polymers.32a,39 Since then, many studies confirmed that the 
superexchange occurs mainly along the Cu–diamine–Cu 
chains.13,14 In 1976, Hatfield proposed a -heterocyclic ex-
change mechanism: the spin coupling would result from the 
overlap between a  orbital at N and the 3𝑑 or 3𝑑  orbital of 
Cu. If this hypothesis was correct, the superexchange strength 
should be proportional to the tilt angle of the pyrazine ring rel-
ative to the plane defined by the 𝑑  magnetic orbital, with 
a maximum value at 45. However, in light of more recent crys-
tal structures and magnetic measurements, it seems clear that 
the tilt angle does not correlate with J. Alternatively, a -mech-
anism was proposed,40 implying that the tilt angle has no influ-
ence on the coupling constant. Noteworthy, if at least a small 
overlap between the Cu 𝑑  or 𝑑  orbital and the pyrazine  
molecular orbital would occur, then the  mechanism would 
also be active, in addition to the -exchange.41 



 

 

Figure 6. Laplacian and bond ellipticity profiles along the Cu–
pyrazine bond-path of Cu(pyz)(NO3)2 (1). Filled circles repre-
sent the bond critical point positions. 

The OMSOs of the 1-d1 dinuclear model show significant -
overlap along the Cu–pyz bond direction, which could be traced 
back as the superposition of the 𝑑  orbital of Cu with the 
sp2-hybridized orbitals at N. Conversely, only the UMSOs are 
characterized by a -overlap between both 𝑑  and 𝑑  orbitals 
of Cu and the 𝑝  orbitals at the pyrazine atoms. Nevertheless, 
the tilt angle in 1 is 51, very close to the 45 angle that max-
imizes the -overlap. Similarly, in 2, the tilt angle of the two 
pyrazine ligands with respect to the 𝑑  orbital plane is 53 
and 56. 

In order to evaluate the role of N  density in the Cu–N2 bond, 
a useful parameter is the bond ellipticity (𝜖), which informs on 
asymmetric concentration of electron density in directions per-
pendicular to the bond paths. 𝜖 can be calculated at the bond 
critical point (see Table 3), but its evaluation along the bond 
paths provides more significant information.42 Figure 6 shows 
the ellipticity profiles of the Cu–N2 coordinative bond in the 
valence shell region of 1. The ellipticity reaches a local maxi-
mum close to the bond critical point. In the direction BCP–Cu, 
it decreases only slightly before a large jump caused by the un-
balanced d-occupancy. In the direction BCP–pyrazine, instead, 
the ellipticity drops indicating low preferential accumulation of 
electronic charge perpendicularly to the bond path. While the 
theoretical results are biased by the lack of configuration inter-
action, the experimental result clearly indicates negligible  
bonding interaction between Cu and pyrazine.  
In view of these results, it seems that the exchange mechanism 
driven by the -overlap between the 𝑑  and 𝑑  orbitals of Cu 
and the 𝑝  orbitals at the pyrazine can be definitely ruled out, in 
favour of the mechanism based on -exchange only. 

Spin Density Distributions. The most relevant calculated 
atomic spin populations are in Table 6 while the spin density 
distribution for the broken-symmetry singlet state of the dinu-
clear models 1-d1 and 2-d1 are shown in Figure 7. The spin 
populations in both compounds are very similar. Although the 
largest part of the spin density is located at the copper atoms, 
there is an important delocalization of the unpaired electron, 
mostly to the N2 donor atoms of the pyrazine ligands, but also 

to O1 of the nitrate ligand in compound 1. The minute partici-
pation of the O2 in the OMSOs of 1-d1 is appreciated in its ra-
ther small negative spin population.  

Table 6. Calculated Spin Populations for the Dinuclear Models 
1-d1 and 2-d1, and for the Most Stable Phases of 1 (aAFM) and 
2 (sAFM)  

 Compound 1 Compound 2 
 1-d1 aAFM 2-d1 sAFM 
Cu 0.649 0.624 0.696 0.652 
O1 0.101 0.095 0.001 0.001 
O2 –0.003 –0.002 –0.001 0.000 
O3 0.011 0.005   
N1 –0.003 –0.004 –0.002 0.000 
nitrate 0.106 0.094 –0.003 0.001 
C1 –0.003 –0.015 –0.004 0.000 
C2   0.006 0.011 
C3   0.006 0.014 
C4   –0.006 –0.015 
N2 0.071 0.102 0.082 0.093 
N3   0.077 0.090 
pyrazine 0.138 0.148 0.164 0.190 

 

 

Figure 7. Spin density distributions of the d1 models for 1 and 
2 in the broken-symmetry singlet state, represented at an iso-
density value of 0.003 au. 

The spin density distribution features observed in Table 6 and 
in Figure 7 can be rationalized in terms of two mechanisms, 
which explain how the unpaired 3d electron of the Cu places 
some spin density at the other atoms of the molecule.6a On one 
hand, the molecular orbital that hosts the unpaired electron den-
sity, even with major contribution from the 𝑑  orbital of the 
copper center, presents expressive contributions from the lig-
ands, mostly from the N2 donor atoms. If one adopts the con-
vention that the unpaired electron has a positive spin, its delo-
calization results in a distribution of positive spin density 
throughout the whole system, as determined by the composition 
of the OMSOs. This behaviour characterizes the so-called spin 
delocalization mechanism. On the other hand, the positive spin 



 

at the paramagnetic center may induce some spin density of op-
posite sign at the atoms bonded to it, through a spin polarization 
mechanism. This results from the exchange term introduced by 
the Pauli principle, which disfavours the probability of finding 
two electrons of identical spin in the same region of space. 
Therefore, the spin of a bonding electron pair is polarized, in 
such a way that the positive spin is concentrated close to the 
paramagnetic center, whereas a concentration of negative spin 
is favoured around the atoms bonded to it. Because this effect 
also propagates through the system away from the metallic cen-
ter, the net spin density at a particular atom, resulting from the 
combination of the two mechanisms, can be either positive or 
negative. Table 6 shows that the spin delocalization mechanism 
dominates most of the atomic spin populations, remarkably in 
the 𝑥𝑦 plane defined by the Cu–O1 and Cu–N2 bonds, in 1, and 
by only Cu–N2 bonds in 2. However, spin polarization is pre-
dominant in the region of the atoms N1, O2 and C1 for com-
pound 1, and in the atoms N1, C1 and C4 for compound 2.  

Magnetic properties: T- and H-dependent magnetization. 
For the sake of comparison to 2, we remeasured the magnetiza-
tion of 1 (Figure 8). Broad maxima in (T) are indicative of 
short-range spin correlations and occur at temperatures of 6.6 
and 7.2 K for 1 and 2, respectively. Of significance in the data 
for 2 is a subtle kink at 2.6 K, a feature typical of [Cu(pyz)2]2+ 
square lattices that signals the onset of long-range AFM order.43 
Curie-Weiss analyses of the (T) data for 1 and 2 over the range 
of 50 ≤ T ≤ 300 K yielded the respective Landé-g factors of 
2.16(1) and 2.11(1) and Weiss constants  = -4.2(3) and -4.4(2) 
K. The negative -values indicate antiferromagnetic interac-
tions between S = 1/2 Cu(II) ions as mediated by the pyrazine 
bridges. Further modeling of 1 after a uniform S = 1/2 Heisen-
berg chain gave g = 2.18 and J = 10.5(1) K = 7.3 cm-1 which 
agrees with reported values.14a 

Considering the crystal structure of 2 and most plausible ex-
change pathways mediated by Cu-pyz-Cu, the (T) data have 
been fitted to a Heisenberg model for S = 1/2 moments arranged 
on a square-lattice with nearest neighbor antiferromagnetic ex-
change interactions J, and an isotropic g-factor.44 The resultant 
fit yields g = 2.16(1) and J = 7.04(1) K = 4.9 cm-1. If the value 
of kBTN/J = 0.36 is attributed entirely to finite interplane ex-
change interactions between Cu(II) ions (J), then Quantum-
Monte-Carlo simulations predict the spatial exchange anisot-
ropy to be |J/J| = 0.02.45 The weak J is attributed to both the 
poor donor ability of the NO3

- ligand and the fact that the long 
O–Cu–O axis contains the spin-paired dz2 orbital. 

For S =1/2 Cu(II) systems with four (magnetically) equivalent 
bonds to coplanar ions as in 2 and magnetic exchange to neigh-
boring ions in two adjacent planes via NO3

- bridges, the satura-
tion field (𝐵 ) is given by:23 𝑔𝜇 𝜇 𝐵 4𝐽 2𝐽.  

Combining the powder average g-factor with the intraplane ex-
change J deduced from (T), and using the result |J/J| << 1, the 
critical field is expected at approximately 𝜇 𝐵   21.4 T. In 
powdered systems, this Bsat may be broadened owing to a spin-
orbit coupling correction which results in a g-factor anisotropy 
of the Cu(II) ions.4 The structure suggests two principle direc-
tions for the g-factor, corresponding to fields parallel and per-
pendicular to the [Cu(pyz)2]2+ sheets (the xy and z directions re-
spectively). Typically, an anisotropy of (gz–gxy)/gxy ≈ 10 % is 
expected.1  

 

Figure 8. Magnetic susceptibility data for powder samples of 1 
and 2 taken in Hdc = 0.1 T. Solid lines superimposing the data 
are the result of theoretical fits to Heisenberg 1D and 2D models 
as described in the text.  

The pulsed-field magnetization (M) and associated differential 
susceptibility (dM/dH) are shown in Figure 9. The predicted 
critical field falls in-between two features of the differential sus-
ceptibility at 𝜇 Hc1 = 19.5(5) T and 𝜇 Hc2 = 23.0(5) T. The ratio 
Hc2/Hc1 = 1.17(6), implies that this broadening of the saturation 
field is attributed to the g-factor anisotropy. 

 

Figure 9. Pulsed-field magnetization and differential suscepti-
bility for [Cu(NO3)(pyz)2]NO3ꞏH2O (2) obtained at several tem-
peratures above and below the Néel temperature of 2.6 K. 

Within this model, the Cu(II) moments first reach the fully 
aligned ferromagnetic phase for a field applied perpendicular to 
the [Cu(pyz)2]2+ planes at H = Hc1. For a powdered sample, this 
causes dM/dH to decrease since the magnetic response at higher 
fields will only come from the reduced portion of the sample 
that remains unsaturated. All of the Cu(II) moments become 
parallel to the field upon reaching Hc2. Using Hc2/Hc1 = gz/gxy 



 

and the powder-average g-factor from the susceptibility, where 

𝑔 , we can extract gxy = 1.99(5) and gz = 2.32(7). 

Within the experimental error, these fall within typical values 
for Cu(II) in octahedral environments.  

The pulsed-field magnetization also exhibits a sharp peak in 
dM/dH at approximately 14 T, resembling a spin-flop feature. 
This is too low in field to be associated with the saturation field 
via a g-factor anisotropy, and suggests that there may be other 
anisotropic terms in the Hamiltonian. A spin-flop is expected 
for Cu(II) systems with spin-exchange anisotropy, which is a 
second-order effect that arises from the spin-orbit coupling 
known to be present in this material. However, the spin-flop as-
sociated with this feature is often on a much lower energy scale 
than the observed Hsf,46,47 so the origin of the spin-flop remains 
unknown. 

Long-range magnetic order in 2. Example +SR spectra are 
plotted in Figure 10. Below T = 2.6 K spontaneous oscillations 
in A(t) were observed, which are characteristic of the presence 
of quasi-static long-range magnetic order (LRO). The local 
magnetic field that results from LRO causes those muons with 
spin perpendicular to the local field to precess coherently at fre-
quency 𝜈 , where 𝜈  is proportional to the magnitude of the local 
field B. Above 2.6 K, the oscillations vanish and the asymmetry 
A(t) relaxes following a Gaussian function [A(t)  𝑒 ].  

 

Figure 10. +SR data for 2: (Main panel) order parameter plot 
and power law fit used to extract TN. (Inset) sample +SR spec-
tra measured at T = 1.48 and 2.72 K. Solids lines are fits to the 
data using eq. 1. Asymmetry spectra for T = 1.48 K at early 
times better showing the oscillation.  

Below 2.6 K, the asymmetry A(t) was fitted to a sum of four 
oscillatory and one exponential decay component: 

𝐴 𝑡 𝐴 𝑝 cos 2𝜋𝜈 𝑡 𝑒 𝑝 cos 2𝜋𝜈 𝑡 𝑒
𝑝 cos 2𝜋𝜈 𝑡 𝑒 𝑝 cos 2𝜋𝜈 𝑡 𝑒
𝑝 𝑒 𝐴  

(1) 

where 𝐴  is the total relaxing amplitude, pi (i = 1,…,5) are the 
relative fractions for the oscillatory/non-oscillatory compo-
nents. The parameters 𝜈  and 𝜆  are the respective precession 
frequencies and relaxing rates and 𝐴  accounts for the relaxing 
contribution from the muons that stop at the sample holder/cry-
ostat tail and muons with a spin component parallel to the local 
magnetic field. For the fits, the four frequencies were fixed in 

the proportions 𝜈  : 𝜈  : 𝜈  : 𝜈  = 1 : 0.75 : 0.4 : 0.22 throughout 
the fitting procedure. The relaxing amplitude 𝐴  was fixed at 
9.7% and pi (i = 1,…,5) were fixed at 0.128, 0.112, 0.456, 0.041 
and 0.263, respectively. The values of fitted 𝜈  are plotted 
against temperature in the main plot of Figure 10. 

The temperature-dependence of the precession frequency was 
then fitted to the phenomenological function: 𝜈 𝑇

𝜈 0 1 . The fit yielded TN = 2.61(1) K,  = 3.96(4) 

and  = 0.44(4). While the J observed for 2 is less than that for 
1, the higher TN in 2 is attributed to increased spin dimension-
ality and the added possibility of spin-exchange anisotropy. 
This phenomenon is known to be important in describing key 
magnetic features in the related Cu(II) square lattice 
Cu(ClO4)2(pyz)2.43,46    

 

CONCLUSIONS 

In the present work, the electron density distributions of two 
low-dimensional quantum magnets, Cu(pyz)(NO3)2 and the pre-
viously unknown [Cu(NO3)(pyz)2]NO3ꞏH2O, have been deter-
mined from a combination of high-resolution single-crystal X-
ray diffraction and DFT calculations. The magnetic properties 
have been correlated with the topological and the integrated 
properties of the electronic distributions, using the QTAIM par-
titioning scheme. This has enabled the detailed rationalization 
of the experimental antiferromagnetic exchange-coupling con-
stants in terms of the intrachain CuCu superexchange interac-
tions. Molecular orbitals and spin density analyses revealed that 
the spin delocalization through the non-innocent ligand (pyra-
zine) dominates. Moreover, the experimental electron density 
unequivocally confirmed that the exchange occurs only through 
-exchange.41 The spin density concentrates mainly on the at-
oms directly interacting with the magnetic orbital. However, 
although the ligand atoms coordinated along the pseudo-Jahn-
Teller distortion direction bear negligible spin population, the 
distinctive curvature of the Cu-O2 bond paths and the atomic 
graph of Cu highlights a small interaction with the magnetic or-
bital. This feature may deserve more attention investigating 
other materials of the same kind. 

The combination of calculations on the entire crystal and on se-
lected dimers, enabled addressing the gap between stronger ex-
change interactions (responsible of the dominant features in the 
magnetic measurements) and weaker interchain couplings. 

We are presently investigating a larger series of transition-metal 
polymeric compounds in order to examine the influence of lig-
and type and metal nature on the magnetic properties, as well as 
to identify rigorous signature of magnetic interactions in the 
electron density distributions.48 In a long term view, we expect 
to develop empirical or semi-empirical methodologies to pre-
dict the magnetic susceptibilities, based on the electron density 
distributions of the materials building blocks, similarly to what 
done for the electric susceptibilities.49 
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