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S U M M A R Y
We tested the capability of seismic noise to monitor the stability conditions of a small rock
block that we forced to fail in four following stages. Ambient vibrations were recorded with
a broad-band 3C seismometer placed on top of the block and were processed to analyse
their spectral and polarization characteristics with diverse algorithms. To analyse the spectral
content of the records, we applied the multitaper method while seismic noise polarization
features were investigated by means of the singular value decomposition of the Hermitian
spectral density matrix. Numerical modelling was found to add limited value because of the
uncertainty in estimating correctly spatial and mechanical features of the rock bridges between
the block and the rock mass. Nevertheless, a modelling exercise we performed is in agreement
with previous post-failure observations according to which unstable rocks may be coupled to
the stable rock mass by rock bridges covering only a few per cent of the total surface of the
fractures. Our analyses confirm that, when approaching final collapse, there is a trend of the
block eigenmodes towards lower frequencies and show that polarized bands become narrower.

Key words: Fourier analysis; Instability analysis; Numerical modelling; Time-series analy-
sis; Seismic instruments; Seismic noise.

1 I N T RO D U C T I O N

Whenever excited, a rock structure can vibrate at its peculiar reso-
nance frequencies associated with its different vibration modes. The
resonance frequencies are dependent upon the geometry, the elas-
tic constants, the density and the characteristics of the constraints
of the studied rock structure (Bottelin et al. 2017; Burjánek et al.
2019). In addition, meteorological parameters can alter the vibration
frequencies by means of both reversible and irreversible effects, as
several authors observed correlation between resonance frequency
and temperature, rainfall as well as wind (Levy et al. 2010; Bot-
telin et al. 2013b, 2017; Starr et al. 2015; Colombero et al. 2017;
Valentin et al. 2017).

Seismic noise recording sessions can be effectively performed
for monitoring purposes, according to the fact that a drop in natural
frequencies has been observed as an unstable rock compartment ap-
proaches failure, because of reduced constraints and increased mass
(Bottelin et al. 2013a, 2017; Valentin et al. 2017). Clear evidence
of this phenomenon has been also observed in the civil engineering
field, with buildings that show a drop in their vibration modes as a re-
sult of stiffness decrease due to earthquake damages (Potenza et al.
2015; Saisi et al. 2015; Lorenzoni et al. 2018). Moreover, higher
spectral amplitudes are generally observed on the unstable body
compared to the stable rock mass (Bottelin et al. 2017; Arosio et al.
2018). The approaches proposed in the scientific literature involve

that collected ambient vibration data are processed to study their
spectral and polarization features as a function of time (Burjánek
et al. 2018). In more detail, frequency peaks and preferential di-
rections of motion corresponding to vibration modes are sought for
by considering periodograms and spectrograms, and different pro-
cessing algorithms are applied in both time and frequency domains
to estimate polarization in the 3-D space (Arosio et al. 2019b).
Since several authors have investigated column-like rock structures
partially detached from the rock mass, a standard analysis consists
in estimating the horizontal-to-vertical spectral ratio (HVSR) and
the HVSR as a function of azimuth (HVSRA). Recent applications
of ambient vibration monitoring to rock structures have addressed
more complex geometries like rock arches (Starr et al. 2015), the
monitoring of bolting works applied to unstable rock columns (Bot-
telin et al. 2017), as well as the capability of the technique to
detect the presence of more than one major discontinuity between
the rock mass and the prone-to-fall rock compartment (Valentin
et al. 2017). Seismic noise monitoring has been also successfully
applied to slopes prone to sliding to study amplification and direc-
tional effects, especially in terms of site response to earthquakes
(Del Gaudio & Wasowski 2007; Moore et al. 2011; Burjánek et al.
2012). Improvements concerning seismic noise studies on unstable
rock structures could be borrowed to monitor: (i) drops in natu-
ral frequency of buildings as a result of stiffness decrease due to
earthquake damages (Clinton et al. 2006); (ii) the effectiveness of
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rock bolting works (Bottelin et al. 2017) and (iii) preferential po-
larization on sliding rock slopes and its relationship with measured
displacements (Burjánek et al. 2012).

In this work. we analyse seismic noise data collected during a
field test in which a rock block was forced to collapse. Though
relatively small, the investigated block has an irregular geometry
defined by one rear and one side fracture and it is different from
the column-like geometry of rock structures usually investigated in
the scientific literature. We consider both spectral and polarization
analyses, the support of numerical modelling, with the final aim of
identifying particular features of the collected seismic noise that
might be used for rock failure forecasting purposes.

2 F I E L D T E S T

The controlled collapse test was performed in 2018 January on
an unstable rock block located in the lower section of a 200-m
high cliff diving into Como Lake, in the Italian Prealps (Fig. 1a).
The slope consists entirely of Perledo-Varenna limestone having
subhorizontal bedding (S0, 8/16) with thickness ranging from 0.1
to 1 m. In addition, the geological and photogrammetric surveys
identified two main joint families approximately perpendicular to
each other, namely K1 (245/85) and K2 (155/86), that may promote
both plane and wedge failures. The unstable rock compartment
selected for the experiment had an approximately trapezoidal prism
shape of 0.7 × 0.7 × 0.3 m L × H × W, resulting in a total volume
of about 0.15 m3 (Fig. 1b). From a structural point of view, the
rock block was partially detached from the rock mass by two main
fractures, namely F1 and F2 belonging to K1 and K2 joint sets
respectively, and it was delimited at top and at the bottom by the
bedding discontinuities (Fig. 1b). Actually, the block was divided
into two parts, with a top bigger one laying onto a smaller one
(Fig. 1b), that fell together when ultimate collapse occurred at the
end of the test and split apart after the impact onto the ground
(Fig. 1d).

To record ambient noise, we installed a Nanometrics Trillium
Compact 20 s seismometer on top of the unstable block with the
Z and Y components oriented along the vertical and the north–
south directions, respectively (Fig. 1b). The sensor was coupled to a
Nanometrics Centaur data logger and we set a sampling frequency of
1000 Hz. The sampling frequency has been defined by performing
eigenfrequency analysis tests with COMSOL Multiphysics software
on cubic-shaped blocks modelled with the same volume and ge-
omechanical properties of the studied rock block. We performed
the modal analysis testing different areas for the rock bridges to
have an insight of the resonant frequencies of the real case study
and found out that a sampling frequency of 1000 Hz was sufficient
to record roughly the first six vibration modes of the unstable rock
block. Though generally recommended, we could not deploy any
reference station on the rock mass to effectively isolate the response
of the monitored rock block mainly because of the impossibility to
safely reach the top of the 200-m high cliff and to find a position
on the cliff face whose vibrations could be confidently interpreted
as representative of the whole rock mass behaviour. During the test,
fracture F2 was mechanically widened with an iron lever approxi-
mately every 30 min and four stages were performed before ultimate
collapse. Fracture F2 was chosen because of its higher initial persis-
tence and aperture with respect to F1. Ambient vibrations have been
continuously recorded and, at the beginning of each stage, sensor
levelling was checked and fixed whenever necessary to be sure noise
was constantly collected along the same directions, and the fracture

aperture was measured in four distinct control points along F2 using
a digital calliper (Fig. S1, Supporting Information). Collected am-
bient vibrations have been divided into five subsignals according to
the different stages of the test, with stages 0 and 4 corresponding to
the initial undisturbed condition and to the condition immediately
before ultimate failure, respectively. Before performing spectral and
polarization analyses, the time-series recorded during each stage has
been time-cut to discard the first 10 min in order to remove tran-
sients caused by fracture widening and to take into account sensor
stabilization after re-levelling. Subsequently, time-series have been
deconvolved to remove the instrument response (Templeton 2017)
and filtered with a zero-phase 0.5 Hz high-pass filter to attenuate
low-frequency components greatly amplified by the deconvolution
process.

In order to study variations of rock block vibration in response to
climatic parameters, we took into account data collected by mete-
orological stations located close to the lake shore approximately 4
and 5.5 km south of the test site (Fig. S2, Supporting Information).

3 D E S C R I P T I O N O F M E T H O D S

3.1 PSD estimation

We studied the spectral content of the collected seismic noise
by estimating the power spectral density (PSD) by means of a
non-parametric spectral estimation method, namely the multitaper
method (MT) first proposed by Thomson (1982). Like other spectral
estimation techniques, the MT method is aimed to reduce bias and
variability of the PSD estimate. Bias is reduced thanks to the use of
tapers taken as a set of mutually orthogonal functions that are chosen
to have optimal time–frequency concentration properties. Variabil-
ity is reduced by averaging over approximately uncorrelated PSD
estimates that are obtained through orthogonal tapers (Percival &
Walden 1993). To perform the computations, we set a frequency
resolution W of 1 Hz and a number of tapers equal to 2TW-1 (Per-
cival & Walden 1993), where T is the signal duration in seconds,
that is, the duration of each stage in our case. Conversely to what is
commonly done in seismic site resonance analysis (e.g. Konno &
Ohmachi 1998), we did not apply any additional spectral smoothing
so as to avoid any merging of close spectral peaks possibly related
to different vibration modes of the studied structure (Arosio et al.
2019a).

3.2 Polarization analysis

We performed a polarization analysis to study preferential oscil-
lation directions associated to the eigenmodes of the rock block
during the different stages of the collapse test. We took into account
the singular value decomposition (SVD) of the Hermitian spectral
density matrix (Samson 1983). Considering the general case of el-
liptical particle motion in the 3-D space, the spectral SVD approach
can provide a complete set of polarization features overcoming the
drawbacks of other methodologies (Arosio et al. 2019b). As a matter
of fact, spectral SVD allows to perform the analysis as a function of
frequency, in the 3-D space and to estimate the phase lags between
the components of the polarization vector. To quantify polarization,
we compute the degree of polarization parameter β2 from the matrix
of the singular values (Samson 1983). β2 can range from 0 to 1, the
former corresponding to unpolarized signals and the latter indicat-
ing a well-defined polarization; high values of β2 do not necessarily
imply linear polarization, as circular or elliptical particle motion
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Figure 1. Pictures taken at the site where the test was performed. (a) Rock cliff. (b) The rock block that was forced to collapse (white contour) with the two
main fractures F1 and F2 together with the bedding S0 (targets for the photogrammetric survey are also visible); Nanometrics Trillium Compact sensor is
placed on top of the block. (c) Pictures of the rock surface after the failure and (d) of the collapsed blocks.

can provide high values as well. In addition, we estimate frequency-
dependent angular quantities by projecting along the three axes the
complex right eigenvector associated to the dominant (if any) sin-
gular value (Park et al. 1987). In more detail, �H is the azimuth of
the main polarization axis measured counterclockwise from east,
�V is its dip measured form the horizontal, while φHH and φVH indi-
cate the phase relationships between the two orthogonal horizontal
components and between the vertical and the principal horizontal
components, respectively.

3.3 Numerical modelling

We performed an eigenmode analysis of the studied rock block with
the finite-element software COMSOL Multiphysics to support the in-
terpretation of the results obtained with the spectral and polarization
analyses. Our aim was to investigate the relationship between the ob-
served fundamental frequency drop and the rock-bridges breakage,
and to simulate the block eigenmodes to confirm the polarization
of seismic noise detected during the experimental test.

The unstable block has been modelled as an undamped system
with multiple degrees of freedom. The 3-D geometry was built by
meshing the point cloud obtained through the photogrammetric sur-
vey with tetrahedral finite elements. However, the back and side of

the block were approximated with plane surfaces. The rock block
has been considered as an isotropic, homogeneous medium with
density 2680 kg m−3, Poisson ratio 0.3 and Young’s modulus 30E9
N m−2. The latter parameter was estimated using an empirical equa-
tion relating Young’s modulus and Schmidt hammer rebound values
recorded in the field (Katz et al. 2000). In addition, the estimated
values were crosschecked by using an empirical chart that relates
Young’s modulus to both density and the point load strength index
(Sonmez et al. 2006) obtained by performing the point load test ac-
cording to the International Society for Rock Mechanics guidelines
(Franklin 1985).

We set the constraints of the block model at locations where
fresh rock ruptures were thought to be observed after the collapse.
In more detail, fracture F2 is characterized by an upper brighter
section covered by a calcite layer, which denotes that the block
was already partially detached from the cliff, and by a lower darker
section that might show evidences of rock bridge breakage due
to the collapse test (Fig. 1c). According to this, we tried to detect
newly exposed rock areas by identifying groups of pixels with values
ranging in a pre-determined interval in the Red-Green-Blue (RGB)
matrix of nearly frontal images of fractures F1 and F2. Images were
first smoothed with a 2-D convolutional filter to limit scattering
of the identified points. The estimated rock bridges (Fig. 4a) were
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then modelled with the same geomechanical properties of the rock
mass. In particular, an elastic constraint has been introduced for each
identified contact surface imposing an isotropic stiffness of 3E10
N m−3. The bedding interface between the two parts of the block
(Fig. 1b) was modelled as an anisotropic elastic thin layer with
normal (kn) and shear (ks) stiffness of 1.5E10 and 2.1E9 N m−3,
respectively, in agreement with the values proposed for limestone
by Kulatilake et al. (2016).

4 R E S U LT S

4.1 Seismic monitoring

The obtained PSD estimates reveal several spectral peaks at rela-
tively high frequency, in the range 50–300 Hz, in agreement with the
small size of the specimen (Fig. 2). To ease visual interpretation of
the evolution of spectral peaks across following stages of the test, we
also used the short-time Fourier transform (5 s signal subwindows,
Hamming taper, 50 per cent overlap) to compute the spectrograms
that are displayed together with the MT results in Fig. 2. We identi-
fied two main decreasing trends over time roughly associated to two
different frequency bands. A first high-frequency peak moves from
about 220 to 150 Hz and it is more easily interpreted on the vertical
component. The second frequency peak is clearly observed along
the east–west direction, appears to be the dominant peak (though
may not be the fundamental) and shifts from around 150 Hz at the
initial condition to 80 Hz prior to collapse. In more detail, the lower
frequency peak actually involves several different peaks that split
up and approach monochromatic signals towards failure. Finally,
during the second and third stages of the test, we observe the occur-
rence of high-amplitude signals at frequencies below 10 Hz on the
horizontal components only.

Given the complex geometry of the block (i.e. non-column-like)
and of the constraints, the recorded seismic noise has a large vertical
component, and peaks and troughs of both horizontal and vertical
spectra interfere in a complex manner. Accordingly, the related
HVSR curve would be extremely difficult to be interpreted. There-
fore, we did not consider the HVSR method to process our data
set.

Fig. 3 illustrates the polarization parameters estimated with the
spectral SVD for the all the stages. Parameters were computed using
10 s Hamming-tapered time windows with 90 per cent overlap, and
20 spectral density matrices were averaged in the frequency domain
(Koper & Hawley 2010). Results are presented in terms of relative
probability, that is, for each frequency, the estimated values of the
parameter are partitioned into bins and the value of each bin is the
ratio of the number of elements in the bin to the total number of
elements (i.e. the sum of all the bin values gives unity).

β2 values close to 1 through the different test stages indicate that
polarization is significant over several frequency bands between 50
and 300 Hz. The polarization parameters have higher probability
values around 130–140 Hz during the first three stages, whereas
higher probability values are observed around 65–75 Hz for the last
two stages. In fact, the most dramatic change is from stages 2 to 3
and may correspond to the highest increase in the aperture of the
solicited fracture (Fig. S1, Supporting Information). Because of the
oscillating nature of the vibration modes, it is meaningful to dis-
play �H probability values just over a 180◦-wide interval. For the
first three stages, the maximum probability values cluster around
0◦, revealing that, actually, there is some minor displacement along

the east–west direction perpendicular to fracture F1, even at the ini-
tial stage. This finding is supported by the non-zero values of φHH

clusters, that progressively decreases from −20◦ to −70◦ until stage
2, indicating that the polarization in the azimuthal plane is ellipti-
cal. Higher probability values for �V generally cluster close to 0◦,
hence the dominant vibration mode has negligible vertical motion,
although the block does exhibit at least one higher frequency mode
with significant vertical displacement. φVH probability values are
lower than the values of the other parameters because the azimuthal
displacement of the dominant mode and the vertical displacement
of the higher mode dwarf their respective vertical and horizontal
displacements.

4.2 Numerical modelling

The block behaviour modelled according to its estimated mechan-
ical parameters and to the estimated mechanical and geometrical
features of the rock bridges gave results showing unsatisfactory
matching with real data in terms of both resonance frequency and
polarization. In fact, we obtained poor outcomes at all the stages
of the test, that were modelled by assuming a gradual reduction of
rock bridges caused by a progressive opening of the rear fracture F2
(Fig. 1b), starting from where the destabilizing force was applied.
We did observe a gradual shift of the eigenmodes towards lower
frequencies, but neither the spectral peaks nor the modal shapes
matched the measured ones (Fig. 4b).

Given the poor obtained results, as a modelling exercise, we dis-
cretized the side and rear surfaces of the rock block (excluding
the calcite area) and ran several simulations tuning the geometrical
configurations of the rock bridges and the bedding stiffness values
in order to match the first five resonance frequencies observed dur-
ing stages 0 and 4. Final normal and shear stiffness values for the
bedding, respectively 3E10 and 9E9 N m−3, are in good agreement
with the ones proposed by Kulatilake et al. (2016) for limestone.
Figs 4(c)–(f) show the best models with an average mismatch be-
tween observed and modelled resonance frequencies lower than 5
per cent (Table 1).

5 D I S C U S S I O N

In this study, we processed seismic noise recordings collected with a
3C broad-band velocimeter deployed on top of a 0.15 m3 limestone
block that was forced to collapse through four following stages. To
fully test the effectiveness of the technique, we decided to select
a rock structure with arbitrary geometry, though not too complex,
being separated from the rock mass by rear and side fractures and
possibly having similar moments of inertia about orthogonal axes.
This is different from case studies investigated in the scientific
literature, that generally consider bigger isolated rock columns with
a single rear fracture and thus could approximate slender beams
with preferential oscillation in the azimuthal plane perpendicular to
the rear fracture plane (Bottelin et al. 2013a; Valentin et al. 2017).

The spectral analysis we performed confirms that there is a de-
creasing trend of resonance frequencies towards failure (Levy et al.
2010). It is clear that vibration modes varied dynamically across the
test, according to changes occurred to the constraints between the
block and the rock mass. Some frequency peaks are only visible on
a single component (Fig. 2), suggesting the polarization of the asso-
ciated modes. The presence of several closely spaced and transient
frequency peaks prevents a quantitative estimate of the decrease
through the stages, but considering the two main vibration modes in
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Figure 2. PSD estimates of the ambient noise recorded during the different stages of the test obtained with the MT method (red solid lines) over imposed to
the spectrograms (colour map). Both the PSDs and the spectrograms are normalized to the absolute maximum of all the stages.

the spectrogram having central frequencies around 220 and 150 Hz
at the initial condition (Fig. 2), we can observe a decrease roughly
as large as 50 per cent before ultimate failure. The spectral plots
also show that the low-frequency dominant mode has negligible
energy along the NS component until the end of stage 2, while at
stages 3 and, in particular, stage 4, most of the seismic energy is
equally recorded by the EW and NS components. This is consistent
with our expectations, because we assumed oscillation of the block
mainly in the azimuthal plane and perpendicular to fracture F2 in
the beginning and, as the aperture of F2 is increased and possibly
affects the persistence of F1, perpendicular to both side and rear
fractures towards the final stage (Fig. 1b). On the other hand, the
high-frequency mode is always larger on the vertical component
and has its maximum at stage 2, where its energy is comparable
with the one of the low-frequency mode, before decreasing towards
failure. Differently from other authors (e.g. Valentin et al. 2017),
no significant amplifications in amplitude spectra were observed
when approaching failure. In addition, causes of low-frequency sig-
nals observed during stages 2 and 3, mainly on the NS component
(Fig. 2), remain unclear.

Polarization features qualitatively observed in the spectrograms
are confirmed by the results obtained with the spectral SVD ap-
proach. Two general aspects can be noted by observing the plots of
the polarization parameters as a function of frequency and through
the following stages (Fig. 3). First, a global trend towards lower
frequency can be observed, although it is very difficult to track the
temporal evolution of different vibration modes because each mode
presents changing energy depending upon the boundary conditions
of the rock block. Second, there are broader polarization frequency

bands in the beginning, that become narrower when approaching
failure. We believe that the first aspect could be due to the increased
size and mass of the vibrating rock block caused by the reduction of
rock bridges between the rock mass and the block itself. As far as
probability of the estimated parameters is concerned, we observed
relatively high values at the initial stage, then a decrease across
stages 1 and 2, and, finally, an increase to highest values at stage 4.
This nonlinear trend of the probability values may indicate the dif-
ferent emergence of the vibration modes that the block experiences
through the stages.

The analysis of data collected by two meteorological stations in
Mandello del Lario and Abbadia Lariana shows that air tempera-
ture and wind speed experienced minor variations during the test
(Fig. S2, Supporting Information), surely not sufficient to cause the
observed spectral and polarization changes (Levy et al. 2010; Starr
et al. 2015; Bottelin et al. 2017; Colombero et al. 2017).

Although the limited size of the investigated structure allowed
for high-resolution 3-D modelling, the obtained results were unsat-
isfactory in terms of matching with observed data. We believe that
the most critical point is to model correctly the spatial and mechan-
ical features of the constraints. In addition, the fact that the collapse
test involved two blocks separated by the bedding discontinuity
may have increased uncertainty in the modelling procedure. As a
consequence, we cannot infer any relationship between variations
of resonance frequency versus changes in the area of rock bridges.
The results of the modelling exercise we performed to match the
observed resonance frequencies indicate that the frequency drop be-
tween the first and the last stages could be obtained by reducing the
rock bridge area from 7.5 per cent to 2.7 per cent of the total side and
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Figure 3. Polarization parameters estimated with the spectral SVD method for the different stages of the collapse test. Part (a) is the polarization degree β2,
(b) is the azimuth of the main polarization axis �H, (c) is the dip measured form the horizontal of the main polarization axis �V, (d) is the phase lag between
the two orthogonal horizontal components φHH and (e) is the phase lag between the vertical and the principal horizontal components φVH. The colour map
indicates relative probability of the estimated parameter and limits of each colour map are set to the minimum and maximum values of the related parameter.
See the text for details.
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Figure 4. (a) Block model with rock bridges (in purple) estimated from the RGB matrix of near frontal images of rear and side fractures and (b) modelling
results with colour map and arrows indicating displacements. (c) Block model used in the modelling exercise having discretized rear and side fractures with
rock bridges (in purple) set to match the resonance frequencies observed at stage 0. (d) Modelling results for model in (c). (e) and (f) Same as (c) and (d) for
stage 4.

Table 1. Resonance frequencies obtained with the SVD analysis and with the numerical modelling exercise.

Stage 0 Stage 4
Polarization analysis β2 peak

(Hz)
Numerical modelling
eigenfrequency (Hz)

Polarization analysis β2

peaks (Hz)
Numerical modelling
eigenfrequency (Hz)

Mode 1 87.2 86.1 59.4 56.4
Mode 2 144.6 141.7 77.1 74.3
Mode 3 168.1 185.8 89.8 97.4
Mode 4 215.1 211.5 112.2 118.5
Mode 5 260.3 265.5 160.0 158.7

rear fracture areas. This finding is in agreement with post-failure
observations of fresh rupture areas performed on limestone cliffs in
south-east France (Frayssines & Hantz 2006). Unfortunately, mod-
elling was not able to reproduce modal shapes of the block in stages
0 and 4, as we observed differences nearly as large as 90◦ between
the modelled vibration directions in the azimuthal plane and the
values of �H estimated with the spectral SVD method.

6 C O N C LU S I O N S

Failures of rock structures are sudden phenomena that pose serious
threats to human settlements and infrastructures because of their
difficulty to be predicted. The deployment of a microseismic moni-
toring network across the investigated area can provide a predictive
capability based on changes of the collected waveforms, gener-
ated where the slope is mechanically unstable (Spillmann et al.
2007). However, several factors could reduce the performance of

the sensors in detecting microseismic signals and, as a result, the
effectiveness of the network as an early warning tool. Seismic noise
monitoring needs no specific events to be generated since it is based
on continuous recording of ambient vibrations that excite the stud-
ied rock structure and, therefore, could overcome the drawbacks of
classical microseismic monitoring.

The controlled small collapse test we performed confirms previ-
ous findings according to which the collapse of an unstable rock is
preceded by the drop of resonance frequencies as a consequence of
the breakage of rock bridges. Spectral plots obtained from seismic
noise recordings with the MT method provided evidence of the fre-
quency decreasing trend, nevertheless, we noted that the vibration
modes of the studied structure varied dynamically through the test,
with some spectral peaks emerging and vanishing according to the
evolving constraints of the rock block. The abrupt changes in the
block vibration modes may have prevented the observation of spec-
tral amplification phenomena. Spectral analysis of rock structures
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by means of HVSR should be considered carefully because spectral
division between the horizontal and vertical components may delete
some frequency peaks associated to vibration modes whose vertical
component dwarfs the horizontal ones. This is particularly true for
rocks with arbitrary geometry and uncertain boundary conditions
that, for instance, cannot be considered as a simple cantilever beam.
Polarization analysis performed by means of the spectral SVD ap-
proach proved to be very useful in tracking over time the frequency
bands of polarized oscillations together with their angular parame-
ters in the 3-D space. Again, we were able to observe a shift towards
lower frequencies before ultimate failure, as well as the narrowing
of the polarized bands.

Generally, spectral smoothing should be applied carefully and
different smoothing filters and their parameters should be tested
because they may merge peaks associated to different vibration
modes. Also, choice between linear and logarithmic sampling of the
frequency axis should be tuned according to the bands of interest
of the considered case study.

Overall, the results of our small collapse test indicate that both
spectral and polarization analyses could be useful monitoring tools
to track the behaviour of unstable rock compartments with arbi-
trary geometry over time. In fact, the spectral SVD approach alone
could provide comprehensive knowledge needed for forecasting
purposes. A sound monitoring approach should take into account
diverse pieces of information, such as the shift, emerging and van-
ishing of resonance frequencies, the bandwidth of vibration modes
and the changes in their polarization. Surely, the boundary condi-
tions of the block, we forced to collapse have undergone dramatic
changes in a very short period of time. This can make interpreta-
tion of the evolution of the polarization trend with frequency very
complex. We believe that, in real case studies, the evolution of the
dynamic conditions of a rock is not as fast, and this may allow a
better tracking of the vibration modes over time. On the other hand,
sudden variations of the monitored parameters may provide use-
ful indications for early warning systems. Given the short duration
of our test, we could not investigate the influence of meteorologi-
cal factors on the vibration modes of the rock block. Dealing with
long-term monitoring systems, one should not forget that the dy-
namic characteristics of the investigated structures may vary for
instance as a consequence of freeze-thaw cycles or because of rock
dilation/contraction linked to temperature fluctuations (e.g. Levy
et al. 2010). Since predictive capability depends on the ability to
observe subtle changes over time, the accuracy and reliability of
the estimated spectral and polarization features are of fundamental
importance. According to this, development of uncertainty analysis
of the estimated parameters is encouraged.

Our work shows that realistic numerical modelling of the dynamic
behaviour of rock structures is still a challenging task, even when
considering small specimen, especially in terms of the accurate def-
inition of the spatial and mechanical features of the constraints.
Therefore, the support of modelling to guide processing and inter-
pretation of seismic noise data still needs to be improved. However,
non-destructive electromagnetic techniques, both radar and infrared,
could be employed to characterize rock fractures and rock bridges
in a non-destructive manner (Arosio 2016; Guerin et al. 2019).
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Figure S1. Control points used to monitor the aperture of fracture
F2 during the collapse test. Fracture aperture was measured with a
digital calliper.
Figure S2. Meteorological data collected by the climatic stations in-
stalled close to the Como Lake in Abbadia Lariana and in Mandello
del Lario, roughly 5.5 and 4 km south of the test site, respectively.
(a) Air temperature (vertical grey lines mark the beginning of each
stage of the test). Polar plot of wind speed measured in (b) Abbadia
Lariana and in (c) Mandello del Lario.
Figure S3. Polarization parameters estimated with the spectral SVD
method for stages (a) 0, (b) 1, (c) 2, (d) 3 and (e) 4 of the collapse
test. The colour map indicates relative probability of the estimated
parameter and limits of each colour map are set to the minimum
and maximum values of the related parameter. See the text of the
manuscript for details.
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