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An On-Line Policy for Energy-Efficient
State Control of Manufacturing Equipment

Nicla Frigerio, Lorenzo Marzano, and Andrea Matta

Abstract—Machine state control is one of the most promising
energy efficient measures for machining processes. A proper
control reduces the energy consumed during idle periods by
switching off/on the machines. A critical barrier for practical
implementation is related to the knowledge of part arrival
process that is affected by uncertainty. The stochastic processes
involved in the system are usually assumed to be known.
However, real production environments are subject to several
sources of randomness that are difficult to model a priori.
This work provides an on-line time-based algorithm able to
control the machine state. Through a method for the estimation
of the stochastic process, the algorithm provides the optimal
control parameters based on a collected set of observations. A
new policy is formulated to manage the control over time such
that changes in the control parameters are applied only under
certain conditions. Potential benefits are discussed by means of
realistic numerical cases.

Note to Practitioners—The paper analyzes the control problem of
switching off/on a machine tool for energy saving during machine
idle periods. A control policy based on time information is
investigated when the machine requires a startup time to resume
the service after being switched off. The proposed policy works
on-line while acquiring information from the real system. An
algorithm is described for identifying and applying the optimal
control parameters. The results of this research will be useful
for a practical implementation of a switching policy for energy
saving. This implementation requires the estimation of the power
adsorbed by the machine in four different states and, therefore,
it reduces the implementation effort for practitioners.

Index Terms—Energy efficiency, optimal control, machine
learning.

I. INTRODUCTION1

ENERGY efficiency is a key issue in the manufacturing2

field and real-time strategies that switch off/on the re-3

sources in production systems have been recently proposed in4

the literature. These strategies apply when a resource, mostly5

a machine tool, is idle such that some machine components6

could be switched off. A machine partially switched off cannot7

start a new process and the service cannot be resumed until8

all machine components are switched on. Commonly, a startup9

procedure that uses both time and energy is required to resume10

the service. The control problem is not trivial and control11

parameters should be selected properly to assure effectiveness12

of the control and, simultaneously, not to jeopardize the13

production rate. Moreover, since manufacturing systems are14

N. Frigerio, L. Marzano and A. Matta are with the Mechanical
Engineering Department, Politecnico di Milano, 20156 Milano,
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affected by uncertainty, the arrivals at a certain machine follow 15

a certain stochastic process. 16

A critical barrier for a practical implementation is related 17

to the knowledge of such stochasticity. A large amount of 18

data should be collected to obtain a proper fit of the arrival 19

distribution at a certain machine. Further, this data collection 20

must be performed at each machine and it should be repeated 21

frequently, for instance, after maintenance interventions on the 22

system or changing in the production planning. As a result, 23

the implementation of energy control policies might have a 24

complex and costly management. In common practice, energy 25

efficient state control policies are rarely used and the machine 26

tools are mostly kept ready-for-process. Nevertheless, in the 27

industrial market there are several energy control systems (i.e., 28

PLC embedded or external devices), but the selection of the 29

control parameters is manual and experience-based, which is 30

risky in terms of unexpected high energy consumption. 31

This work1 deals with the problem of controlling a machine 32

on-line while acquiring data such that the control policy 33

extracts knowledge from environment conditions. Neverthe- 34

less, the decision maker should take into account the risk 35

of incurring in unexpected costs. Indeed, as the acquisition 36

is on-line, the control problem is solved based on estimated 37

parameters and the risk of implementing a control on a biased 38

estimate might be high. A proper amount of information 39

should be collected before implementing the control. In the 40

proposed policy, the control is applied only if the estimated 41

advantage is significant considering the risk of incurring in 42

unexpected high energy consumption. 43

A. Energy-Efficient Control at Machine Level 44

The energy efficient control (EEC) of machine states ad- 45

dresses the problem of energy efficiency at machine level 46

focusing onto the reduction of the non processing energy 47

(NPE). This energy is usually denoted as fixed energy or 48

base load and it is related to the power requests of machine 49

auxiliary systems that keep executing their functions although 50

the machine is not producing [1]. Auxiliaries allow to keep 51

the machine in ready-for-process conditions such that, at part 52

arrival, the process can immediately start. NPE is separated 53

from the processing energy that is required while the machine 54

tool is working on parts. 55

When a machine tool starts executing the process, it passes 56

from an idle state to a busy state; then, at process completion, 57

the machine returns idle until the next cycle starts. These 58

1This paper was presented in part in IEEE CASE 2019 in Vancouver,
Canada



JOURNAL OF LATEX CLASS FILES, VOL. XX, NO. X, XX 3

transitions represent the common behavior of a not controlled1

machine tool under the Always On (AO) policy.2

EEC applies when the machine is idle: a switching off3

command triggers the machine in a low energy consumption4

state, i.e., a standby or sleeping state, and the service is5

interrupted. Machine auxiliaries and peripheral units (e.g., the6

hydraulic unit, the chillers, the chip conveyor) become inactive7

and the machine power request is reduced. With a switching8

on command, the service is resumed. It is noteworthy that9

machines need to visit a startup transitory state to resume the10

service such that the quality of parts is guaranteed. Indeed, all11

machine components should be active at the beginning of the12

process to enable machine functionality. For instance, chiller13

assures the necessary thermal condition to avoid misalignment14

and distortions of machine structure.15

The EEC problem belongs to the last control level in the16

production planning & control hierarchy. In the literature, it17

is sometimes referred as real–time control to be distinguished18

from scheduling problems. A recent and complete review on19

energy efficient scheduling literature can be found in Gahm et20

al. [2]. These scheduling problems belong to a different level21

of hierarchy compared to EEC. Energy efficient scheduling22

plans off/on modes over a specific period of time given the23

jobs assigned to machines. Whereas, EEC literature provides24

policies at machines during production progress without know-25

ing when the next part arrives.26

A first group of studies analyses machine EEC prob-27

lems where the service is interrupted and resumed based on28

time information ([3],[4],[5],[6],[7],[8]). Under a time-based29

control, machines are controlled during starvation periods,30

i.e., waiting for parts. A second group analyses machines31

where the service is interrupted and resumed based on the32

number of parts accumulated in buffers such that machines33

can be controlled during starvation periods ([9]), blocking34

periods, or both ([10],[11],[12],[13]). A combination of time35

and buffer information is used in a third group of studies36

([14],[15],[16],[17]). The more information used, the more37

complex the control. At system level, the information coming38

from one or more buffers are used to control machines.39

The optimal control problem incorporates an energy effi-40

ciency criterion in the objective function, a minimum produc-41

tion rate target as second objective ([8]) or as a constraint ([3],42

[4], [8], [9], [11], [15], [17]). Also, several works consider the43

energy that might be required to hold parts waiting for resource44

availability ([3], [4], [9], [17]).45

The state model used to represent controlled resources46

might have different assumptions. All works mentioned in47

this section consider the startup state, although only a subset48

considers also a closedown transitory between the idle and49

the standby state ([8], [13], [15]). The closedown and startup50

times are considered either stochastic or deterministic. The51

deterministic assumption of transitory duration is effective for52

a wide number of practical applications. The processing times53

at machines can be considered deterministic or stochastic, and54

failures can be modeled as randomness onto processing times.55

Machine starvation time depends onto the arrival process and56

it is therefore affected by uncertainty, e.g., random processing57

times and failures of upstream machines.58

B. Paper Contribution 59

All EEC problems proposed in the literature assume that 60

the stochastic processes involved in the control problem are 61

known. Therefore, it is assumed implicitly that a large amount 62

of data has been collected previously to fit probability dis- 63

tributions. Although off-line policies only require the fitting 64

of arrival distribution, their application to many resources 65

can require high effort. Also, the data collection should be 66

frequently repeated in case of production changes. As an 67

exception, a study has been recently proposed where the 68

on-line EEC problem is firstly addressed [19] by fitting the 69

parameters of a known distribution family. 70

This paper provides an innovative algorithm for the energy 71

control of machine while learning from an on-line data col- 72

lection about part arrivals. The work extends a state-of-the-art 73

off-line EEC policy proposed and analyzed by Frigerio and 74

Matta [3] enabling its on-line application. In more details, the 75

algorithm includes: 76

• A new estimation model to predict the energy consump- 77

tion per part produced; 78

• A new policy to identify when a change in control 79

parameters becomes advantageous. 80

A learning method is used for parameter estimation, and 81

the optimization problem is solved in real time to minimize 82

the predicted energy consumption per part. As acquired data 83

increases, the algorithm improves the solution. The challenge 84

is to decide when the learning phase is sufficiently enough to 85

implement or not the optimal parameters. Indeed, the method 86

should take into account the risk of implementing a policy 87

with wrong learned parameters. 88

In this work, we specifically refer to machine tool executing 89

machining operations, but the approach can be applied to other 90

machine types. The proposed algorithm learns autonomously 91

from collected data reducing the implementation effort for 92

practitioners. Also, as shown in the numerical results, the 93

machine control is profitably applied after few collected data, 94

i.e., before the off-line approach can be applied. 95

C. Paper Outline 96

The paper is divided into eight sections. After the introduc- 97

tion (Section I), section II is dedicated to the description of off- 98

line EEC policies from the literature. Section III introduces the 99

on-line EEC problem with the new estimation model. Section 100

IV compares off-line and on-line policies to show the potential 101

benefit of the on-line approach. In section V, a new policy is 102

proposed to manage the implementation of control parameters 103

over time. Numerical results follow in Section VI. Section VII 104

includes an investigation about how the policy performs at 105

system level, and section VIII concludes the work. Numerical 106

results have been obtained in Matlab environment. 107

II. OFF-LINE TIME-BASED CONTROL POLICIES FOR 108

ENERGY EFFICIENCY 109

OFF-LINE approaches are based on the assumption of 110

having complete knowledge of the problem. In other 111

words, it is assumed that problem parameters are known such 112
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that the off-line approach is required to directly output the1

problem solution. In the specific case of energy state control,2

problem parameters include machine parameters as well as3

the stochastic processes involved. In this section, we describe4

a general time-based off-line EEC policy available in the5

literature and the related control problem.6

A. System Description and Assumptions7

A single machine working a single part type is considered.8

Machine can fail and processing times are assumed to be9

random variables with mean tp. Further, we assume that the10

machine might be starving of raw parts and is never blocked.11

Let us consider a cycle as the time interval starting from the12

departure of a part and the departure of the next one. The13

cycle starts at t = 0 with the machine waiting for the part14

arrival. It is assumed that an upstream mechanism manages the15

arrival process at machine and it is affected by stochasticity16

such that machine idle times X are distributed accordingly17

to a probability density function (pdf) f(x) with mean ta.18

In off-line policies, the pdf f(x) is assumed to be known.19

Denote x the realization of X; hence, x is also the arrival20

time realization in a cycle.21

B. Control Policy and Energy Consumption Model22

We model machine states as represented in Figure 1. The23

following states are considered: standby (s = 1), startup24

(s = 2), idle (s = 3), and busy (s = 4). The machine25

is busy while working on parts. The idle state represents26

machine in ready-for-work conditions. The standby is a state27

where some machine components are not active such that the28

machine requires a low amount of power although part process29

cannot start. The startup state represents the transitory state to30

pass from the standby to the idle state. While in startup, the31

control activates machine components to achieve the proper32

working condition. We assume the startup procedure requires33

a deterministic duration tsu.34

The Switching (SP) control policy [3] uses time-based35

thresholds τoff and τon to control machine state:36

Switch-off when τoff has elapsed from the last37

departure. Switch-on when τon > τoff has elapsed38

from the last departure or when next part arrives.39

Controlled transitions are: (i) the switch-off transition from the40

idle state to the off state when t = τoff, and (ii) the switch-on41

transition from the off state to the startup state when t = τon42

or upon part arrival t = x. As in the literature [3], the SP43

policy is effective, despite its simplicity. It allows to delay44

the switch-off command when the probability of part arrival45

is high, and to switch-on the machine in advance, when the46

probability of part arrival rises. Also, the switch-on command47

might be by the actual part arrival, whenever it happens before48

τon.49

We do not include the busy state into the energy model50

because the energy consumed by the process in the busy state51

is not affected by the control. We assume that machine in state52

s requires a constant and deterministic amount of power ws53

such that w2 > w3 > w1 ≥ 0. This assumption is realistically54

Switch-off

(t = τoff)

Idle

s = 3
Standby

s = 1

Switch-on

(t = τon  OR  t = x)
Startup

s = 2

Startup

End
Busy

s = 4

Process 

Start

Process 

End

Fig. 1: State model of a machine controlled with the SP policy

representing manufacturing equipment that commonly requires 55

high power while executing the startup. 56

According to the arrival occurrence x and control param- 57

eters τ , four events Ak may happen; hence, machine energy 58

demand ek and part holding time hk are conditioned to the 59

occurrence of the event Ak. A description follows: 60

• Parts arrive before the switch-off: A1 = {0 ≤ x ≤ τoff} 61

and machine consumes e1 = w3 · x. The process starts 62

immediately (h1 = 0). 63

• Parts trigger the switch-on: A2 = {τoff < x ≤ τon} and 64

machine consumes e2 = w3 · τoff +w2 · tsu +w1(x− τoff). 65

The part waits for the whole startup and the part is held 66

for a time h2 = tsu. 67

• Parts arrive while the machine is executing the startup: 68

A3 = {τon < x ≤ τon + tsu} and machine consumes 69

e3 = w3 · τoff +w1(τon− τoff) +w2 · tsu. Part holding time 70

is h3 = τon + tsu − x. 71

• Parts arrive after the machine has completed the startup: 72

A4 = {x > τon + tsu}. The energy consumed is e4 = 73

w3 · τoff +w1(τon− τoff) +w2 · tsu +w3(x− τon− tsu) and 74

the process starts immediately (h4 = 0). 75

Events Ak|k = 1, 2, 3, 4 are mutually exclusive and collective 76

exhaustive with probability of occurrence P (Ak). According 77

to the vector of control parameters τ = {τoff, τon}, the 78

expected NPE consumed in a cycle Φ(τ ) and the expected 79

holding time H(τ ) are respectively: 80

Φ(τ ) =

4∑
k=1

E[ek|Ak] · P (Ak) (1) 81

H(τ ) =

4∑
k=1

E[hk|Ak] · P (Ak). (2) 82

Φ(τ ) and H(τ ) are function of machine parameters (i.e., 83

power and startup duration), of the control parameters applied 84

and of the pdf f(x). 85

C. Optimization Problem 86

The following control problem needs to be solved to search 87

for proper values of control parameters: 88

min
τ

ϕ(τ ) = Φ(τ ) + wq ·H(τ ) (3) 89

Subject to: τon > τoff (4) 90

τoff, τon ∈ R+
0 (5) 91

Constraint (4) represents the control feasibility between con- 92

trol parameters (i.e., the switching on must happen after the 93
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switching off). Constraints (5) define the domain of decision1

variables. Problem objective in equation (3) considers both2

the NPE Φ(τ ) and an holding penalty wq · H(τ ) consumed3

per part produced. The weight wq should be properly tuned4

in numerical experiments to represent a production rate target5

such that the controlled system assures a certain service level.6

Hence, as wq increases, the optimal control policy tends to the7

AO policy because the holding time becomes more important.8

III. ON-LINE TIME-BASED CONTROL POLICY FOR9

ENERGY EFFICIENCY10

THE off-line control problem formalized in section II is11

extended by keeping the same assumptions except the12

knowledge of the arrival distribution. Herewith, we assume13

that machine starvation times X are randomly distributed14

according to an unknown pdf f(x). In off-line policies, the15

pdf f(x) is assumed to be known.16

This section describes an innovative algorithm for solving17

the on-line EEC problem. The algorithm performs iteratively18

two phases: a learning phase where the distribution is esti-19

mated (section III-A) and an optimization phase that searches20

for the optimal control parameters of the control policy (sec-21

tion III-B).22

A. Parameter Estimation for Machine Idle Times23

Complete reviews on the estimation of random variable24

distributions can be found in the literature (e.g., [20],[21])25

where several methods are discussed and classified, e.g. max-26

imum likelihood estimation, method of moments, polynomial27

estimation, Kernel estimation method.28

According to the amount of available information, the29

proposed algorithm uses two different methods selected from30

the literature. The Maximum Likelihood Estimation (MLE,31

[22]) is used to estimate the parameters of a known distribution32

type. When the distribution type is assumed to be unknown,33

the Kernel Density Estimation (KDE, [23][24]) with a Gaus-34

sian Kernel function is used. Both methods are based on a35

frequentist inference, which means the estimation is drawn36

only by the sample data. Alternative methods could be used37

without making large extensions of the developed analysis.38

1) Estimation with a Known Distribution Type: In order to39

use the MLE method, the pdf f(x;θ) is assumed to be known40

except for a vector of k parameters θ = {θj |j = 1, . . . , k},41

which are unknown. Therefore, the MLE method finds the42

estimated parameters θ̂n given a set of n observed arrivals43

x = {xi|i = 1, . . . , n}. Define the Likelihood function as:44

L(θ; x) =

n∏
i=1

f(xi;θ). (6)45

Function L(θ; x) represents the pdf of θ given observations x.46

The MLE method solves the following optimization problem:47

θ̂n = arg max
θ∈Rk

L(θ; x) (7)48

where k is the problem dimension. The estimated distribution49

of arrivals is f̂(x|x) = f(x; θ̂n) and the estimates are asymp-50

totically unbiased as n increases.51

2) Estimation with an Unknown Distribution Type: Given 52

a set of n observed arrivals x, the kernel density estimator is: 53

g(x;h, x) =
1

nh

n∑
i=1

K
(
x− xi
h

)
(8) 54

where K(·) is the kernel function and h > 0 is a smoothing
parameter, i.e., the bandwidth. We consider a Gaussian Kernel
function K(·). The estimates defined by equation (8) are
asymptotically unbiased as n increases ([24]), then:

lim
n→∞

g(x;h, x) = f(x). (9)

Further, since the random variable X is defined onto positive 55

domain, i.e., R+
0 , the estimator is normalized: 56

gnorm(x;h, x) =
g(x;h, x)∫∞

0
g(x;h, x)

. (10) 57

The KDE method finds the optimal bandwidth h∗n and provides 58

the estimator f̂(x; x) = gnorm(x;h∗n, x). In more details, the 59

bandwidth parameter value h∗n is found with the leave-one-out 60

cross validation method ([25]). Therefore, optimal bandwidth 61

h∗n makes most likely the n data observed by solving the 62

following optimization problem: 63

h∗n = arg max
h∈R+

{L(h; x)} (11) 64

where function L(h;x) is the Likelihood function as: 65

L(h; x) =

n∏
i=1

1

h · (n− 1)

 n∑
j=1
j 6=i

K
(
xi − xj
h

) . (12) 66

B. Optimization 67

Similarly for the SP policy described in section II, time- 68

based thresholds are used to control the machine. Given n 69

observed arrivals x, the vector of control parameters τn = 70

{τoff,n; τon,n} includes two thresholds, i.e., τoff,n and τon,n, 71

used to control machine state after the departure of part 72

n. Denote respectively Φn(τ ; x) and Hn(τ ; x) the expected 73

energy consumed per cycle and the expected holding time ob- 74

tained with the estimated pdf. The objective function ϕ(τ ; x) 75

becomes: 76

min
τ

ϕ(τ ; x) = Φn(τ ; x) + wq ·Hn(τ ; x). (13) 77

The control problem in equation (13) is solved subject to 78

constraints (4) and (5) at each algorithm iteration. As n 79

increases, the control problem approaches that in equations 80

(3)-(5) as the estimates f̂(x; x) are asymptotically unbiased. 81

This phase is independent from the estimation method used in 82

the learning phase. 83

IV. THE BENEFIT OF AN ON-LINE APPROACH 84

ANumerical analysis is provided to investigate the benefit 85

of the proposed approach. The On-line approach is com- 86

pared to the Off-line approach in terms of expected saving and 87

expected throughput of the controlled machine. Off-line and 88

on-line approaches are applied and common random numbers 89

([26]) are used for the comparison among the two approaches 90

to decrease the noise. 91
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TABLE I: Machine parameters

Machine w1 [kW] w2[kW] w3[kW] tsu [s] tp [s]
M1 0.52 6.08 5.35 24 168
M2 3.12 12.5 11 24 168

A. Off-line vs On-line1

We consider a machining center (M1) for powertrain appli-2

cations characterized as in Table I, with processing time tp =3

168 s, and holding penalty wq = 12 kW. Also, we assume an4

Erlang-3 distribution defined by rate parameter λreal = 0.0375

and scale parameter k = 3 such that the starvation mean time6

is ta = 81 s. The AO policy, i.e., τ = (∞,∞), obtains an7

objective value of ϕ(∞,∞) = w3 · ta = 433 kJ/part and an8

expected production rate (PR) of PR(∞,∞) = 14.46 part/h9

(Table II). The AO policy is used as reference policy. The10

SP policy achieves 8.78% of saving on the objective function:11

the optimal control is τ ∗ = (0, 37.2) s, the expected energy12

ϕ(0, 37.2) = 395 kJ/part and the expected production rate13

PR(0, 37.2) = 14.08 part/h (Table II). The SP policy assumes14

the parameter λreal is known.15

The off-line approach requires a learning phase where a16

certain number of observations N is collected and the estimate17

of λreal is provided afterwards. The number N of collected18

observations is usually high and varies from case to case. In19

this case, N = 500 observations are acquired (i.e., around 3520

hours of acquisition) and, then, the optimal control parameters21

of the off-line approach are computed (Table II). The MLE22

method is applied to provide estimate λ̂N given N = 50023

observations. It can be noticed that the average control pa-24

rameter (i.e., τon,N = 36.46 s) is slightly smaller than the25

off-line theoretical solution (i.e., τ∗on = 37.2 s) resulting in a26

higher expected energy and in a lower production rate. This27

is related with the limited number of observations N and the28

error in the estimated λ̂N .29

The on-line approach is applied while observations are30

collected such that the advantage compared to an off-line31

approach can be identified in the transient period, i.e., for32

n < N when the off-line approach is accumulating obser-33

vations and not controlling the system yet. Results obtained34

by increasing n are in Table III. In particular, the on-line35

algorithm estimates λ̂n. The optimal control parameters are36

computed at each algorithm iteration (i.e., each n = 10 new37

observations) meaning that an on-line policy immediately38

starts controlling the machine. Figure 2a shows the range of39

change for the control parameter τon,n over 10 replications40

and Figure 2b provides the details of one particular replication.41

Although the estimated λ̂n varies significantly from replication42

to replication and it might be far from λreal, the objective43

value of the control problem is close to the optimum. In the44

learning period, while off-line policies cannot be applied, on-45

line policies can achieve good advantages in terms of expected46

energy saving. The control parameters change at each iteration47

although they tend to stabilize as n increases (Figure 2). Since48

τ∗off = 0 in this case, the on-line algorithm chooses values very49

close to zero which are not reported herewith.50

Further, the actual performance based on the stream of51

observations is analyzed for each replication. Figure 3 shows52

the saving obtained for each replication as n increases when 53

the on-line approach is used. Actual savings are sample- 54

dependent and include the sequence of controls applied over 55

time. Among the 10 replications analyzed, some replications 56

show an increase of energy consumption with respect to AO 57

(negative savings in Figure 3). Since the estimate λ̂n obtained 58

might be very biased in presence of few observations available, 59

the control parameters obtained with the on-line approach 60

might cause an unexpected increase of energy consumption. 61

B. The Value of Information: MLE vs KDE Methods 62

The assumption to apply the MLE method is that distribu- 63

tion f(x) is known except for its parameters. Further relaxing 64

this assumption might be necessary in the practice, where the 65

shape of the distribution is often unknown a priori. We use 66

KDE method and we compare the results with MLE. 67

The scenario described in Section IV-A is solved with 68

KDE method and the same observations are used to obtain 69

results in Figure 4. Results are similar, despite more variability 70

appears and more replications result in unexpected high energy 71

consumption. 72

As second example, we consider M1 as in Table I and 73

wq = 1 kW. Also, we assume a Weibull distribution with 74

kreal = 0.45 and λreal = 15.73 such that the starvation mean 75

time is ta = 39 s. As reference, the AO policy obtains 76

an objective value of ϕ(∞,∞) = 208.65 kJ/part and the 77

expected production rate is PR(∞,∞) = 17.39 part/h. 78

The SP policy, assuming that the parameters λreal and kreal 79

are known, achieves around 40% of saving on the objec- 80

tive function: the optimal control is τ ∗ = (15,∞) s and 81

ϕ(15,∞) = 125 kJ/part. With SP policy, the machine is 82

switched on upon arrival and the expected production rate 83

is PR(15,∞) = 13.68 part/h. Results obtained with MLE 84

and KDE methods are reported in Figure 5. The two methods 85

perform similarly on the average, but the KDE method is more 86

variable. 87

C. A Comparison with a Simple Policy 88

A comparison with a simple policy is also provided. We 89

consider an on-line approach that only estimates the starvation 90

mean time t̂a from observations. 91

If t̂a < tsu, the control is not advantageous and the machine 92

is kept AO. Otherwise, this control policy switches off the 93

machine with τoff = 0 and switches it on with τon = t̂a − tsu 94

when the following condition holds: 95

t̂a · w3 > (t̂a − tsu) · w1 + tsu · w2. (14) 96

The left-hand side of equation (14) is the estimated energy for 97

the AO policy. The right-hand side represents that obtained 98

with control parameters τ = {0, t̂a − tsu}. 99

Results are in Figure 6. For the Weibull distribution, this 100

simple policy actually consumes more than the AO policy 101

(+40%). This happens because 78% of arrivals occur before 102

the estimated mean and pay for the holding penalty. The 103

controls are triggered too early (i.e., τoff = 0 and τon ≈ 14 104

s) when the probability of arrival is high. For the Erlang, the 105

simple policy switches off the machine at τoff = 0 s, as for the 106
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TABLE II: Policy comparison among Always On and SP which assume λreal is known, and Off-line approach which estimates
λ̂N after N = 500 observations (95%IC, 10 replications, M1, MLE method).

Policy λreal τ∗off [s] τ∗on [s] ϕ(τ∗) [kJ/part] PR(τ∗) [part/h]
Always On 0.037 ∞ ∞ 433 14.46
SP 0.037 0 37.2 395 14.08
Policy λ̂N τoff,N [s] τon,N [s] ϕ(τN ) [kJ/part] PR(τN ) [part/h]
Off-line SP 0.0373 ± 0.0006 0 36.46 ± 1.72 389.05 ± 0.56 13.602 ± 0.021

TABLE III: Performance of the on-line algorithm (95%CI, 10 replications, M1, Erlang distribution, MLE method).

n 50 100 250 500
λ̂n 0.0372 ± 0.0028 0.0373 ± 0.0022 0.0370 ± 0.0009 0.0373 ± 0.0006

τoff,n [s] 0 0 0 0
τon,n [s] 38.47 ± 8.60 37.49 ± 6.85 37.34 ± 2.54 36.46 ± 1.72

ϕ(τn) [kJ/part] 398.35 ± 3.31 397.27 ± 2.17 395.65 ± 0.31 395.50 ± 0.21
PR(τn) [part/h] 13.621 ± 0.088 13.611 ± 0.075 13.613 ± 0.031 13.602 ± 0.021

Fig. 2: Control parameter τon,n according to the on-line approach (M1, Erlang distribution, MLE method): a) boxplot of 10
replications, b) single-replication example. The algorithm iterates every n = 10 observations.

Fig. 3: Sample-based saving with on-line approach compared to AO policy (10 replications, M1, Erlang distribution, MLE
method).
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Fig. 4: Results obtained with KDE method (10 replications, M1, Erlang distribution): left panel sample-based saving with
on-line approach compared to AO policy, right panel boxplot of control parameter τon,n.

Fig. 5: Sample-based saving with on-line approach compared to AO policy (10 replications, M1, Weibull distribution).

off-line theoretical solution, and switches on the machine at1

τon ≈ 56 s. Despite the control parameter is far from the off-2

line theoretical solution (37.2 s), it has good results (saving of3

around 6%) compared to that of the on-line policy (8%).4

D. Remarks5

We achieved the following insights:6

• An Off-line approach requires a long learning phase7

during which the machine is not controlled and stays8

idle while waiting for parts. If the machine operates in9

frequently changing production environments, the learn-10

ing phase must be frequently repeated and the policy11

management effort increases significantly;12

• An On-line approach starts machine control while learn-13

ing from data and the performance are promising;14

• Control parameters change frequently over time in the15

on-line approach; this could be an issue because the16

variability in the downstream production process might17

increase.18

Since the estimates obtained during the learning phase of the19

algorithm might be very biased in presence of few observations20

available, the control parameters obtained in the optimization21

phase might cause an unexpected increase of energy consump-22

tion. Also, the obtained control varies significantly among23

replications. This situation appears more frequently with KDE 24

method. The risk of incurring in unexpected high energy con- 25

sumption should be reduced. Furthermore, at each algorithm 26

iteration, control parameters might change incurring in an 27

implementation cost. Therefore, the new control parameters 28

should not be adopted if the implementation cost is higher 29

than the expected advantage the change causes. 30

V. IMPLEMENTATION POLICY 31

In addition to the two phases described in Section III, the 32

resolution of the on-line problem includes a third phase as in 33

Figure 7: the learning phase (section III-A), the optimization 34

phase (Section III-B), and an implementation phase (section 35

V) of the control where a new On-line implementation policy 36

(IP) is proposed. The idea is to compare two controls in terms 37

of objective function and to select the best. 38

Assume that control parameters τ̃ are currently imple- 39

mented and control τn is obtained from equation (13). The 40

expected difference δ among the implemented control and the 41

last computed one is: 42

δ = ϕ(τ̃ )− ϕ(τn) (15) 43

such that the new computation is improving the solution when 44

δ > 0. Further, an implementation cost cn of changing control 45
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Fig. 6: Sample-based saving with the simple on-line policy based on the computation of the starvation mean time (10
replications) - Erlang (a) and Weibull (b).

Fig. 7: Algorithm main phases. The observed data are machine starvation times and the control parameters are selected and
updated at each algorithm iteration.

parameters after n observations are collected is included such1

that the number of changes in the applied control is reduced.2

The idea is to implement controls τn when the improvement3

with respect to the current objective function is higher than the4

implementation costs, i.e., δ > cn. Parameter cn is defined as:5

cn = c0 · (1− γ)n (16)6

where γ ∈ [0, 1] is a discount factor and c0 represents the7

implementation cost. The discount factor is used to consider8

the history such that as the number of observations increases,9

the cost of implementation c0 has less impact. When γ = 0,10

the implementation cost is not discounted and keeps constant11

over time; when γ = 1, the implementation cost is not12

considered. Other discount functions can be chosen without13

a large extension to the developed analysis.14

With the on-line approach, the theoretical objective function15

ϕ(·) is not known and the uncertainty embedded in the16

observations should be considered. For the MLE method,17

we can derive analytically δ in expression (15) because the18

distribution of θ is provided in equation (6). Therefore, the19

expectation δ is a random variable (denoted with Dθ) being a20

function of θ:21

Dθ = ϕ(τ̃ ;θ)− ϕ(τn;θ). (17)22

Therefore, given a certain control τ̃ , a new control τn is23

implemented only if the following condition holds:24

P (Dθ ≤ cn) ≤ α (18)25

where α ∈ [0, 1] and probability P (Dθ ≤ cn) is calculated26

on the probability space of random variable θ. Condition (18)27

limits the probability that the advantage of implementing new 28

control parameters τn is smaller than the implementation cost 29

cn. Algorithm parameters (i.e., α, c0 and γ) are case dependent 30

and can be related, for instance, to risk-adversity of the user. 31

Further, the policy becomes more conservative as threshold α 32

and discount γ decrease. 33

A similar argument applies when KDE method is used. In 34

this case, the observed data (x) are used to estimate δ. Define 35

the following random variable Z: 36

Z = Z1 − Z2 − cn (19) 37

where Z1 (Z2) is the non processing energy consumed by one 38

part plus the holding penalty with control τ̃ (τn). A paired t- 39

test is used to evaluate if the new control parameters τn enable 40

an energy consumption statistically lower than that guaranteed 41

with τ̃ . We assume that the difference Z(·) is iid normal with 42

mean µZ , and µZ is estimated using the sample mean obtained 43

from observations x. The following hypothesis are used in the 44

test: H0 : µZ > 0 and H1 : µZ ≤ 0. If the null hypothesis is 45

not rejected (confidence 1−α), control parameters τn provide 46

a significant improvement compared to τ̃ . Therefore, a new 47

control τn is implemented. Similarly to the MLE method, the 48

policy becomes more conservative as confidence 1 − α used 49

for the paired-t test increases and discount γ decreases. 50

VI. NUMERICAL RESULTS 51

The effect of the proposed policy is analyzed in this section. 52

The AO policy is the reference policy and common random 53
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numbers are used in the comparison with other policies. Fur-1

ther, a sensitivity analysis on algorithm parameters is provided.2

Numerical results have been obtained in Matlab environment.3

A. Results of the Implementation Policy4

Instances described in section IV are solved including the5

implementation phase with the following setting: α = 0.05,6

γ = 0 (i.e., the implementation cost cn = c0) and c0 = 3 kJ.7

Results in terms of energy savings are in Figure 8 compared8

to Figure 3 and Figure 4. Also, results are collected in Table9

IV. The effect of the implementation phase is double. The10

implementation policy (IP) helps to prevent negative savings11

(no advantages with respect to AO) in the most unfavorable12

cases and it also reduces the negative peak, i.e., maximum13

increase of energy. As side-effect, the average saving obtained14

with the implementation condition can be lower since the new15

algorithm is more conservative.16

Results show that the algorithm prevents an early imple-17

mentation of control parameters. Without the implementation18

phase, the on-line approach starts implementing the control19

at the first iteration. Also, control parameters change at each20

new iteration such that the total implementation cost is high.21

One replication is reported in Figure 9 and it can be noticed22

that the on-line approach (black-circles) starts implementing23

the control at ninitial = 10 and that control parameter τon,n24

changes at each iteration varying between 32 s and 44 s.25

When a cost cn is included (blue-triangles), the algorithm26

delays the implementation of the control which is applied after27

ninitial = 70 observations.28

Moreover, the control parameters implemented are more29

stable. Therefore, it might happen that the control parameters30

do not tend toward the off-line theoretical solution because31

the expected improvement is lower than the implementation32

cost. However, it results in a low cost of implementation33

which compensates the aforementioned saving gap. When34

the implementation cost increases, the policy becomes more35

conservative: the control is applied later although the imple-36

mentation costs is further reduced (i.e., less changes in control37

parameters). This is further discussed in section VI-B.38

B. Sensitivity Analysis39

Algorithm parameters are related to the implementation40

phase and allow the user to tune the control policy. Exper-41

iments are designed by varying factors as in Table V. We42

consider a machining center (M2) for powertrain applications43

characterized as in Table I, processing time of tp = 168 s and44

wq = 0 kW. Also, we assume a Weibull distribution (Weibull45

2) defined by rate parameter λreal = 21 and scale parameter46

kreal = 0.45 such that the starvation mean time is ta = 52 s.47

The AO policy, i.e., τ = (∞,∞), obtains an objective value48

of ϕ(∞,∞) = 572 kJ/part and an expected production rate49

of PR(∞,∞) = 16.2 part/h. The AO policy is used as50

reference. The SP policy assuming that the parameters λreal51

and kreal are known is considered as benchmark achieving52

38% of saving on the objective function: the optimal control53

is τ ∗ = (15.13,∞) s, the expected energy ϕ(15.13,∞) =54

356 kJ/part and the expected production rate PR(15.13,∞) = 55

15.48 part/h. 56

The results of some experiments are compared in Figure 57

10. Left panel represents four settings where no discount is 58

applied to the experimental cost; right panel represents three 59

cases with different discount γ. A situation with high c0 and/or 60

low α yields to a longer delay in implementing the control 61

and represents a more conservative algorithm setting. As a 62

consequence, it results in lower savings. Algorithm parameters 63

affect the number of changes in the control parameters. Indeed, 64

as in Table VI, the implementation of control parameters 65

appears later in time when c0 increases, α decreases, and 66

γ decreases. Similarly for the occurrence of changes in the 67

control. 68

C. A Note on the Production Rate 69

The problem addressed in this work is focused onto energy 70

consumption reduction. In equation (3), a penalty term Hn(·) 71

is included such that the algorithm can be adapted to a situation 72

where the machine throughput must satisfy a certain target. 73

Whenever the machine is switched off, its production rate 74

is reduced because of the startup time. Therefore, a trade- 75

off exists among energy efficiency and production criteria. 76

Increasing the value of penalty wq , the holding time becomes 77

more important and the algorithm tends to keep the machine 78

Always On. 79

Machine utilization for the analyzed cases are reported in 80

Table III and Table IV. As the implementation cost increases, 81

machine mean throughput in the observation period increases 82

because the control is applied after more accumulated obser- 83

vations. Indeed, the machine is kept idle (AO policy) while 84

observations are acquired with no delays in processing parts. 85

D. A Note on Implementation and Computational Effort 86

Results have been obtained with Matlab2018b on an Intel 87

Core i7-6500U with 2.50GHz and 16GB of RAM. The esti- 88

mation problem in equation (7) has been solved analytically or 89

numerically (i.e., function fzero) for the MLE method, whilst 90

function fminsearch has been used to find h∗n in equation (11) 91

(i.e., KDE method). The optimization problem in equations 92

(8) is solved with function fmincon. 93

The computational time required by the algorithm depends 94

on the amount of observed data and on the method used for the 95

learning phase. The algorithm requires 13 minutes per iteration 96

on the average. Each replication is composed by 50 iterations 97

of the algorithm which iterates every 10 new observations (i.e., 98

last iteration uses 500 observations). It is noteworthy that for 99

few observations the iteration is performed in negligible time. 100

For practical applications, the algorithm must complete one 101

iteration in a very short time being able to control the machine 102

on-line. For instance, it might be required to complete the 103

operation before the process completion of part n. If not 104

possible, the machine will keep the current control until the 105

iteration is completed and the number of observations collected 106

meanwhile are used in the future iteration. 107
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Fig. 8: Sample-based saving with on-line IP policy compared to AO policy (10 replications, M1, Erlang distribution). Solved
instances are the same as in Figure 3 and Figure 4: black and red lines are obtained without the implementation phase (c0 = 0).

TABLE IV: Sample-based comparison of the on-line algorithm with/without implementation phase (95% CI, 10 replications,
M1, Erlang distribution). Energy is expressed in [kJ/part] and throughput PR in [part/h].

Method Policy Performance n = 50 n = 100 n = 250 n = 500

None AO Energy 435.72 ± 33.33 432.92 ± 26.53 434.11 ± 10.60 430.66 ± 7.21
PR 14.45 ± 0.36 14.47 ± 0.28 14.45 ± 0.12 14.49 ± 0.08

MLE
On-line (c0 = 0) Energy 407.18 ± 13.24 399.71 ± 12.16 400.78 ± 5.58 395.51 ± 5.30

PR 14.10 ± 0.37 14.11 ± 0.31 14.08 ± 0.15 14.11 ± 0.10

On-line (c0 = 3 kJ) Energy 426.19 ± 21.67 418.00 ± 13.58 409.66 ± 6.30 400.08 ± 5.36
PR 14.40 ± 0.40 14.32 ± 0.38 14.15 ± 0.19 14.15 ± 0.12

KDE
On-line (c0 = 0) Energy 420.58 ± 33.33 406.88 ± 26.53 404.55 ± 10.60 397.75 ± 7.21

PR 13.96 ± 0.38 14.00 ± 0.31 14.00 ± 0.14 14.06 ± 0.11

On-line (c0 = 3 kJ) Energy 433.48 ± 25.52 423.17 ± 21.81 416.48 ± 12.39 405.18 ± 6.50
PR 14.35 ± 0.36 14.31 ± 0.39 14.19 ± 0.23 14.16 ± 0.17

Fig. 9: Implemented control parameter τon,n with the on-line policy (10 replications, M1, Erlang distribution, MLE method).
Once the control is applied, τoff,n = 0.

TABLE V: Setting of the algorithm parameters.

Factor Level 1 Level 2 Level 3
α 0.5% 5% 35%
c0 17 kJ 73 kJ
γ 0.02 0

VII. AN APPLICATION AT SYSTEM LEVEL1

We consider an assembly line with single-machine stations2

as in the literature [27]. The proposed algorithm (with KDE3

method) is applied to all machines and the control at ma-4

chine m minimizes the expected energy consumption of the5

machine. The effect at machine and line levels is investigated.6

TABLE VI: Effects of factors γ, α and c0 over the mean
number of changes after 500 observations, and mean number
of observations before implementing the control ninitial (10
replications, M2, Weibull distribution 2, KDE method).

γ α c0 [kJ] N. of changes ninitial
0 0.05 17 1.7 36
0 0.05 73 1.0 47
0 0.35 17 1.8 36
0 0.35 73 1.0 53
0.02 0.005 17 1.3 76
0.02 0.005 73 1.0 203
0.02 0.35 17 2.3 36
0.02 0.35 73 1.3 50
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Fig. 10: Sample-based saving with on-line IP policy compared to AO policy with different algorithm setting (10 replications,
M2, Weibull distribution 2, KDE method).

The line has 8 stations, splits in two parallel branches1

(m = 3, 4 and m = 5, 6) and merges before m = 7. Machine2

processing time is 60 seconds except for m = 3, 4, 5, 63

where the time is 120 seconds. We apply the control to a4

scenario where m = 5, 6 are not working: the line becomes5

highly unbalanced and EEC might save energy because of low6

utilization of not-bottleneck machines.7

Machine power requests and startup times are in Table VII,8

and buffer capacities are B2 = 60, B3 = 80, B3 = 25, B4 =9

35 and, B6 = 45. When a machine is blocked, its power is null.10

Operational dependent failures are considered (failures and11

repairs are exponentially distributed with MTBF and MTTR12

as in Table VII).13

A discrete event model of the system is created in Simulink14

(Matlab environment) and the on-line policy is applied at15

each machine. After the first 500 observations, the algorithm16

operates with a moving window of 500 observations, keeping17

the most recent ones. The control is applied with γ = 0,18

α = 0.05, and C0 as in Table VII. The simulation starts with19

an empty system and all machines in idle state. We perform20

8 simulation runs of 5600 parts.21

The line, under the AO policy, consumes on average22

1438±97 kJ/part with a throughput of 25.98±0.13 part/h. The23

bottleneck is machine m = 3 with a utilization of 95%.24

The average NPE consumed by each machine is reported in25

Table VIII. When the AO policy is applied, machines m = 326

and m = 4 consume less NPE energy, because of the low27

probability of being idle.28

With the on-line policy, the machines are controlled and29

the line consumes on average 991±40 kJ/part with a saving30

of 31% with respect to the AO case. The production rate31

is reduced of 1.3%. It is noteworthy that, after an initial32

transitory, machines are controlled with a Switch-off policy,33

i.e., τ∗off = 0 and τ∗on = ∞, except for machine m = 334

that is kept always on. Mainly, this is motivated by the short35

startup duration of the machines (tsu = 6 s). Table VIII reports36

a comparison among energy consumption with AO and IP37

policies. Despite the policy is applied locally, the overall effect38

is promising.39

TABLE VII: Production line input data (wq = 0 for all buffers)
and algorithm parameter C0. Machines m = 5, 6 do not work.

Power [kW] Time [s]
m w1 w2 w3 tsu MTBF MTTR C0 [kJ]
1 3.6 14.4 8.4 6 6000 480 10
2 1.5 6 3.5 6 3600 180 2.5
3 3 12 7 6 4800 540 1
4 5.1 20.4 11.9 6 7920 600 1.5
7 1.8 7.2 4.2 6 6480 360 5
8 1.5 6 3.5 6 6000 300 3.5

VIII. CONCLUSIONS AND FUTURE DEVELOPMENTS 40

Numerical results show that an on-line approach can be 41

advantageous while off-line approaches are still in the learning 42

phase. Also, it has been shown that the proposed on-line 43

approach can effectively be applied in real cases by the use of 44

a general estimation method (KDE). By tuning the algorithm 45

parameters, the proposed policy is able to cover from the 46

risk of unexpected high energy consumption and to limit the 47

number of changes in control parameters over time. 48

Currently, the computational time required when the number 49

of observations increases might be significant. Therefore, 50

future effort will be devoted to decrease the response time 51

of the algorithm. The proposed algorithm can adapt to not- 52

unimodal distributions of the idle times. However, new policies 53

should be evaluated to better cope with multiple modes of the 54

stochastic process. Future development will also be devoted to 55

include a target production rate and non homogeneous arrival 56

processes such that the distribution might change in time and 57

new features should be included in the algorithm to properly 58

adjust the control. In this sense, the control problem might be 59

addressed within a dynamic programming framework since 60

decisions occur in time and sub-problems can be solved in a 61

recursive manner. The effect of the policy at system level will 62

be studied on an extensive set of case studies, both in terms 63

of energy and productivity criteria. 64
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TABLE VIII: Numerical results for AO and IP policies applied at machines of a production line (8 replications).

Energy [kJ/part] at machine m AO (n = 500) AO (n = 3000) AO (n = 5600) IP (n = 500) IP (n = 3000) IP (n = 5600)
m = 1 257±19 523±21 549±27 271±17 379±14 349±9
m = 2 167±8 232±10 238±12 176±7 214±14 191±17
m = 3 8±11 4±2 2±1 14± 15 5± 2 2± 1
m = 4 74±17 94±27 107±34 82±15 72±14 76±11
m = 7 306±20 295±10 295±12 274±31 206±20 195±20
m = 8 255±15 246±9 246±11 256±29 205±27 178±20

Line Energy [kJ/part] 1067±90 1394±80 1438±97 1073±80 1083±36 991±40
PR [part/h] 25.21± 0.77 25.8±0.49 25.98±0.13 24.05±0.83 25.39±0.54 25.64±0.13
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