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Abstract 
The aim of this paper is to define an appmach. tailored for 

conhol-oriented applications, to manage wstem 
cospec@cation, high-level partitioning, hw/m tmdeofs and 
cosynthesis. Ow " a h  eflort fon*pes at firuilling the p a l  of 
linking high-level spea$catim to eflcient and cost-qflective 
hw/m implementatim, by investigating techniques such as 
synchronous cappecifiwtiat siyles, direct machine code 
genemtion as well as exploiting the capabiliity of commercial 
K'DL synthesis tooh. 

1. Introduction 
Heterogeneous hardwadsoftware architectures, for many 

application fields requiring an ASIC approach, may provide a 
more effective design solution for some target perf'wst 
figures with respect to m y  dedicated hardware 
implementations. Therefore, new design automation 
methodologies should be placed on top of current ASIC design 
flows in order to integrate dedicated logic obtained by 
register-transfer level synhsis, with CPU core cells and the 
related software (firmware). 

Although hardwandsoftware codesign goals and strategies 
will not probably converge to a angle wmmon inteqmtatim, 
due to the wide spectrum of application fields and design 
requirements, the potential V a l w - f d d e d  provided by the 
automation of codesign tasks has been shown by a number of 

The aim ofthis paper is to introduce a novel methodology to 
manage the codesign process for a specific application field, 
namely cc"inated ASICs such as those embedded into 

methodology is currently in progress within a research project 
called TOSCA (Tools for System codesign Automati@, in 
which one of the main activities is the definition of a support 
ellViromtby-- * EDA software with new 
experimental tools. 
After a general overyiew of the proposed codesign 

methodology, the paper will discuss the main phases allowing 
hW/W tradeoff exploration and cosynthesi~ starting ~ I U  high- 
level wspecification. The Iaototype software envkrmment, 
supportingtheenvisagedcodesignflow, will alsobeaddressed. 

2. The codesign flow 

=t 6 (111, [21, VI, PI, [51,161). 

telecom *tal switching subysms. The development of such 

The aim of the proposed methodology is to allow the 

designer to experiment alternative system designs in order to 
balance hardware costs and software ped". Such a goal 
can be achieved through a desigo flow, able to capture initial 
specification avoiding as much as possible any i m p l d o n  
bias but, at the same time, suitable to make possible fast 
architectld fqhration and direct integration within existiq 
~ s y n t b e s i s e n ~ .  

In order to give effectivemess and validate the propod 
approach, a prototype softwere enviramnent, spporhg the 
codesign flow depicted in tig.1, is currently under d c v e l w .  
The target is to cover the following isswx 

acquisition of behavioral S p e d b t l q  
application field of interest, while maintaining m 

a n a l ~ o n a t s p e c i f c a t i ~ b d ,  

specificatiq 

suited to the 

independaLce of any partiah hw/m implaentatiw 

tool- les"q ' and hw/sw binding of 

n t  synthesis O f  ~w-bound, h w - b d  perts and 
r e l a t e d i n e ,  
wa@&r"X analysis of the altemative hwlsw 
archi-; 
inkgationwith- * R T L s y n t h e s l s a n d o p ~ o n  
tools, as well as softwaselfirmware developmat tools. 

The codesign process starts Erom a system model captured 
via amixedgraphicaVtextual basedon cotlcutrent 
and hierarchical finitestate machines (FSMs). After a 
lneliminary aualysismidation activity, an intemal system 

DB) tailored to support high-level 
a r c h i m  e x p l d w  is obtaild The main activities 
involvingthedesigadatabase,are~rasaucrtrrkrgoftheinitial 
system- ' 'ontopmdwanewsetofsystanpatitions 
and their BSSOciation (binding) e i k  with softwere or with 
dedicated hardwsre; the m-sw interface galeratiion; the 
wsyntbh w e .  A set of shtegb  endba&trassfar"s 
can be iterated onto the s y s t e a n r e p "  'quntilthedesign 
collstraints are. satisfied Theuser, as well as some hcuistic 
strategies¶ c8I1 organize these actions along predefines 
schedulescalledtvcipes. Both s o h  andhatdwate synthesis 
exploit techuologydepedent enabling a realistic 
costlperfonnrmce estimation of each proposed archi- 
SOlUti~ 

According to the chosen level of accuracy, the infamLtion 
usedforhardwarecbaractenzab. * 'on range between purely 
estimation and data obtaiued thmugh an actual synthesis 
process. Due to the i"ty of carefully coatrolling time 
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delay, code size and low level interfacing schemas, the sofhvare 
parts need to be considesed at a lower level with respect to 
C-language based solutions, in pmticular if processor 
retargeting capabilities are envisaged. Our solution is to 
consider the software description at the level of a virtual 
assembly whose structure can be mapped onto Wkrent CPUs 
core with l l l y  predictable translation rules aud, consequently, 
reliable pafcnmrrnce estimation, 

Finally, b a c k 4  tools produce a design representation of 
the selected hw/sw solution (assembly code, VHDL) acceptable 
forthetargetcx"A implementation envi"ent. 

p2-a I 
t -- --- 

F--  

7 - -  

- J foreseen 0 under dev. 0 ready 

Figure 1: The cocksign actMt&s supportad by tha TOSCA 
elwkmmk 

3. Specifrcation and system-level exploration 
As mentioned in the intmdu& 'on, the TOSCA approach 

focuses on cosltrol-dominated designs. Therefm, a particular 
specification style has been adopted, based on a prelimhay 
analysis of the selected target field Such analysis stage has 
shown that the following aspects should be carefuuy taken into 
BccouILt: 

a " r e n t  model is required, based on multiple 

each process may be properly modeled via a synchronous 
interactingprocesses; 

fmehmwitiondescriptiian; 
high-level comeptd- such as timeouts, behavioral 
himhies and symbolic data may be very valuable in order 
to cope with specifdon complexity and implementation 

and bit vector data types dominate 
descriptions while arithmetic data processing plays a 
tiecmkq role; 
multiple clocks may drive processes. 

It should be pointed out that the synchronous paradigm is not 
intended to force any hardware bias but to model the intrinsic 
nature of the application iW. For a discussion of synchronous 
a- to reactive srstem modeling see (PI, PI). 

A c O " A  e n v i " t  (SPeeDCHART by Speed 
Electronic) has been adopted fm both specifdon and 
validation purposes. The f o r "  provided by SPeeDCHART 

graphics with textual descriptions writtea in a VHDLlike script 
belongs to the Statechrats family (PI, [lo], [111), wliw 

language. Such environment also allows system validation by 
simulatia including visual animation txpbilities. 

The sytem is "posed of multiple processes 
co"unicating via shared signals. Special states labeled entry 
always allow identification of the initial state of a diagram at 
any hierarchical level. Actions and priorities (repwded via 
circled numbers on edges) can be associated with iradtion 
edges. State nodes can also have behav id  scripts in tams of 
entry/exit actions entry actions are t l i g g d  when the related 
state is reached and are senumtidly equivalat to actions 
associated with all the incming transiti-, exit actions are 
triggered when the related state is exited and are semantically 
equivalent to actions Bssociated with all the outcoming 
transitions. There are also same useful additional featurea such 
as timeouts (captured by the settimer statement) and the 
symbolic repmeatation of co"Unicati0n messages. 

Since the subsequent codesign stages have been 
implemented on top of a different softwme envi"mt  (the 02 
objectdented DBMS) a preli"y step (Impart) has to be 
perfonuedinurdextotranslate SPeeDCHART design date into 
the TOSCA internal model. Such core representatr *on preselves 
the L?4"mt/hiarchical struchpe of the oxighal 
specification. The main diffelwlce is in the xnmgmnt of 
textual scripts: the Import procedure starts Erom ASCII files 
produced by SPeeDCHART and carries out a Persing process 
building symbol tables for declaratians and data flow graphs for 
conditions and actions. Enumerative types are also encoded in 
this step. 

Atterthelmportprocedurehasbeen C O m p ~  architectural 
tradeoffs may be carried out by iterated manipulation of the core 
model. This stage manages two classes of objects @-a, 
namely the modules in the speci6dq and ~Mreczuml mi&, 
i.e. the modules in the target i m p w o n )  and involves 
three tightly related activities: 

mhuctrrring: transfbrmations local to a single process 
modifying the cardinality ofthe whole process set (acts at 
pmcess-level only); 
ullowtim: C l l I a e r i q  of processes by assigning an 
architefAuml unit identik to each process (operates on 
bothprocessesandrachitectlaalunitsX 

with a softwere or a bardware a" ' t  (operates on 
architefAuml units ay). 

h / s w  binding: marking of each lachitectural unit either 

in the following, a so-- architectd unit will be 
indicated with thetam &&while a -unit will 
be called copmcessor. 
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Figure 2 State actions unfolding (left): the sbnpkst ~111) of hierarchy removing (right). 

cancerning restructunn& ’ a set of basic transfoimation 
algorithms bas been made available: 
a) unfoldmg entrylexit acti-, 
b) unfolding FSM enabling umditions; 
c) flattenhiemchies; 
d) mappingtimersontocounters; 
e) collapslngasetofprocesses. 
As mentioned above, entryhit actions may be possibly 

associated with states, thus allowing a more concise 
representation. Users may preserve such a model structure or 
apply the algorithm a), obtaining the -tation depicted in 
tigg.2(lefi), by migrating entry and exit actions respectively 

SPeeDCHART also allows to specify a g a d  condition 
associatedwitha whole FSM the FSM is enabled ifand only if 
such a condition is true. The transfinmation b) moves the 
umdition from the FSM level Qwnto each transitim such 
umdition is merged with the or igh l  transition predicate by 

t o w a r d i n c a a n i n g a n d o ~ ~ t i o n s .  

UsinganANDapeXam. 
In order tomake easierthe hardware/software mapping step, 

algorithm c). Refelling to the case reported in tig.2 (right), all 
the incaaning edges wil l  be linked to the enhy state together 
withtheirumditidactionspairs. 

hierarchical descriptions can be expanded by the application of 

C w  the Mltcoming arcs, if no exit condition is 
present, is d ic ien t  to create an edge umnecting the exit state 
with the target state at the upper level. In the general case of 

for each state belonging to the child it is necessary to introduce 
an edge umnectedto the upper level state. Actions can st i l l  
remain joined to the original umdition or added to the target 
state action list. Zero-flagged counter Variables with decxemat 
control, introduced by t r a n s f d o n  d), are employed to act as 
speclalobjectsmodellingtimeoutconditions. 

Finally, the task of collaps@ multiple machines on a 
common final target machine (e) is implementedby a technique 
basedon symbolic executiOn. A similar appach, but assmhg 
an a s y ” o u s  Semantics, is discussed in [6]. This capability 
can be used to collapse machines belonging to a 
pnrtition (architectural unit) to obtain a co~use grain desuiption 
usefid for the subsequent hw/sw bindtng and cmy&esis. The 
algorithm for buildmg a set of architeztud units it is based 
upon a basic p”, MERGE@oc., proc.). able to collapse 
two FSMs at once, and performs a pairwise merging of the 

edges having their own target state end umditidactions pairs, 

processes. First actions of the MERGE(MA, ME) procedure are 
the creation of the interfact spedwion fa  the merged 
machine and the removal of the unnecessary i n t e r - d e  links 
by transforming them into intemal variables. MA and MB, 
beguumg h t h e i r  Eirst state, an! then symbolically executed 
in parallel. States inthe target machine are obtained h each 
explored state pair (MA,MB). Their DFGs (if any entry/exit 
action is presut) carrespandto the merging of those fbm MA 
and ME states. The t”itions of the merged-machine are 
obtained by considering al l  possible combinations of those 
present in MA and MB. For each resulting transition the 
following rules are applied . actionsaremerg4 

Umdit ionsare-byanAND~, 
0 priorities are managed by computing a fimction of the 

oliglnal priorities. 
Users may define their own custom flows ( rec ip)  based 

upon the above kit of basic transfoimation algorithms. Recipes 
may also contain special report actions, describing 
C h a l W h W l  . ‘cs and statistics about intermediate and final 
results. The output of this process is a set of monolithic 
architectud units with a binding estabblmg either ahardware 
or software! implementatioIL Each archi- unit is then 
passed as input to the su-t cosynthesis stages, as 

Additional transfoimation algorithms are under developmen4 
such as moving arithnaetic ope” Bcross clock steps and 

4. Hardwardsoftware mapping 

describedinthenextsection. 

splitting a process into multiple subprocesses. 

The target hw/sw architecture is realized on a single chip. 
The most general case includes one off-the-shelf CPU core cell 
and a collection of synthesized coprocaaror. After 
restrucaaing, allocation and binding, each fesulting hardwars 
bound architeztud unit is mapped onto its own c q r o w m .  In 
this discussion the term txp” includes also 
arithmetidogic operations and the possible prink starage 
capabdity, while high-level synthesis tools typically separate 
unltrollers h data-paths. 

IfacaprocessorrequireslnterfacingWfbmsoftwarebound 
elements, then it is COMected to the CFV shared data bus (and 
related addreSdCQntro1 lines) and to the inknupt lines. All 
hardwareto-hardware interkes are managed by customized 
local in- ’on lines. The RAM “01y required for 
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program/data storage shares with coprocessors the main data 
bus but can be accessed only by the CPU care. 

Cancerning the h a h m  mopping strategy adopted in 
TOSCA, it should be pointed out that controlaiented 
speclficatons c811wt be easily managed by classid high-level 
synthesis approaches involving operators scheduhg. 

In fact, circuit speed estimation is very diillcult when dealing 
with descriptions dominated by logic filnctions, where 
arithmetic operations are typically restricted to a few additions, 
subtractions and comparisons (if any of them is present at all). 
During the next stage involving VHDL translation into a generic 
netlist, technology mapping and logic implementation, any 
direct relatiomhip between functional specificaton and 
synthesized implementation is lost. Estimating area is also a 
very hard task. As a umsequence, scheduling operators 
according to estimated propagation delays cannot be considered 
a realistic approach. In the TOSCA module devoted to hardware 

obtained from multiple merged processes) is implemented by 
generating a finite state machine VHDL description. Since the 
starting point is a synchronous model, no additional scheduhg 
stepisneeded. The VHDLcodegeneratortranslatesthe internal 
repmentation of each FSM into a VHDL template complying to 
the guidelines for syn-bility enforced by commercial tools 
such as MGC Autologic and Synopsys. The data flow graphs 
modehg conditions and actions are translated into VHDL 
statements included in the related template. The algorithm 
adopted is able to produce a very readable description by 
building expressions whenever possible instead of basic 
assignments for each DFG node. Parameters such as the logic 
types to be used (e.g. BIT-VECTOR vs EEE standard 
pnckages) or modehg style (structural vs behavioral) can be 
customizeabytheuser. 

In particular cases, such as for instance counters, predefd 
library components may be preferred to RTL synthesis in order 
to guarantee an efficient implementation. 

The application field requirements have led to discard a 
C-language based approach f a  the automated implementation of 
softwulre-bound elements. In fact an high-level language such as 
C does not allows an acwate control of time delays MI the 
code size as well as the low level charactenza * tionOftheY0 
intatice. Therefore, a lower level of abstraction has been 
introduced with the concept of virtual Instruction Set (VIS), 
comparable to the one provided by a RISC assembly language 
whilemaintainingindepedmefromthetargetCPUcare.VIS 
is defined in terms of a regiskraiented machine supparting 
unsigndsigned integer data types (8,16 and 32 bits) as well as 
all typical arithmetidlogic operations. 

At present, a code generation prototype tool has been 
developed suppOrting a single softwarebound FSM (anyway, 
multiple machines may be collapsed before software synthesis). 
Such a tool provides regiskr usage optbization and automated 
packmg of w e b i t  variables. Data transfer from software to 
hardware and viceversa is modeled via me"apped 

mapping, each hardWare-bUd architectural Unit @ossibly 

by means of a PEIU (a text processing lansuage for UNIX 
platforms) script. A m e t i n g  tool has been impkmmted for a 
Motorola 68000 core. The approach can be easily exteded to 
most popular C W  cores. 
Work is in progress in order to manage multiple CoLLCurrent 

software threads with a minimum overhead, adopting a static 
schedulingslrategy. 

5. Conclusions and future developments 
An applicationaiented hw/sw codegign methodology has 

been presented. A prototype toolset covering wqecifidon, 
hw/w exploration and cosynthesis has been also developed. 
Work is in progress aiming at intducing more qhsticated 
algorithms and features on top of such a basic Enrmewopk. 
Currently most of the implmentat~ 'on effort is &Voted to the 
 tion on algorithms and to the cost/performance 
evaluatim, while restructuring * and hw/m b d m g  CBD. be 
perfanned only manually (the choice ccmcerning the slrategy to 
be adopted at each iteration of the exploration cycle is left to the 
-1. 

Global cosimulation is one of the issues that will be 
addressed in the future work. Both the specikation level and 
the implementation levels will be developed. 
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