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#### Abstract

This report deals with the problem of identifying the potential correlations between the observable power consumption of a digital circuit and its inputs, when the operating conditions of the circuit involve a logic hazard (also known as glitch). This problem is of utmost importance when the circuit is a cryptographic primitive that must ensure that secret input data (e.g., keys) does not leak. We present a universal algebra construction that allows to derive a set of artifacts from a digital circuit among which a conservative estimate of the Boolean expression that the circuit might leak as well as the extended input/output correlation matrix [1]. This allows the evaluation of the robustness against side channel attacks through a set of constructions that fall under the umbrella of robust probing security [2]. We believe that such a formalization is well suited for CAD synthesis tools to help the design of more robust cryptographic primitives.
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## 1 Introduction

A glitch is a temporary fluctuation of the logic values of internal nodes which occurs when different paths from the inputs to the output have different delays. A glitch might produce additional power consumption, with respect to the ideal regime, and for this reason it might present problems when the circuit is a cryptographic primitive that is the target of a correlation power attack. In these circuits, some of the inputs should be guaranteed to be unobservable by an external attacker and they are colloquially referred to as the secret [3]; however, it is usually understood that glitches' additional power consumption might be used to derive the secret itself [4]. A common approach to detect if such a scenario is possible, is to model glitches as extended probes on the circuit's nodes, whose observations are correlated with all the inputs to the logic cone associated with that node [5]. We will show that this concept, which is non completely formalized in literature (see Section 2), admits an algebraic formalization that can be put to work to derive the correlation matrix from a symbolical description of the circuit. We believe that such algebraic reasoning (introduced in Section 3 and 4) might be useful when one wants to integrate such analysis in a CAD flow. In Section 5 we show a practical application of the presented method, as well as some practical benchmarking consideration on real-world circuits. Section 6 concludes this report by highlighting possible future work.

## 2 Background work

A side channel attack of a cryptographic circuit consists in exploiting available side-channel information such as power consumption or time measurements to derive secret information
(i.e., the key) that is used for cryptographic operation [6]. In the context of power-based attacks, a probing attack is an attack where the attacker is allowed to put power probes into the circuit (which correspond to logic nodes) whose observations are then combined to derive the secret [7].

Among probing attacks, a correlation based attack derives the secret by exploiting the expected correlation of the observed power and the secret itself. A d-probing secure circuit is a circuit where it is guaranteed that if the attacker uses up to $d$ probes, it will be impossible to construct any meaningful correlation with the secret. To build a $d$-probing secure implementation of a circuit

$$
t=f(s)
$$

where $s$ is the secret, designers use masking [8], i.e., they encode the secret $s$ over a set of $d+1$ shares $S=\left\{s_{i}\right\}_{i=0 \ldots d}$ where

$$
s_{0}=s \oplus \bigoplus_{i=1}^{d} s_{i}
$$

while $s_{i}, i>0$ are uniformly random values. They then design a set of $d$ functions:

$$
t_{i}=f_{i}\left(\operatorname{subset}_{i}(S)\right), t=\bigoplus_{i=0}^{d} t_{i}
$$

and, to ensure composition, any subset of $\left\{t_{i}\right\}_{i=0 \ldots d}$ must be uniformly distributed if the input shares $s_{i}$ are uniformly distributed. In typical implementation, refresh blocks are often used to inject randomness to ensure this property [2]. Of course, ensuring that each internal node is not correlated with the secret is a hard problem; the current understanding is that probing security might be preserved when combining functions that present strong-non-interference [2].

The correlation matrix associated with a Boolean function allows to detect any vulnerability that exploitable in a correlation attack [9, 10]. At the moment, there does not exist a complete mathematical formalization that allows computing the correlation matrix between glitch-enabled probes and the secret; the work presented here is a first step towards this goal. It is not, however, the first work addressing an algebraic modeling for circuits' glitches. Probably one of the most important works in this field is the seminal paper from Brzozowski and Ésik [11]. In their work, the authors provide a change counting algebra that models the input waveforms as nonempty words over 0 and 1 which account for unwanted transitions over an otherwise stable signal. The algebra can derive a similar waveform for the outputs by considering the worst case scenario of the propagation of such changes within the circuit. Unfortunately, this framework is hardly applicable when one wants to detect whether a certain set of either internal or output transients present correlation with the circuit's input shares. On one side, while it is possible to simulate internal transients given an input one, correlations must be computed separately and they might well depend on initial values used for the simulation ${ }^{1}$. On the other side, one is forced to determine the fixed point of the state of all internal wires which admittedly might limit the applicability of the whole approach given the exponential complexity.

Vaudenay [12] employs a different algebraic scheme, where input variables of a circuit are divided in two sets, i.e., variables that present a glitch $(\Gamma)$ and variables that do not $(V)$. They show that the observable power consumption of the circuit is symbolically expressible in terms of variables in $V$ and that this expression can be derived algebraically once glitch assumptions on $\Gamma$ have been set. However, this approach produces only an

[^0]approximation of the dependency of observable power and inner circuit nodes and, as it is based on opinionated assumptions, it is very difficult to apply in real cases.

Compared to previous works, we will show that it is possible to build an hazard algebra which computes directly the correlation matrix between the inputs of the circuit and all the probes that an attacker can put on it. This correlation matrix is not built through simulation (as in [11]) nor on particular assumptions on glitched inputs (as in [12]).

### 2.1 On notation and terminology

The study of algebraic structure that we present is based on the concept of functors and their algebras (colloquially referred to as F-algebras). These abstract algebra constructions allow for a synthetic description of the properties of the objects we are going to treat (namely, operators and associated domains).
Definition 1 (Functor). A functor is a function whose domain and co-domain are function themselves (i.e., an higher-order function). A functor has the additional property that it respects function composition, i.e., given a functor $T$ :

$$
T(g \circ f)=T g \circ T f
$$

A functor might change the domain of the function on which it acts; in general if $g: A \rightarrow B$, the function $T g$ acts from a domain $T A$ to a domain $T B$.
Definition 2 (Functor algebra). A functor algebra is a pair $(A, u: T A \rightarrow A)$ where $A$ is the carrier domain of the algebra while $T$ is its signature. For example, if $T A=A \times A$, then $(A, u: A \times A \rightarrow A)$ would be the description of a binary operator $u$. Complex algebras can be described by using slightly more complex signatures, e.g., $T A=1+(A \times A)$ could be seen as the signature of a monoidal poset $(A, \top, \wedge)$ with a unit $\top$ and a binary operator $\wedge$. For this reason, we will use subscripts in the functor signature to identify the operators in the algebra, i.e., we will write

$$
\begin{equation*}
T A=1_{\top}+(A \times A)_{\wedge} \tag{1}
\end{equation*}
$$

Note that a functor signature does not specify underlying algebraic laws (this is possible but not necessary in our exposition). Later on, we will introduce a suitable signature functor for the Boolean expressions used in this report.
Definition 3 (Algebra morphism). Given a functor $T$, a function $\kappa$ is called an $F$-algebra morphism $(S, \psi) \rightarrow(U, \phi)$ if the following diagram commutes:


By Lambek's lemma [13], there exists a prototypical (also called initial) algebra ( $S, \psi$ ) for which $\psi$ is invertible. In the case of a Boolean signature $T$, its initial algebra $S$ is the domain of graphs representing the Boolean circuit. More importantly, there exists a unique morphism from $S$ to $U$ such that the following commutes:


The function $\kappa_{\phi}$ is called the cata-morphism of $\phi$ and corresponds to a precise recursive definition derived from the non-recursive $\phi$. This essentially means that, from $S$, one can build, recursively, new representations on other carrier domains (e.g., $U$ ) by exploiting an algebra over them (e.g., $\phi$ ).

### 2.2 Previously proposed algebras

Both previously introduced algebras ([11] and [12]) can be seen as particular types of F-algebras by defining a suitable carrier type ${ }^{2}$. For Brzozowski's F-algebra $(B, \beta)$, the carrier type $B$ is the set of all nonempty words over 0 and 1 , in which no two consecutive letters are the same. Such values represent waveforms with a constant initial value, a transient period involving a finite number of changes, and a constant final value. Waveforms of this type are called transients by the authors. In this case, authors derive by simulation the value in $B$ corresponding to the output of a circuit represented in $S$ (thus indirectly defining the function $\kappa_{\beta}$ ). For Vaudenay's F-algebra $(S, \gamma)$, where $S$ is the same a graph representation of the circuit, $\gamma$ maps a subset of input variables to constant values.

## 3 Sequential circuits as elements of initial F-algebras

In this paper, we focus on non-feedback circuit that contain zero or more registers and where inputs are indexed with integers. Just as Eq. 1 represented the operations within a simple monoidal poset, we embed the Boolean constants and operators ( $\top, \perp, \wedge, \vee, \neg$ ) in the following signature functor:

$$
T X=1_{\perp}+1_{\top}+(X \times X)_{\wedge}+(X \times X)_{\vee}+X_{\neg}+X_{!}+\mathbb{N}_{v}
$$

where we use subscripts to identify the actual operators referenced, e.g.,

- the binary operators such as $\wedge$ and $\vee$ and $\neg$ correspond to AND and OR and NOT
- ! has the meaning sampled value of, i.e., $a=!c$ means that $a$ is the value of $c$ after being sampled into a register (we use the same notation as in [14]).
- conventional neutral elements 0 and 1 of $\vee$ and $\wedge$ respectively
- $v$ corresponds to an integer labeling of the inputs; this is useful for referencing the names of the inputs.

Given this signature we will intend $a \oplus b$ as $\neg a \wedge b \vee a \wedge \neg b$.
As said before, the initial algebra $S$ is a directed graph structure that symbolically represents the actual circuit. For our purposes, a value $s \in S$ represents the graph of the logic network built with conventional operators, registers and input variables as identified by indexes; for example, this is a value in $S$ which represents a circuit which takes two inputs, combines them with the binary operator $\wedge$ and samples the output in a register (!):


For all intents and purposes, a circuit representation in $S$ can be derived from a low level description of the circuit itself. In our experiments, we will work by parsing any $s \in S$ from the netlist of a circuit in Verilog format.
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## 4 Notable F-algebra morphisms

### 4.1 Computing the Fourier expansion

In the following section, we will need to derive dependencies between a function and its input parameters. We will use the Fourier expansion as the coefficients of the expansion represent exactly the correlation of the output with xor'ed combination of inputs [9], [15]:

Definition 4 (Fourier expansion of a Boolean function). The Fourier expansion of a Boolean function $f: \mathbb{F}_{2}^{n} \rightarrow \mathbb{F}_{2}^{1}$ is a pseudo-Boolean function

$$
\mathcal{F}_{f} \equiv \widehat{f}(\gamma)=2^{-n} \sum_{x \in \mathbb{F}_{2}^{n}}(-1)^{f(x)} \chi_{\gamma}(x)
$$

where $\chi_{\gamma}(x)=(-1)^{\gamma \cdot x}$ is called Fourier character or parity function and forms an orthonormal basis for the vector space for all functions $f: \mathbb{F}_{2}^{n} \rightarrow \mathbb{Q}$ [15]. The spectral coordinate $\gamma \in \mathbb{F}_{2}^{n}$ identifies a subset of the original $n$ variables while $\widehat{f}(\gamma)$ represents, informally, the contribution of the XOR of that subset on the overall function value.

The Fourier expansion of a Boolean function of $n$ variables, is an element of the group algebra $\left(\mathbb{Q}\left[\mathbb{F}_{2}^{n}\right], \star, \nu\right)$ over the rational field $\mathbb{Q}$, where $\star$ is the conventional convolution ${ }^{3}$ while the identity is:

$$
\nu=\gamma \mapsto(\gamma==0)
$$

Another notable element of the above algebra is:

$$
\mathcal{F}_{i d_{i}}=\gamma \mapsto\left(\gamma==2^{i}\right)
$$

which is the Fourier expansion of the identity over the $i$-th parameter. This algebra can be equipped with an operator $\cdot$ which corresponds to $\mathcal{F}_{f \wedge g}=\mathcal{F}_{f} \cdot \mathcal{F}_{g}$

Since our initial algebra allows to define functions of arbitrary size, we need the carrier of the F-Algebra to contain the Fourier expansion of functions with any number of input variables, i.e., the graded group algebra

$$
U=\bigoplus_{i} \mathbb{Q}\left[\mathbb{F}_{2}^{i}\right]
$$

where $\bigoplus$ must be indented as the direct sum of vector spaces.
Convolution ( $\star$ ) between two Fourier expansions of functions with $n$ and $m$ parameters is done by extending ${ }^{4}$ the original functions over $\max (n, m)$ parameters.

From a symbolic expression of a function $s \in S$ it is possible to derive its corresponding Fourier expansion by taking the cata-morphism $\kappa_{u}$ of the following F-algebra $(U, u)$ :

$$
\begin{aligned}
u(f \wedge g) & =f \cdot g \\
u(f \vee g) & =((f \star u(T)) \cdot(g \star u(T))) \star u(T) \\
u(!f) & =f \\
u(\neg f) & =f \star u(\top) \\
u(\perp) & =\nu \\
u(\top) & =-1 \times \nu \\
u(v n) & =\mathcal{F}_{i d_{i}}
\end{aligned}
$$
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### 4.2 Computing the leakage of a single-output function

In the robust probing model [5, 4], researchers have devised a dramatically conservative way to reason about glitches and the security of secrets. In fact, they assume that the glitches associated with a cone of logic can produce power spikes that are, at worst, correlated with the actual value of the inputs of the cone. This means that, when not considering glitches, the power consumption of $s=v_{0} \oplus v_{1}$ is correlated with just $v_{0} \oplus v_{1}$ while in the case of glitches, the observable information (power) is correlated with both $v_{0}, v_{1}$ and $v_{0} \oplus v_{1}$ unless a register is present; a glitch is thus seen as a companion boolean function ("extended probe") that is available for free to the attacker. The additional information, other than the circuit outputs, that the attacker might observe is referred to as leakage. We will model these leakages as Boolean functions themselves through a new carrier type $L$ (for Leakage) that can be derived from any circuit $s \in S$, again through a cata-morphism. Any $l \in L$ is tuple containing at least two functions,

$$
l=\left(l_{o}, l_{\omega},\left\{l_{\iota, 1} \ldots l_{\iota, n}\right\}\right), n \geq 0
$$

which correspond to:

- the regular function from which it has been derived $\left(l_{o} \in S\right)$
- the information on the inputs derivable from its cone of $\operatorname{logic}\left(l_{\omega} \in S\right.$, aka output probe) up to the last register output when glitches are present.
- the information on the inputs derivable from all the previous register inputs (zero or more $l_{\iota} \in S$ ), also called internal probes.

One can derive a leakage $l \in L$ from any circuit $s \in S$ through an appropriate algebra $(L, \lambda: T L \rightarrow L)$ :

$$
\begin{align*}
\lambda\left(\left(o_{1}, \omega_{1}, \iota_{1}\right) \wedge\left(o_{2}, \omega_{2}, \iota_{2}\right)\right) & =\left(o_{1} \wedge o_{2}, \omega_{1} \wedge \omega_{2}, \iota_{1} \cup \iota_{2}\right)  \tag{2}\\
\lambda\left(\left(o_{1}, \omega_{1}, \iota_{1}\right) \vee\left(o_{2}, \omega_{2}, \iota_{2}\right)\right) & =\left(o_{1} \vee o_{2}, \omega_{1} \wedge \omega_{2}, \iota_{1} \cup \iota_{2}\right)  \tag{3}\\
\lambda\left(!\left(o_{1}, \omega_{1}, \iota_{1}\right)\right) & =\left(o_{1}, o_{1},\left\{\omega_{1}\right\} \cup \iota_{1}\right)  \tag{4}\\
\lambda\left(\neg\left(o_{1}, \omega_{1}, \iota_{1}\right)\right) & =\left(\neg o_{1}, \omega_{1}, \iota_{1}\right)  \tag{5}\\
\lambda(\perp) & =(\perp, \top,\{ \})  \tag{6}\\
\lambda(\top) & =(\top, \top,\{ \})  \tag{7}\\
\lambda(v n) & =(v n, v n,\{ \}) \tag{8}
\end{align*}
$$

Note that, for the construction of output probes (in (2) and (3)), we usexs logical conjunction because its Fourier expansion has a correlation with all its inputs. By induction, any output probe built in this way will have correlation with all its inputs, thus any derivation is consistent with the robust probing security model. Instead, registers break information flow by forcing the current output probe $\omega_{1}$ to be considered as an nner probe (Eq. 4).

The following picture shows an example input graph of a Boolean circuit (left) and the corresponding leakage expressions of the probes (right) as computed by the algebra morphism $\kappa_{\lambda}$ :


We note that the subset of operators of the above algebra respect distributivity, commutativity and identity of Boolean algebras except:

- annihilators of $\wedge$ and $\vee: s \wedge \perp \neq \perp$ and $s \vee \top \neq \top$
- complementation: $s \wedge \neg s \neq \perp$ and $s \vee \neg s \neq \top$


## 5 Possible applications

In this report we are concerned with deriving the correlation matrix ${ }^{5}$ of both glitches and regular output of any circuit expressed in $S$. Note that $L$ is embedded in a cartesian power of $S$, i.e.,

$$
\exists q \cdot L \simeq S^{q}
$$

We will call this embedding $\iota$ and note that it extends also for a cartesian product of $L$ 's, i.e., there exists $k$ for which:

$$
\iota^{m}: L^{m} \rightarrow S^{k}
$$

An $n$-vector Boolean function can be seen as an element of $S^{n}$ i.e., a function $\operatorname{FinSet}(n) \rightarrow S$. Its correlation matrix $c$ assigns a Fourier expansion to any combination of outputs

$$
c: 2^{n} \rightarrow U
$$

whose codomain is the graded algebra $U$, i.e., $c \in U^{2^{n}}$. It is possible to build a correlation matrix by exploiting the function $\kappa_{u}$, i.e., through a function

$$
\kappa_{u}^{n}: S^{n} \rightarrow U^{2^{n}}
$$

that is built from $\kappa_{u}$ using the convolution operator $\star$ of the graded algebra $U$. In practice, any line of of the matrix is understood as the convolution of the Fourier expansion of a combination of function outputs. It is possible to build a mapping $\sigma^{m}$ from an $m$-vector Boolean function to the correlation matrix of its leakages in $U^{2^{n}}$ by concatenating the algebra morphisms described before with $\kappa_{\lambda}^{m}$, i.e.:

$$
\begin{equation*}
\sigma^{m}=\kappa_{u}^{n} \circ \iota^{m} \circ \kappa_{\lambda}^{m} \tag{9}
\end{equation*}
$$

To see an application of this mapping, consider the domain oriented masked-AND circuit [16]. This is a well-known probing secure construction that, given two values $a, b$ encoded in two uniformly random secret shares $a_{0} \oplus a_{1}=a, b_{0} \oplus b_{1}=b$, produces $c_{0}$ and $c_{1}$ such that $c_{0} \oplus c_{1}=a \wedge b$. This construction can be extended over $d+1$ shares for achieving

[^3]$d$ probing security and is split into three layers, the non-linear layer performs the shared multiplication, the refresh layer re-masks the intermediate shares with a random value $r_{0}$ and samples them into a register (black ring) while the compression layer produces the two output shares.


Figure 1: The domain oriented masking construction for multiplying two bits encoded over 2 shares.

Given the expressions of $c_{0}$ and $c_{1}$ we obtain, through the algebra morphism $\iota^{2} \circ \kappa_{\lambda}^{2}$ (first part of Eq. 9), the following construction in $S^{8}$, where $c_{\omega_{*}}$ are the output probes, while $c_{\iota_{*}}$ are the internal probes:

$$
\begin{align*}
c_{0} & =\left(\left(a_{1} \wedge b_{1}\right) \oplus\left(\left(a_{1} \wedge b_{0}\right) \oplus r_{0}\right)\right)  \tag{10}\\
c_{1} & =\left(\left(a_{0} \wedge b_{0}\right) \oplus\left(\left(a_{0} \wedge b_{1}\right) \oplus r_{0}\right)\right)  \tag{11}\\
c_{\omega_{0}} & =\left(\left(a_{1} \wedge b_{1}\right) \wedge\left(\left(a_{1} \wedge b_{0}\right) \oplus r_{0}\right)\right)  \tag{12}\\
c_{\omega_{1}} & =\left(\left(a_{0} \wedge b_{0}\right) \wedge\left(\left(a_{0} \wedge b_{1}\right) \oplus r_{0}\right)\right)  \tag{13}\\
c_{\iota_{0}} & =\left(a_{0} \wedge b_{0}\right)  \tag{14}\\
c_{\iota_{1}} & =\left(\left(a_{0} \wedge b_{1}\right) \wedge r_{0}\right)  \tag{15}\\
c_{\iota_{2}} & =\left(a_{1} \wedge b_{1}\right)  \tag{16}\\
c_{\iota_{3}} & =\left(\left(a_{1} \wedge b_{0}\right) \wedge r_{0}\right) \tag{17}
\end{align*}
$$

By applying $\kappa_{u}^{8}$ we obtain the corresponding correlation matrix, shown in Figure 2, where $\alpha_{*}$ are the hamming weight of the input spectral coordinates while $\omega_{*}$ the hamming weight of the output spectral coordinates. Roughly speaking, a 1 in a specific cell indicates a correlation different from zero from a certain number of output lines to a certain amount of input shares. For example, a 1 in the cell

$$
i=\left(\omega_{c_{\imath}}=0, \omega_{c_{-, \omega}}=2\right), j=\left(\alpha_{a}=1, \alpha_{b}=1, \alpha_{r}=0\right)
$$

indicates an existing correlation between two of the outputs (either $c_{-}$or $c_{\omega}$ ) with one


Figure 2: Derived correlation matrix for the DOM example.
share of $a$ and one share of $b$. Note that a correlation with two shares of the input (e.g., a) would expose the secret as one could correlate with the XOR of both shares.

It can be seen that the construction is robust 1-probing secure as, even if one has access to either output or inner probes, one needs more than one probe to get more than one share in input (and thus reconstruct the secret). However, it is possible to get one input share with one output share. While this is not problematic in itself, the propagation of this information might dangerously combine with other data when one adds more circuit stages ${ }^{6}$. Table 3 reports the computation times for a set of benchmark cyrptographic gadgets. The gadgets are those available in netlist form publicly [14].

An alternative application to detect vulnerabilities could be directly implemented within synthesis algorithms [19]; for example, let us consider the DOM gadget of Figure 1 where we purposefully introduce a vulnerability by summing $r_{0}$ to $a_{1} \wedge b_{1}$ instead of $a_{1} \wedge b_{0}$. Applying $\iota^{2} \circ \kappa_{\lambda}^{2}$ we would get the following:

$$
\begin{align*}
c_{0} & =\left(\left(a_{1} \wedge b_{1}\right) \oplus\left(\left(a_{1} \wedge b_{0}\right) \oplus r_{0}\right)\right)  \tag{18}\\
c_{1} & =\left(\left(\left(a_{0} \wedge b_{0}\right) \oplus r_{0}\right) \oplus\left(a_{0} \wedge b_{1}\right)\right)  \tag{19}\\
c_{\omega_{0}} & =\left(\left(a_{1} \wedge b_{1}\right) \wedge\left(\left(a_{1} \wedge b_{0}\right) \oplus r_{0}\right)\right)  \tag{20}\\
c_{\omega_{1}} & =\left(\left(\left(a_{0} \wedge b_{0}\right) \wedge r_{0}\right) \wedge\left(a_{0} \wedge b_{1}\right)\right)  \tag{21}\\
c_{\iota_{0}} & =\left(a_{0} \wedge b_{0}\right)  \tag{22}\\
c_{\iota_{1}} & =\left(a_{0} \wedge b_{1}\right)  \tag{23}\\
c_{\iota_{2}} & =\left(a_{1} \wedge b_{1}\right)  \tag{24}\\
c_{\iota_{3}} & =\left(\left(a_{1} \wedge b_{0}\right) \wedge r_{0}\right) \tag{25}
\end{align*}
$$

and we note that, $c_{\omega, 1}$ can be factorized in

$$
\left(b_{0} \wedge b_{1}\right) z
$$

[^4]| Name | Order | Time | Probes | Inputs |
| :--- | :--- | :--- | :--- | :--- |
| DOM [16] | 1 | 0.006 s | $(4,2)$ | $(2,1)$ |
| ISW [7] | 1 | 0.004 s | $(0,4)$ | $(2,1)$ |
| Trichina [17] | 1 | 0.005 s | $(2,2)$ | $(2,1)$ |
| Keccak [18] | 1 | 9.66 s | $(10,20)$ | $(2,5)$ |
| ISW (MVerif) [7, 14] | 1 | 0.004 s | $(4,2)$ | $(2,1)$ |
| DOM [16] | 2 | 0.094 s | $(12,3)$ | $(3,3)$ |
| Keccak [18] | 2 | $6 \mathrm{~m}, 57.179 \mathrm{~s}$ | $(45,30)$ | $(3,15)$ |
| ISW (MVerif) [7, 14] | 2 | 0.084 s | $(12,3)$ | $(3,3)$ |
| DOM [16] | 3 | 3.109 s | $(20,4)$ | $(4,6)$ |
| ISW (MVerif) [7, 14] | 3 | 7.917 s | $(24,4)$ | $(4,6)$ |
| DOM [16] | 4 | $22 \mathrm{~m}, 29.902 \mathrm{~s}$ | $(25,10)$ | $(5,10)$ |
| ISW (MVerif) [7, 14] | 4 | $36 \mathrm{~m}, 19.023 \mathrm{~s}$ | $(40,5)$ | $(5,10)$ |

Figure 3: Benchmark data for an application of the proposed algebra to verify if the circuits are $d$-probing secure. The computation of $\sigma^{m}$ has done on a single processor 2.9 GHz Intel i7 processor. The Probe column refers to the pair of respectively inner $\left(c_{\iota}\right)$ and outer $\left(c_{-, \omega}\right)$ probes. The Inputs column shows the number of shares for each input variable and the number of additional random refresh values used in the gadget to preserve uniformity of the output secret encoding.
where $z$ is free of $b_{0}$ and $b_{1}$. The mere existence of this factorization means that $c_{\omega, 1}$ is correlated (due to the spectral decomposition of the $\wedge$ operator) with $b_{0} \oplus b_{1}=b$, where $b$ is the secret. This means that the original circuit is not robust against glitches. Thus, to check for a vulnerability, a synthesis tool could try to find whether the computed probes are factorizable. This applies also to sets of probes, for which one should consider if the cumulative XOR of their expressions is factorizable.

## 6 Conclusions

We have shown that the detection of vulnerabilities admits an algebraic formalization that can be used to derive important information from a circuit representation. Such a formalization allows the production of different artifacts, from the explicit algebraic representation of the information derivable from a probe, to the underlying correlation matrix. The algebraic manipulation algorithms available in a synthesis tool might be used in conjunction with the proposed algebra, to help designers with a feedback on potential vulnerabilities of the circuit they are designing.
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[^0]:    ${ }^{1}$ This might be mitigated by exploiting the equivalence with some algebra $C_{k}$ which would imply evaluating the initial state only for a limited set of values.

[^1]:    ${ }^{2}$ The functor underlying both of them is the signature functor of a Boolean algebra.

[^2]:    ${ }^{3}$ Note that for the convolution between two Fourier expansions it holds that $\mathcal{F}_{f} \star \mathcal{F}_{g}=\mathcal{F}_{f \oplus g}$
    ${ }^{4}$ The inverse of a restriction.

[^3]:    ${ }^{5}$ The correlation matrix of a vector Boolean function is a scaled version of its Walsh transform. For this reason, this might be sometimes referred with the latter name.

[^4]:    ${ }^{6}$ This construction is said to be not strongly non-interferent [2].

