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Abstract: Order tracking has been widely used to diagnose failures of variable speed rotating
machines. The performance of the TOT (Time-Frequency Domain Tacholess Order Tracking) methods
is based on the correct separation of the target component strictly related to the shaft rotation frequency.
Currently, most of the methods have focused on obtaining the instantaneous frequency with accuracy.
In this paper, a new TOT method has been proposed that combines the inverse short-time Fourier
transform (ISTFT) with singular value decomposition (SVD). The target component closely related
to the shaft rotation frequency is selected and filtered approximately in the time-frequency domain.
Hence, the ISTFT is adopted to reverse the target component into the time domain. Next, SVD is used
to refine the roughly filtered target component. Finally, the phase of the refined signal is extracted to
resample the original signal. The performance of the method was tested using real vibration signals
collected from a large-scale test rig of a high-speed train traction system.

Keywords: tacholess order tracking; inverse short-time Fourier transform; singular value
decomposition; phase extraction; bearing fault diagnosis

1. Introduction

Fault diagnosis of rotating machines is very important for the safe and economical operation of
the machine, but in the field of fault diagnosis of rotating machines, it is easy to encounter a problem
which is the variation of the rotation speed. The rotation speed variation can cause the spectral line
smearing when using the spectrogram to identify the fault. It is because that the frequency indicates
the repetition times per second. Order tracking has been recognized as a reliable and useful approach
to alleviate or even eliminate the influence of spectral line smearing caused by varying rotational speed.
If the shaft tachometer signal is available, the order tracking process can be done easily, and many
significant works have been published [1–3]. In other situations, the tachometer signal may not be
available due to space or economic limitations. In these cases, the TOT method can show its advantages.

Many interesting and useful methods have been proposed to achieve the goal of tracking orders
without a tachometer signal over the past decades [4,5]. The TOT technique obtains the angle of
rotation via other signals, for example, vibration signal, acoustic signal, current signal, instead of the
tachometer signal [5]. Therefore, the key step of a TOT method is to separate a signal component that
contains the clear information about the rotation angle of the shaft. In general, the separation method
can be divided into three categories, including the time domain filtering method, the time-frequency
domain filtering method, and the signal decomposition method. In the field of time domain filtering,
Bonnardot et al. proposed the idea of using the gear meshing signal to perform the TOT operation [6].
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Subsequently, Combet et al. proposed an automatic way to select the optimal gear meshing
harmonic for TOT. But this method is only useful for low speed variation. The time-frequency
filtering method has attracted the attention of many researchers. For the time-frequency filtering
method, the success application of the TOT operation depends on the accurate estimation of the
instantaneous frequency and the selection of the appropriate bandwidth. Zhao et al. proposed the
generalized Fourier transform method, which transforms the selected harmonic into a line parallel to
the time axis and uses bandpass filtering to separate the component [7]. Except for bandpass filtering,
the Vold–Kalman filter has also been used to filter the selected component in the time-frequency
domain [8–10]. Zhao et al. also proposed a time-frequency filtering method for large velocity variations
based on the Chirplet-transform and the Vold–Kalman filter [11]. As for the signal decomposition
method, empirical mode decomposition is often used to decompose the original signal and separate
the target component for the TOT operation [12–14]. Chen et al. proposed a TOT method using SVD to
separate the target component [15]. Some researchers have also worked on the detection of fault bases
on state observers [16,17].

In this article, a new TOT method of time-frequency filtering based on ISTFT and SVD has been
proposed. The target component is filtered approximately in the time-frequency domain directly.
Hence, ISTFT is adopted to obtain the corresponding time domain signal of the filtered spectrum.
Subsequently, SVD is used to refine or denoise the obtained time domain signal. Finally, the phase of
the refined time domain signal is extracted to resample the original signal. Most of the aforementioned
time-frequency filtering methods aim to get the instantaneous frequency as exactly as possible. In this
paper, the processing of the time-frequency domain filtering is an approximate operation, and the
refinement process is performed by SVD. Therefore, the accuracy requirement of the analysis in
the time-frequency domain is not very high. Furthermore, the filtering operation of this method is
performed in the time-frequency domain, which is very intuitive and easy. In summary, compared to
other TOT methods of time-frequency filtering, the new method is easy to perform but still has good
accuracy and reliability.

The rest of the document is organized as follows: Section 2 illustrates the fundamentals of SVD;
Section 3 explores the effect of relative frequency ratio on SVD performance; Section 4 explores the
effect of noise on SVD-based phase extraction; Section 5 shows the process of the new method; Section 6
tests the performance of the new method using real vibration signals.

2. The Fundamental of SVD

SVD has been widely recognized as a useful technique and applied in many fields, for example,
principal component analysis and image compression. The SVD application object is a matrix, obtained
by transforming the time series signal x = [x(1), x(2), x(3), · · · , x(N)]T into a Hankel matrix of the size
m×n space first, as follows

A =



x(1) x(2) x(3) · · · x(n)
x(2) x(3) x(4) · · · x(n + 1)
x(3) x(4) x(5) · · · x(n + 2)

...
...

...
. . .

...
x(m) x(m + 1) x(m + 2) · · · x(N)


(1)

where m = N − n + 1, N is the number of samples of the signal, m and n represent the number of rows
and the number of columns of the Hankel matrix, respectively. Since the cases of m > n and m < n are
symmetrical problems, only the case m < n will be considered.

Similar to the eigenvalue decomposition, matrix A also can be illustrated by the product of
matrixes in SVD transform, as follows

A = UΣVτ (2)
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where orthogonal matrixes U = [u1, u2, . . . , um] ∈ Rm×m and V = [v1, v2, . . . , vn] ∈ Rn×n are the left and
right singular matrix respectively. Σ is a diagonal matrix with the same dimension of A, which the
diagonal entries of Σ are non-negative values in decreasing order of magnitude, and the positive ones
are the singular values of A. That is Σ = [diag(σ1, σ2, · · · , σm), 0] ∈ Rm×n, σ1 ≥ σ2 ≥, · · · , σm > 0.

Matrix A can also be expressed as a summation of sub-matrices, as follows

A = [u1, u2, . . . , um]


σ1 0 · · · 0 0
0 σ2 · · · 0 0
...

...
. . .

... 0
0 0 · · · σm 0




vT
1

vT
2
...

vT
n

 = σ1u1vT
1 + σ2u2vT

2 + · · ·+ σmumvT
m = A1 + A2 + · · ·+ Am (3)

where Ai is the corresponding sub-matrix of the ith sub-signal.
Time series x is decomposed and stored in m sub-matrices after SVD decomposition. The anti-

diagonal averaging method is used to retrieve information about the time series x in each sub-matrix
in a time series from the corresponding sub-matrix

(4)

It is possible to show that sinusoidal signals can be conveniently decomposed into two similar
sub-signals if the number of rows of the Hankel matrix is close to or greater than the number of
samples in a period of it [18]. Since the gear meshing signal or shaft rotation signal is similar to the
sinusoidal signal or its composition, an example is given to show the properties of SVD when applied
to decompose the sinusoidal signal. For example, the expression of a generic sinusoidal signal x(t)
shown in Figure 1a, is as follows

x(t) = A sin(2π f0t) (5)

where A = 1, f0 = 1000 Hz, the total number of samples of the signal is N = 200, the sampling
frequency is 20 kHz. The number of samples in one period of the sinusoidal signal is 20. Three different
number of rows m, namely, 20, 40, and 60, are used to decompose the sinusoidal signal. The first five
sub-signals of the sinusoidal signal obtained by SVD using the different number of rows m are shown
in Figure 1b–d. In Figure 1b–d, there is a noticeable distortion at the end of the first two sub-signals
(in the red rectangle) compared with the original signal in Figure 1a and the number of distorted
samples is equal to the number of rows applied to the Hankel matrix.

Therefore, the instantaneous phase of the signal can be calculated as follows

ϕ(t) = tan−1
(

hilbert(x(t))
x(t)

)
(8)

The phase obtained using Equation (8) is bound to the interval (−π, π], therefore, the unwrapped
phase is used which is a continuous function of t and obtained by unwrapping the instantaneous
phase [19]

φ(t) = ϕ(t) + 2π·
[
φ(t− 1) −ϕ(t)

2π

]
, s.t. −π ≤ φ(t) −φ(t− 1) < π (9)

where [] obtains the closest integer.
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Figure 1. The sinusoidal signal and the first five sub-signals decomposed using the different number of
rows m.

The unwrapped phase error δφ(t) is the phase difference between the actual unwrapped phase
φa(t) and the extracted unwrapped phase φe(t), as follows

δφ(t) = φa(t) −φe(t) (10)

The percentage of the maximum phase error in one cycle is used to evaluate the influence of the
unwrapped phase error on the resampling of the signal in the angular domain. The percentage of the
maximum phase error in one cycle is defined as follows

η =
max(δφ(t))

2π
× 100% (11)

The actual unwrapped phase of the previous sinusoidal signal and the extracted unwrapped
phase of the sum of the first two sub-signals obtained from SVD using a different number of rows of
the Hankel matrix are shown in Figure 2a. There is a slight difference between the actual unwrapped



Sensors 2020, 20, 6924 5 of 19

phase obtained from the sum of the first two sub-signals. This can also be identified by the phase
error between the actual unwrapped phase and the extracted unwrapped phase shown in Figure 2b,
where the phase error is very small.
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Figure 2. (a) The actual unwrapped phase and the extracted unwrapped phase using the first
two sub-signals; (b) the phase error of the unwrapped phase extracted using the sum of the first
two sub-signals.

3. Relative Instantaneous Frequency Ratio

The optimal number of rows in the Hankel matrix is only available for sinusoidal signals with
a fixed oscillation frequency. If the main focus is on the shape of the sinusoidal signal, it would be
better to set the number of rows m of the Hankel matrix near or above the optimal value to optimally
separate the sinusoidal signal into two similar sub-signals. However, if the aim is to obtain the phase
information of the sinusoidal signal via the sub-signals obtained from SVD, a fine selection of the
number of rows of the Hankel matrix is not necessary. Since the SVD computation time is proportional
to the size of the Hankel matrix, the smaller size of the Hankel matrix means less computation time.
In Section 3, we will analyze the effect of the instantaneous relative frequency ratio on the phase
extraction performance using the sum of the first two sub-signals obtained from SVD.

For a sinusoidal signal with variable oscillation frequency, the expression is as follows

x(t) = A sin(2π f0(1 + γt)t) (12)

where γ is the frequency variation rate.
The instantaneous frequency can be obtained from the time derivative of the instantaneous phase

as follows

f (t) =
1

2π
dϕ(t)

dt
= (1 + 2γt) f0 (13)

The relative instantaneous frequency ratio indicates the instantaneous frequency ratio between
two instants of time, defined as follows

σ12 =
f (t2)

f (t1)
=

1 + 2γt2

1 + 2γt1
(14)

If the initial time t1 is the zero-time instant, the relative instantaneous frequency ratio is 1 + 2γt2.

3.1. Effect of the Relative Frequency Ratio on Phase Extraction Precision

Assuming the same parameters used for the case in Equation (5), i.e., A = 1, f0 = 1000 Hz,
the sinusoidal signal variable in frequency for the values of the frequency variation rate



Sensors 2020, 20, 6924 6 of 19

γ = [0, 20, 40, · · · , 200], is shown in Figure 3. The corresponding relative frequency ratios
σ = [1, 1.4, 1.8, · · · , 3] are obtained assuming that the initial instant of time t1 is equal to zero.
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Figure 3. The frequency variable sinusoidal signal of the different relative frequency ratio σ.

The optimal number of rows for the Hankel matrix required to decompose the signal into two
similar sub-signals is near or greater Fs

f0
= 20. The same number of rows m = 20 was used for the

phase extraction. Then, the sum of the first two sub-signals are used to extract the phase information
of the original signal. The extracted instantaneous frequency and the unwrapped phase error are
shown in Figure 4. There are high and clear phase errors at the beginning and end of the signal; the
number of samples with obviuos phase error is quite close to the number of rows in the Hankel matrix.
According to the previous analysis, this error is mainly caused by the distortion at both ends. Therefore,
the phase information at the two ends with the length of m is discarded. This rule will be adopted in
the following analysis.

In Figure 5a, when σ it is greater than 2.2, there is a phase shift of approximately 2π between the
actual unwrapped phase (φa(t)) and the corresponding unwrapped extracted phase (φe(t)). It is also
shown in Figure 5b that the unwrapped phase error (δφ(t)) oscillates around zero for σ less than 2.2,
while the unwrapped phase error oscillates around 2π for σ greater than 2.2. It means there would
be an overall 2π phase shift of the extracted unwrapped phase for those signals that have a high
relative frequency ratio. It is caused by the distortion of the signal at the beginning of the first two
sub-signals. However, the overall phase shift does not affect the precision of the resampling when using
the unwrapped phase extracted in the remaining range to resample the original signal into the angular
domain. After moving these unwrapped phases shifted by 2π (see Figure 6a), the maximum phase
difference for all extracted unwrapped phases is approximately −0.4 rad (see Figure 6b), which means
that the maximum phase error for all extracted unwrapped phase is less than 6.37% in one cycle.

The maximum phase error carried out between the actual and unwrapped extracted phase for the
different relative frequency ratio is shown in Figure 7. The maximum phase error carried out has an
obvious tendency to increase along with the increase in the relative frequency ratio. It means that the
maximum unwrapped phase error depends on the relative frequency ratio.

The actual instantaneous frequency ( fa(t)) and the extracted instantaneous frequency ( fe(t)) for
a different relative frequency ratio after the two ends have been discarded is shown in Figure 8a.
The actual instantaneous frequency ( fa(t)) and the extracted instantaneous frequency ( fe(t)) for different
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relative frequency ratios coincide well with each other. This can also be identified by the frequency error
(δ f (t)) shown in Figure 8b. The instantaneous frequency error is not great especially in the mid-range.
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Figure 4. (a) The actual and the extracted instantaneous frequencies for different relative frequency
ratios; (b) the phase error of the extracted unwrapped phase before phase shifting.
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Figure 5. (a) The actual and the extracted unwrapped phase for different relative frequency ratios
before phase shifting; (b) the phase error of the extracted unwrapped phase using the sum of the first
two sub-signals before phase shifting.

Sensors 2020, 20, x FOR PEER REVIEW 9 of 29 

 

 

 

 
(a) (b) 

Figure 6. (a) The actual and the extracted unwrapped phase for different relative frequency ratios 
after phase shifting; (b) the phase error of the extracted unwrapped phase using the sum of the first 
two sub-signals after phase shifting. 

The maximum phase error carried out between the actual and unwrapped extracted phase for 
the different relative frequency ratio is shown in Figure 7. The maximum phase error carried out has 
an obvious tendency to increase along with the increase in the relative frequency ratio. It means that 
the maximum unwrapped phase error depends on the relative frequency ratio. 
  

0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01
t/[s]

0

20

40

60

80

100

120
Unwrapped phase after shifting

a(t)- =1

e(t)- =1

a(t)- =1.4

e(t)- =1.4

a(t)- =1.8

e(t)- =1.8

a(t)- =2.2

e(t)- =2.2

a(t)- =2.6

e(t)- =2.6

a(t)- =3

e(t)- =3

0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01
t/[s]

− 1

− 0.8

− 0.6

− 0.4

− 0.2

0

0.2

0.4

0.6

0.8

1

 u
nw

ra
pp

ed
 p

ha
se

 e
rr

or
/[r

ad
]

Unwrapped phase error after shifting

(t)- =1
(t)- =1.4
(t)- =1.8

(t)- =2.2
(t)- =2.6
(t)- =3

Figure 6. (a) The actual and the extracted unwrapped phase for different relative frequency ratios after
phase shifting; (b) the phase error of the extracted unwrapped phase using the sum of the first two
sub-signals after phase shifting.



Sensors 2020, 20, 6924 8 of 19
Sensors 2020, 20, x FOR PEER REVIEW 10 of 29 

 

 

 
Figure 7. The maximum unwrapped phase error for different relative frequency ratios. 

The actual instantaneous frequency ( ( )af t ) and the extracted instantaneous frequency ( ( )ef t ) 
for a different relative frequency ratio after the two ends have been discarded is shown in Figure 8a. 
The actual instantaneous frequency ( ( )af t ) and the extracted instantaneous frequency ( ( )ef t ) for 
different relative frequency ratios coincide well with each other. This can also be identified by the 
frequency error ( ( )f tδ ) shown in Figure 8b. The instantaneous frequency error is not great especially 

in the mid-range. 

3.2. The Maximum Relative Frequency Ratio for the Maximum Phase Error of Less Than 5% 

The goal of phase extraction is resampling of the original signal in the angular domain using the 
extracted phase. Therefore, the precision of the resampling is directly related to the precision of the 
extracted phase. To ensure maximum phase error in a cycle of less than 5%, the relative frequency 
ratioσ should be limited to an appropriate range. For example, in Section 3.1, to ensure the maximum 
phase error in a cycle of less than 5%, the relative frequency ratio σ should be less than 3.0. In  
section 3, we will analyze the effect of the starting frequency of on the maximum relative frequency 
ratio with a maximum phase error in one cycle of less than 5%. 
  

1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3
the relative frequency ratio

0

0.05

0.1

0.15

0.2

0.25

0.3

0%

0.5%

1%

1.5%

2%

2.5%

3%

3.5%

4%

4.5%
The percentage of the maximum phase error

Figure 7. The maximum unwrapped phase error for different relative frequency ratios.

Sensors 2020, 20, x FOR PEER REVIEW 11 of 29 

 

 

  
(a) (b) 

Figure 8. (a) The actual and the extracted unwrapped phase for different frequency variation ratios 
after the two ends are discarded; (b) the phase difference between the actual and the corresponding 
extracted unwrapped phase of the first sub-signal. 

Let's consider the starting frequency 0f ranging from 300 Hz to 9700 Hz and a relative frequency 
ratioσ between 1.0 and 3.0. The maximum valueσ by which it is possible to obtain the maximum 
phase error of less than 5% is shown in Figure 9 as a function of the initial frequency 0f . A maximum 
value of σ  = 3.0 is also assumed. It means that the situation ofσ greater than 3.0 is not considered 
because in the real situation it is almost impossible to meet a case where the instantaneous relative 
frequency ratio is greater than 3.0. It is shown in Figure 9, to promise the phase error less than 5%, 
the initial frequency and the instantaneous relative frequency ratio of the signal should be in the 
lower region of the line in Figure 9. 
  

0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01
t/[s]

800

1000

1200

1400

1600

1800

2000

2200

2400

2600

2800
Instantaneous frequency after the two ends are discarded

fa(t)- =1
fe(t)- =1
fa(t)- =1.4
fe(t)- =1.4
fa(t)- =1.8
fe(t)- =1.8

fa(t)- =2.2
fe(t)- =2.2
fa(t)- =2.6
fe(t)- =2.6
fa(t)- =3
fe(t)- =3

0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01
t/[s]

− 100

− 80

− 60

− 40

− 20

0

20

40

60

80

 in
st

an
ta

ne
ou

s f
re

qu
en

cy
 er

ro
r/

[H
z]

Instantaneous frequency error

f(t)- =1

f(t)- =1.4

f(t)- =1.8

f(t)- =2.2

f(t)- =2.6

f(t)- =3

Figure 8. (a) The actual and the extracted unwrapped phase for different frequency variation ratios
after the two ends are discarded; (b) the phase difference between the actual and the corresponding
extracted unwrapped phase of the first sub-signal.

3.2. The Maximum Relative Frequency Ratio for the Maximum Phase Error of Less Than 5%

The goal of phase extraction is resampling of the original signal in the angular domain using the
extracted phase. Therefore, the precision of the resampling is directly related to the precision of the
extracted phase. To ensure maximum phase error in a cycle of less than 5%, the relative frequency
ratio σ should be limited to an appropriate range. For example, in Section 3.1, to ensure the maximum
phase error in a cycle of less than 5%, the relative frequency ratio σ should be less than 3.0. In Section 3,
we will analyze the effect of the starting frequency fo on the maximum relative frequency ratio with a
maximum phase error in one cycle of less than 5%.

Let’s consider the starting frequency f0 ranging from 300 Hz to 9700 Hz and a relative frequency
ratio σ between 1.0 and 3.0. The maximum value σ by which it is possible to obtain the maximum
phase error of less than 5% is shown in Figure 9 as a function of the initial frequency f0. A maximum
value of σ = 3.0 is also assumed. It means that the situation of σ greater than 3.0 is not considered
because in the real situation it is almost impossible to meet a case where the instantaneous relative
frequency ratio is greater than 3.0. It is shown in Figure 9, to promise the phase error less than 5%,
the initial frequency and the instantaneous relative frequency ratio of the signal should be in the lower
region of the line in Figure 9.
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Figure 9. The maximum σ for the different initial frequency f0 with the maximum phase error in one
cycle under 5%.

4. The Effect of the Noise on the Phase Extraction Using SVD

In real situations, noise is inevitably mixed with the collected vibration signal. In Section 4,
the effect of noise on the phase extraction performance using the sum of the first two sub-signals
obtained from SVD will be analyzed. For the sinusoidal signal in Section 2, a different level of zero-mean
white Gaussian noise is added to the signal with a signal to noise ratio (SNR) between −6 dB and 6 dB.
To properly decompose the sinusoidal signal into two similar sub-signals, the number of rows in the
Hankel matrix should be close to or greater than Fs

f0
= 20.

Four different values of the number of rows, m = [20, 30, 40, 50], have been considered for the
evaluation of the phase error shown in Figure 10. Obviously, for all four cases, the maximum phase
error decreases as the SNR increases. For the number of rows m = 20, to keep the maximum phase
error rate in one cycle below 5% (dashed line), the SNR should be greater than approximately 4 dB.
While for m = 30, the general trend of the maximum phase error is quite similar to that of m = 20.
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Figure 10. The maximum phase error of different SNRs for different number of rows of the Hankel matrix.
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However, the percentage of maximum phase error in a cycle is mostly less than 5% (dashed line)
when the SNR is just above 0 dB. Furthermore, for m = 50, the percentage of maximum phase error in
one cycle is still less than 5% even for some SNRs close to −4 dB. It means that it is possible to increase
the number of rows of the Hankel matrix to reduce the influence of noise on the phase extraction by
using the sum of the first two sub-signals obtained from SVD.

5. A New Tacholess Order Tracking Method

The schematic diagram and the flow diagram of the new method are shown in Figure 11.
The method mainly comprises six steps: (1) short-time Fourier transform; (2) component selection
and filtering; (3) inverse short-time Fourier transform; (4) SVD decomposition; (5) phase extraction;
(6) resampling. The details of the six steps will be explained below.

Step 1: Short-time Fourier transform

The spectrogram of the raw signal is obtained to analyze the components of the vibration signal
and the overall trend of the variation of the component. For a time-series x(t), the time-frequency
spectrum can be obtained as follows

F(t, f ) = STFT(x(t)) (15)

Note that the number of samples, window size and overlap size should satisfy the condition that
ntotal−noverlap

nwindow−noverlap
is an integer. This is to avoid signal truncation in the following inverse short-time Fourier
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Step 2: Component selection and filtering

This step allows to select the strongest harmonic of the shaft rotation frequency and to filter the
selected component using an approximate bandpass filter. It is necessary to provide a rough estimate of
the frequency of rotation of the shaft in an instant in advance. The selected component has a significant
influence on the result of the next extraction step, so this step is very important. Here are some tips
on how to select a correct harmonic of the shaft rotation frequency. The component selected must be
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an integer of the shaft rotation frequency or the gear meshing frequency if the system is equipped
with a gearbox. Since in the previous Section 3 it is stated that the higher frequency harmonic is more
sensitive to the error caused by the frequency variation, the lower frequency harmonic is selected.

Generally, the selected harmonic is sandwiched by the frequency of two other components.
The filtering strategy is shown in Figure 12a. The most important task of this step is to determine
the bandwidth used to filter the signal in the spectrogram. Since this step is only a rough filtering,
the bandwidth only needs to ensure that no frequency component relative to the other two components
is included. Therefore, the bandwidth can be obtained as follows:

BW = min
(
min

(∣∣∣ fs(t) − f1(t)
∣∣∣), min

(∣∣∣ fs(t) − f2(t)
∣∣∣)) (16)

where fs(t), f1(t), f2(t) represent the time-varying frequency of the selected component, signal
component 1, and signal component 2.

The filtering process is managed in the time-frequency domain by setting to zero the amplitude of
those points which are not included in the time variable frequency band, as follows

F(t, f ) = 0 ∀ f < ±
(

fs(t) ±
BW

2

)
(17)

The filtered time-frequency spectrogram is shown in Figure 12b. The selected component has
been correctly separated from the raw signal. If the selected component is the component with the
highest frequency, the Nyquist frequency can be used to substitute f2(t). Conversely, if the selected
component is the component with the lowest frequency, the zero frequency can be used to replace f1(t).
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Step 3: Inverse short-time Fourier transform

In this phase the time-frequency spectrum F1(t, f ) is transformed into the time domain by ISTFT.
Therefore, the time domain filtered signal can be obtained as follows

x1(t) = ISTFT(F1(t, f )) (18)

Note that using the same window size and overlap size that are adopted in Step 1.

Step 4: SVD decomposition

The time domain signal x1 obtained after ISTFT will be decomposed using SVD. To ensure the
accuracy of the extracted phase, the SVD decomposition process should respect some rules according
to the previous analysis. The relative frequency ratio of the filtered signal should first be evaluated by
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referring to Figure 9 as a function of the initial frequency and relative frequency ratio. For example,
the initial frequency of the selected component shown in Figure 12b is 1550 Hz and the relative

frequency ratio is fs(t=0)
fs(t=0.1) = 1.59; this situation is in the lower zone of the 5% phase error line in

Figure 9.
Therefore, the maximum phase error of the extracted phase would be less than 5% if the filtered

signal can be completely decomposed at one time. However, the prerequisite is that an appropriate
value of the number of rows is selected. In the previous section it was stated that increasing the number
of rows in the Hankel matrix can significantly reduce the phase error. According to the conclusion in
Section 4, to ensure the accuracy of the precision of the extracted phase, if the SNR of the analyzed
signal is high, a relatively small value of the number of rows of the Hankel matrix can be selected,
and if the SNR is low, a large number of rows in the Hankel matrix should be selected. At the same
time, to ensure the phase accuracy, if the initial frequency and the relative frequency ratio of the signal
is in the upper zone of Figure 9, it means that it is impossible to guarantee the phase error below 5% if
the phase of the signal is extracted in one run.

Therefore, to ensure the accuracy of the extracted phase, the signal must be split into multiple
segments to make sure that the initial frequency and relative frequency ratio of each segment is in the
lower zone of Figure 9. So, the sum of the first two the sub-signals of each segment will be merged to
extract the phase.

Step 5: Phase extraction

The time domain signal obtained from the sum of the first two sub-signals after SVD is used to
extract the phase information of the original signal.

Step 6: Resampling

The extracted phase information is used to resample the original signal in the angular domain.
The original signal is resampled with equal angle intervals instead of the original equal time interval.
This process is done by interpolation. In this paper, the spline interpolation method is applied.
Note that the total number of samples in one cycle should be no more than the number of samples in
the corresponding time interval.

6. Application to Experimental Data

The proposed method was validated using vibration signals collected from a large-scale test rig of
a high-speed train traction system for the diagnosis of rolling elements bearings. The main components
of the test stand include moving platforms, a drive motor, a gearbox, a brake motor, etc. The general
view and the core of the test stand are shown in Figure 13. A tachometer is placed on the shaft for
the actual shaft rotation speed. The number of gear teeth on the input and output shaft is 26 and 85
respectively. More details on the test bench can be obtained in [20]. The damaged bearings are the
FAG-804989 tapered roller bearings, (labeled as BG3 in Figure 13b) located on the gearbox output
shaft and the SKF NU215 (labeled as BG2 in Figure 13b), on the shaft at high speed. The bearing fault
frequencies in the order domain are listed in Table 1.

The sampling rate is 20 kHz and a 5 s signal is collected each time, but only a part of the raw
signal with the sample length of 4.224× 104 (duration of 2.122s) is used due to the limitation of the PC
memory when carrying the SVD operation. Two case studies with different operating conditions are
considered to test the capability of the method applied in diagnosing bearing failures. For case study 1,
an artificial spall was performed on the outer ring as shown in Figure 14a. The rotation speed of the
bearing shaft varies from approximately 150 rpm to 970 rpm in 5 min. The motor runs at maximum
power where the torque varies from 2200 Nm to 870 Nm. The five second signal is collected in this
period. For case study 2, the defect is an artificial spall on the inner ring and the damaged inner ring is
shown in Figure 14b. The rotation speed of the bearing shaft varies from about 500 rpm to 4950 rpm in
5 min. The motor operates at its maximum power where the torque varies from 2200 Nm to 540 Nm.
The five second signal is collected in this period.
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Table 1. The parameters of the tested bearings.

Bearing Code FTF/NX BSF/NX BPFO/NX BPFI/NX

SKF NU215 1.40 11.04 25.16 33.69
FAG-804989 0.47 7.43 18.40 20.60

Figure 14. The defect of the tested bearings: (a) outer ring defect on FAG-804989 of case 1; (b) inner
ring defect on SKF NU215 of case 2.

6.1. Case Study 1

The raw vibration signal of this case study is shown in Figure 15a. The first step is to obtain the
time-frequency spectrum of the signal by the STFT transform and the result is shown in Figure 15b.
For the sake of clarity, only the spectrum for the positive frequency is shown in Figure 15b. Next is to
select the target component. The 4th harmonic of the gear meshing frequency is selected and filtered
to extract the phase information as it is stronger but also distinguishable. Note that the selection of
the harmonic is performed among the five strongest components of the signal. The selection starts
from the strongest one. If the strongest component is integer multiples of the gear meshing frequency,
then the selection process stops. Otherwise, the selection process goes on to check the next strongest
component. The filtered spectrogram is shown in Figure 16b, which includes only the 4th harmonic of
the gear meshing frequency.
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Figure 15. (a) The raw signal of case study 1; (b) the STFT of the raw signal.

The estimated rotation speed of the output shaft using the tachometer signal is shown in Figure 16a
where the change in the rotation speed is not very large. The corresponding time domain signal of the
filtered spectrogram obtained by ISTFT is shown in Figure 17a and the extracted shaft phase using
the obtained time-domain signal after SVD decomposition is shown in Figure 17b. The extracted
shaft phase and the actual shaft phase are almost identical, which shows the good performance of
the proposed method. The resulting shaft phase is adopted to resample the original signal. Then the
resampled signal is used to detect bearing health via the square envelope spectrum (SES).
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the time domain signal.
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The PMFSgram method proposed by the same authors in [20] is adopted to obtain the optimal
frequency band for the SES analysis, i.e., (1815~1843) NX, which is shown in the white rectangle in
Figure 18a. The corresponding SES of the filtered signal using the obtained optimal frequency band is
shown in Figure 18b. There are clear peak values at the first two harmonics of the BPFO, indicating
the existence of the defect on the outer race. However, for the raw signal, the SES (see Figure 19b) of
the filtered signal using the optimal frequency band (2319~2465) Hz (white rectangle in Figure 19a)
obtained from PMFSgram has no peak value at the first two harmonics of the BPFO, which failed to
identify the defect on the outer race.
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Figure 19. (a) PMFSgram of the raw signal, case 1; (b) SES of the filtered signal.

6.2. Case Study 2

In this case study, the defect is on the bearing inner ring. The raw vibration signal (see Figure 20a)
and the corresponding STFT of the signal (see Figure 20b) are shown in Figure 20. The estimated
rotational speed of the output shaft is shown using the tachometer signal in Figure 21a. There are clear
harmonics of the gear meshing frequency (see Figure 20b). In this case the 4th harmonic of the gear
meshing frequency is selected as it is stronger and more distinguishable.

The filtered spectrogram including only the fourth harmonic of the gear meshing frequency is
shown in Figure 21b. The time domain signal obtained from ISTFT of the filtered spectrogram is
shown in Figure 22a and the extracted phase of the shaft using the obtained time domain signal is
shown in Figure 22b. The extracted phase is quite close to the actual phase. The resulting shaft phase
is applied to resample the raw signal and the resampled signal is used to identify the bearing state by
means of the square envelope spectrum (SES). The optimal frequency band obtained from PMFSgram
is (306~332) NX (the white rectangle in Figure 23a). The corresponding SES of the filtered signal is
shown in Figure 23b. There is a peak value at BPFI, which shows the existence of the defect on the
inner ring. However, for the raw signal, the optimal frequency band is (0~1168) Hz (white rectangle in
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Figure 24a) and the SES (see Figure 24b) of the filtered signal has no peak value in correspondence of
the first two harmonics of BPFI.
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Figure 20. Case study 2: (a) raw signal; (b) STFT of the raw signal.
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Therefore, according to the analysis of the two case studies, the phase estimated using the method
proposed in this work is reliable. At the same time, the estimated phase can be used to resample the
raw signal and alleviate the spectral line smearing caused by the rotation speed variation. Compared
to the method based on generalized modulation in reference [7], the filtering operation of the method
proposed in this paper is directly in the time-frequency domain. Therefore, it is not necessary to
perform the generalized Fourier transform as in reference [7]. In addition, the implementation of the
adaptive STFT and generalized Fourier transform is not an easy task. Furthermore, the method in
reference [7] adopts only a simple band-pass filtering before the phase extraction. Usually, the bandpass
filtered signal is still very noise. The determination of the frequency band also would greatly affect
the performance of the method. However, the SVD operation of the proposed method in this paper
is a refinement operation to denoise the filtered component which can improve the accuracy of the
extracted phase. As for the method based on the Chirplet transform and on the Vold–Kalman filter [11],
the former is adopted to obtain a more precise instantaneous frequency and a constant bandwidth
variable over time, while the Vold–Kalman filter is used to filter the selected component. The process
is very complex and time consuming. Furthermore, this method also addresses the problem of
determining the bandwidth. Therefore, the method proposed in this paper is simpler but still has
acceptable performance.
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7. Conclusions

In this paper, a new tacholess order tracking method has been proposed that combines ISTFT
and SVD. STFT and ISTFT analyzes are used to filter the selected harmonic of the mesh frequency of
gears or other components of the reference frequency. Hence, SVD is adopted to refine or denoise the
selected component. Then, resampling is performed based on the phase information of the refined
time domain signal. This method can be applied to bearing failure diagnosis to alleviate frequency
smearing when rotational speed is not constant. The performance of the proposed method has been
validated through case studies where vibration signals are collected from a test rig for high-speed train
traction systems. The main drawback of the method is the large computational memory requirements
for the SVD operation. This method will be applied in the future to monitor the condition of bearings
in train traction systems.

Author Contributions: Resources, P.P. and C.L.; Supervision, P.P.; Writing—original draft, L.X.; Writing—review
& editing, S.C. All authors have read and agreed to the published version of the manuscript.

Funding: The research is funded by National Natural Science Foundation of China (No. 51675061).

Acknowledgments: The Italian Ministry of Education, University and Research is acknowledged for its support,
provided by the Project “Department of Excellence LIS4.0—Lightweight and Smart Structures for Industry 4.0”.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Bossley, K.; McKendrick, R.; Harris, C.; Mercer, C. Hybrid computed order tracking. Mech. Syst. Signal Process.
1999, 13, 627–641. [CrossRef]

2. Potter, R.; Gribler, M. Computed order tracking obsoletes older methods. SAE Int. 1989. [CrossRef]
3. Fyfe, K.; Munck, E. Analysis of computed order tracking. Mech. Syst. Signal Process. 1997, 11, 187–205.

[CrossRef]
4. Lin, J.; Zhao, M. A review and strategy for the diagnosis of speed-varying machinery. In Proceedings of the

2014 International Conference on Prognostics and Health Management, Cheney, WA, USA, 22–25 June 2014;
pp. 1–9.

5. Lu, S.; Yan, R.; Liu, Y.; Wang, Q. Tacholess speed estimation in order tracking: A review with application to
rotating machine fault diagnosis. IEEE Trans. Instrum. Meas. 2019, 68, 2315–2332. [CrossRef]

6. Bonnardot, F.; El Badaoui, M.; Randall, R.; Danière, J.; Guillet, F. Use of the acceleration signal of a gearbox in
order to perform angular resampling (with limited speed fluctuation). Mech. Syst. Signal Process. 2005, 19,
766–785. [CrossRef]

7. Zhao, M.; Lin, J.; Xu, X.; Lei, Y. Tacholess envelope order analysis and its application to fault detection of
rolling element bearings with varying speeds. Sensors 2013, 13, 10856–10875. [CrossRef] [PubMed]

8. Pan, M.-C.; Lin, Y.-F. Further exploration of Vold–Kalman-filtering order tracking with shaft-speed
information—I: Theoretical part, numerical implementation and parameter investigations. Mech. Syst.
Signal Process. 2006, 20, 1134–1154. [CrossRef]

9. Pan, M.-C.; Chu, W.-C.; Le, D.-D. Adaptive angular-velocity Vold–Kalman filter order tracking—Theoretical
basis, numerical implementation and parameter investigation. Mech. Syst. Signal Process. 2016, 81, 148–161.
[CrossRef]

10. Pan, M.-C.; Lin, Y.-F. Further exploration of Vold–Kalman-filtering order tracking with shaft-speed
information—II: Engineering applications. Mech. Syst. Signal Process. 2006, 20, 1410–1428. [CrossRef]

11. Zhao, M.; Lin, J.; Wang, X.; Lei, Y.; Cao, J. A tacho-less order tracking technique for large speed variations.
Mech. Syst. Signal Process. 2013, 40, 76–90. [CrossRef]

12. Wang, K.; Heyns, P.; Philippus, S. An empirical re-sampling method on intrinsic mode function to deal with
speed variation in machine fault diagnostics. Appl. Soft Comput. 2011, 11, 5015–5027. [CrossRef]

13. Qi, X.; Yuan, Z.; Han, X. Diagnosis of misalignment faults by tacholess order tracking analysis and RBF
networks. Neurocomputing 2015, 169, 439–448. [CrossRef]

14. Wu, J.; Zi, Y.; Chen, J.; Zhou, Z. A modified tacho-less order tracking method for the surveillance and
diagnosis of machine under sharp speed variation. Mech. Mach. Theory 2018, 128, 508–527. [CrossRef]

http://dx.doi.org/10.1006/mssp.1999.1225
http://dx.doi.org/10.4271/891131
http://dx.doi.org/10.1006/mssp.1996.0056
http://dx.doi.org/10.1109/TIM.2019.2902806
http://dx.doi.org/10.1016/j.ymssp.2004.05.001
http://dx.doi.org/10.3390/s130810856
http://www.ncbi.nlm.nih.gov/pubmed/23959244
http://dx.doi.org/10.1016/j.ymssp.2005.01.005
http://dx.doi.org/10.1016/j.ymssp.2016.03.013
http://dx.doi.org/10.1016/j.ymssp.2005.01.007
http://dx.doi.org/10.1016/j.ymssp.2013.03.024
http://dx.doi.org/10.1016/j.asoc.2011.05.056
http://dx.doi.org/10.1016/j.neucom.2014.09.088
http://dx.doi.org/10.1016/j.mechmachtheory.2018.06.016


Sensors 2020, 20, 6924 19 of 19

15. Chen, S.; Yang, Y.; Wei, K.-X.; Dong, X.; Peng, Z.; Zhang, W. Time-varying frequency-modulated
component extraction based on parameterized demodulation and singular value decomposition. IEEE Trans.
Instrum. Meas. 2015, 65, 276–285. [CrossRef]

16. Martínez-García, C.; Astorga-Zaragoza, C.-M.; Puig, V.; Reyes-Reyes, J.; López-Estrada, F. A simple nonlinear
observer for state and unknown input estimation: DC motor applications. IEEE Trans. Circuits Syst. II
Express Briefs 2020, 67, 710–714. [CrossRef]

17. Piltan, F.; Kim, J.-M. Hybrid fault diagnosis of bearings: Adaptive fuzzy orthonormal-ARX robust feedback
observer. Appl. Sci. 2020, 10, 3587. [CrossRef]

18. Xu, L.; Chatterton, S.; Pennacchi, P. Rolling element bearing diagnosis based on singular value decomposition
and composite squared envelope spectrum. Mech. Syst. Signal Process. 2020, 148. [CrossRef]

19. Zhang, Y.-D.; Wang, S.-H.; Ji, G.; Dong, Z. An improved quality guided phase unwrapping method and its
applications to MRI. Prog. Electromagn. Res. 2014, 145, 273–286. [CrossRef]

20. Xu, L.; Chatterton, S.; Pennacchi, P. A novel method of frequency band selection for squared envelope
analysis for fault diagnosing of rolling element bearings in a locomotive powertrain. Sensors 2018, 18, 4344.
[CrossRef] [PubMed]

Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional
affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

http://dx.doi.org/10.1109/TIM.2015.2494632
http://dx.doi.org/10.1109/TCSII.2019.2920609
http://dx.doi.org/10.3390/app10103587
http://dx.doi.org/10.1016/j.ymssp.2020.107174
http://dx.doi.org/10.2528/PIER14021005
http://dx.doi.org/10.3390/s18124344
http://www.ncbi.nlm.nih.gov/pubmed/30544866
http://creativecommons.org/
http://creativecommons.org/licenses/by/4.0/.

	Introduction 
	The Fundamental of SVD 
	Relative Instantaneous Frequency Ratio 
	Effect of the Relative Frequency Ratio on Phase Extraction Precision 
	The Maximum Relative Frequency Ratio for the Maximum Phase Error of Less Than 5% 

	The Effect of the Noise on the Phase Extraction Using SVD 
	A New Tacholess Order Tracking Method 
	Application to Experimental Data 
	Case Study 1 
	Case Study 2 

	Conclusions 
	References

