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#### Abstract

: In an Industry 4.0 context, to each object a "digital twin" is associated, which is a virtual counterpart of the object itself. In the case of a tool this includes, together with its material and manufacturing information, its solid geometry. Tool geometry knowledge is fundamental to enable effective tool management, manufacturing verification, and tooling simulation. If for tool management, the conventional 2D presetting is sufficient, tooling simulation and tool manufacturing verification require a complete 3D characterization. This is particularly true in the case of the microtools: the process of micro-chip formation is still a research subject.Although the 3D geometry of tool is well established in the ISO 3002 series of standard, only recently 3D measurement of tools has been made possible by new measuring systems. Still, tool geometry verification requires a lot of human intervention.

This paper aims at setting the base for the automatic analysis point mesh scanned on the whole surface of tools, and in particular microtools. The first step for doing this is the identification of the active surfaces of the tool, that is the face and the flank plus the cutting edge. The identification of these geometric features is in general possible thanks to their specific characteristics: in particular, the cutting edge is characterized by a high curvature, and it separates the face from the flank.

This paper considers cylindrical micro end-mills as a first example of an approach that can be extended to in principle any kind of tool. The cylindrical helix characterizing the cutting edge is the key geometry to be considered in the development of the specific method. Once the tool features (face, flank, and cutting edge) have been separated, of the tool angles, for instance, can be estimated. As first angle to study, the rake angle has been selected. The approach will be validated on simulated data and on real scans of micro-tools.
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## 1. Introduction

Micromilling is the manufacturing process of generating surfaces by chip removal when the diameter of the tool is less than 1 mm . When the size of the tool, and the machining parameters and size of the chip, are reduced to the micro scale, the mechanics of chip formation significantly change compared to the conventional macro scale [1]. As this is a quite recent manufacturing technology, these mechanics are still a research subject.

The basis for the research in this field is the study of the geometry
of micro mills. The geometry of micro mills directly affects the chip formation mechanism and can strongly influence the quality of manufactured surfaces [2]. The geometry of the tools is defined in the ISO 3002-1 standard [3]. In addition, the knowledge of the geometry of microtools is the key for the development of new models for the prediction and interpretation of the chip formation process [4-6].

The interaction between the tool and the workpiece is an inherently 3D phenomenon and so it should be considered. However, most of the industrial approaches to the measurement of the geometry of tools are 2D, and based on the episcopic or, more commonly, diascopic image
analysis. This derives from the typical industrial needs, which is focused on the measurement of tools for tool presetting [7] aims. Tool presetting requires in general the knowledge to the diameter and length of the tool only, which can be easily and accurately measured by 2D measuring systems. 2D tool measurement has been vastly applied for the characterization of tools, including studies on the measuring systems [8], the measurement of the tool profile parameters [9, 10], and, most relevant in recent years, the study of automatic methods for tool wear evaluation and monitoring [11, 12, 21, 13-20].

Few works on the 3D measurement of tools can be found in literature. Gao et al. [22] developed a machine capable of aligning a diamond micro-tool to an atomic force microscope and then scan it. The measurement results they could acquire included edge sharpness, nose radius and edge contour. The method was further developed [23] with the addition of the scan of the indentation left by the diamond tool on a substrate and the comparison of the measurement of this with the original scan of the tool. Li et al. [24] developed a system capable of acquiring the 3D geometry of the twist drill, and from the acquired data obtain the normal rake angle. As the system does not allow the complete scan of the tool, the characteristics that can be measured are limited to the mentioned rake angle of twist drills. Chen et al. [25, 26] proposed a 3D microscope mounted directly on a tool grinder. The microscope can scan the tool while it is ground, thus allowing a real time comparison to the nominal geometry and possibly the correction of the manufacturing errors. Results are limited to the comparison to nominal geometry - no measurement of tool geometry parameters is envisaged. Danzl et al. [27] compare 3D acquisitions by a focus variation system of the same tool, before and after the tool has been worn. The result is a measure of the tool wear in terms of volume of material lost by the tool. Focus variation can be applied for the measurement of tool geometric parameters, as it allows a full 3D reconstruction of the tool itself, but in this case human intervention is needed [28]. Baburaj et al. [29] use confocal microscopy and stereo microscopy to scan a micro-ball end mill and measure its cutting edge radius. Although the measurement is inherently 3D, 2D profiles are extracted from the scans to extract the radius value. Method is validated by destructive cut of the mill and successive measurement on a scanning electron microscope. Takaya et al. [30, 31], noting that tools are usually cover with cutting fluid during machining, proposed the use of fluorescence confocal microscopy for scanning profiles of tools directly on-machine. Although the measuring system should be capable of performing 3D measurement, it is applied only for the measurement of 2D profiles.

Although some application of 3D measurement for the geometry of tools has been proposed in the indicated works, they are quite limited. They all lack generality (they can be applied only in specific cases or for specific tool characteristics, and in some cases for specific measuring systems). Moreover, human supervision is usually needed, thus limiting reliability and impartiality.

The authors of the present work have already proposed some automated approach to the measurement of the 3D geometry of tools [32-34]. But the methods proposed in these articles were not particularly robust, failing when applied to tools differing from those originally considered in the algorithm development phase.

In this work, we propose a base for future development. This base is an effective and robust methodology for the identification of the face and the flank in a mesh representation of a tool. We believe that, if face and flank are the active surfaces of the tool and most influence the chip formation, their identification is the base for any study of the geometry of the tool. We developed the method for the specific case of cylindrical mills, however, the extension to tool of different geometry is simple if the geometry of the cutting edge is known. Once the face and the flank are identified, it is shown that evaluating the tool geometric parameters is possible by fitting them and then applying the definition found in the ISO 3002-1 standard. To prove this, the case of the rake angle has been studied. To validate the approach, a simulation study will be proposed proving the robustness. Then, to prove the generality of the method, the method will be applied to cylindrical mills of different size and geometry.

## 2. Proposed approach

The main aim of this work is to propose an approach for the identification of the face and the flank of a mesh scanned on an endmill. This result serves as preliminary information to extract additional geometric characteristics for the tool, e.g. tool angles.

To illustrate the procedure a 0.5 mm endmill will be considered (Fig. 1). The endmill has been scanned by an "Alicona InfiniteFocus G4" focus variation microscope. As the originally generated mesh presented several defects (holes, non-manifold geometry), it has been pre-elaborated using the MeshLab [35] software, in particular by applying a screened Poisson surface reconstruction [36]. The resulting mesh was composed by 60167 points and 120012 triangles. In addition, the minimum circumscribed cylinder has been fitted, and the points have been transformed in a reference system having the axis of this cylinder (coincident with the tool axis) as z -axis. The radius $r$ of the minimum circumscribed cylinder is considered as tool radius. The tool is right-handed.


Fig. 1: 3D scan of the endmill considered as the example.

### 2.1. Main algorithm

In order to identify the face and the flank of the endmill only the scanned mesh, the tool radius $r$, and the verse of the tool are needed as input to the algorithm. Some parameters (defined later in step 1.1) must be set by the operator. Each point of the mesh is identified by a triple of cartesian coordinates, i.e. $\mathbf{p}_{\mathbf{i}}=\left[\begin{array}{lll}x_{i} & y_{i} & z_{i}\end{array}\right]^{\mathrm{T}}$, where $\mathbf{M}^{\mathrm{T}}$ denotes the transpose of matrix $\mathbf{M}$. Please note that a left-handed tool can be turned int a right-handed tool by simply switching the $x$ and $y$ coordinate of each point. Only right-handed tools are considered then. The steps of the algorithm are now introduced.

STEP 1.1: Given three parameters $\left\{p_{r}, p_{l}, p_{u}\right\} \in[0,1]$, discard all points satisfying any of the following conditions:

$$
\begin{gather*}
z_{i}<\min z_{i}+p_{l}\left(\max z_{i}-\min z_{i}\right) \\
z_{i}>\max z_{i}-p_{u}\left(\max z_{i}-\min z_{i}\right) \\
\sqrt{x_{i}^{2}+y_{i}^{2}}<\left(1-p_{r}\right) r \tag{1}
\end{gather*}
$$

Applying (1) de facto isolates the flutes (Fig. 2). This is mainly obtained by the application of the last constraint, which removes the points close to the axis of the mill and then isolates the flutes. The other two constraints discard the top and bottom part of the tool. In most cylindrical mills these two portions of the tool deviate form the standard cylindrical geometry. Therefore, they cannot be considered by the algorithm.

STEP 1.2: Clusterize the remaining points, dividing them into a series of sub-meshes in which each point is directly or indirectly connected to every other point. Please note the number of sub-meshes matches the number of flutes of the tool, so the number of flutes does not need to be known a-priori.

STEP 1.3: Apply the face/flank identification algorithm to each sub-mesh (§2.1.1).

### 2.1.1. Algorithm for single flute face and flank identification

This is the most important part of the method. This algorithm takes as input only the mesh (points and triangulation) of a single flute, as identified in STEP 1.2 of $\S 2.1$, and separates the face from the flank.

STEP 2.1: considering all points in the mesh, solve the following optimization problem:


Fig. 2: Remaining points after applying Eq. (1).
$\min _{a, b,} \sum_{i=1}^{n}\left(\theta_{i}+a z_{i}+b\right)^{2}$
where $n$ is the number of points in the mesh, and the angular coordinate of the point $\theta_{\mathrm{i}}$ is so that:

The objective function is a least square optimization of the difference between the angular coordinate of the point $\theta_{i}$, and the angle forecasted by a helix calculated at the height of the same point $a z_{i}+b$. Solving (2) identifies then two of the three parameters (the missing one being the radius) of a cylindrical helix approximating the points of the flute. Applying the transformation

$$
\begin{gather*}
x_{i}^{\prime}=\sqrt{x_{i}^{2}+y_{i}^{2}} \cos \left(\theta_{i}+a z_{i}+b\right) \\
y_{i}^{\prime}=\sqrt{x_{i}^{2}+y_{i}^{2}} \sin \left(\theta_{i}+a z_{i}+b\right)  \tag{4}\\
z_{i}^{\prime}=z_{i}
\end{gather*}
$$

"straightens" the flute (Fig. 3). It is evident that this is not a good straightening of the cutting edge, which can be compared with the straight vertical red line visible on the right side of Fig. 3 (should the cutting edge be perfectly straightened, the line would be close to the mesh), so this is not a good estimate of the helix parameters. This is due to the presence of the points in the left side of (Fig. 3), residual of the cut in (1). To improve the estimate of the helix parameter, only the points close to the cutting edge should be considered.

STEP 2.2: Define a cylindrical helix, characterized by the parameters

$$
\begin{gather*}
h_{1}=-a \\
h_{2}=\theta_{0}+a z_{0} \\
h_{3}=\max _{i} \sqrt{x_{i}^{2}+y_{i}^{2}} \tag{1}
\end{gather*}
$$

where $\theta_{0}$ and $z_{0}$ are respectively the angular and height coordinate of the point characterized by the maximum value of $\theta_{i}+$ $a z_{i}+b$, and $h_{3}$ represents the radius of the cylindrical helix. This helix is tangent to the cutting edge, and external to the tool. As Fig. 4 shows, because parameter $a$ is not accurately estimated, it tends to diverge from the cutting edge.


Fig. 3: Straightened flute.
STEP 2.3: define the following weights

$$
\begin{gather*}
w_{i}=\left(\left(x_{i}-x_{i, h}\right)^{2}+\left(y_{i}-y_{i, h}\right)^{2}\right)^{-1} \\
x_{i, h}=h_{3} \cos \left(h_{1} z_{i}+h_{2}\right)  \tag{1}\\
y_{i, h}=h_{3} \sin \left(h_{1} z_{i}+h_{2}\right)
\end{gather*}
$$

Each weight represents the inverse of the squared distance of the single point from the point at the same $z$ belonging to the helix defined at STEP 2.2.

STEP 2.4: Apply the algorithm in §2.1.1, considering weights $w_{i}$, to have a first, rough identification of the points belonging to the cutting edge (Fig. 5).

STEP 2.5: Apply the optimization problem in (2) to the points identified in STEP 2.4 as belonging to the cutting edge and update the values of $a, b$. This yields new parameters for the helix, which should be closer to the cutting edge.

The new parameters for the helix can be obtained as follows: consider the coordinates of the average point of the "straightened" cutting edge. First, straighten the cutting edge by applying (4) to its points. Then, calculate the average point of the straightened cutting edge as

$$
\begin{gather*}
\bar{x}_{e r}^{\prime}=\frac{1}{n_{e r}} \sum_{i=1}^{n_{e r}} x_{i}^{\prime} \\
\bar{y}_{e r}^{\prime} \frac{1}{n_{e r}} \sum_{i=1}^{n_{e r}} y_{i}^{\prime}  \tag{1}\\
\bar{z}_{e r}^{\prime} \frac{1}{n_{e r}} \sum_{i=1}^{n_{e r}} z_{i}^{\prime}
\end{gather*}
$$

and its angle $\bar{\theta}_{\mathrm{e}}^{\prime}$ by applying (3). The new parameters of the helix are defined as:

$$
\begin{gather*}
h_{1}=-a \\
h_{2}=\bar{\theta}_{e r}^{\prime}-b \\
h_{3}=\sqrt{\bar{x}_{e r}^{\prime}}{ }^{2}+{\bar{y}_{e r}^{\prime}}^{2} \tag{1}
\end{gather*}
$$

Comparing the helixes in Fig. 4 and Fig. 6 it is evident that the newly identified helix better follows the cutting edge.

STEP 2.6: for all points in the mesh define a series of weights

$$
w_{i}=\frac{c_{i}^{\prime}}{d_{i}^{\prime}}
$$

where $c_{i}^{\prime}$ is the normalized the mean curvature $c_{i}$ [37] of the mesh at point $i$ and $\mathrm{d}_{\mathrm{i}}^{\prime}$ is the normalized distance of a point from the corresponding point on the helix $d_{i}=\sqrt{\left(x_{i}-x_{i, h}\right)^{2}+\left(y_{i}-y_{i, h}\right)^{2}}$. Both $c_{i}^{\prime}$ and $d_{i}^{\prime}$ are normalized to belong exactly to the range $[0,1]$,


Fig. 4: Flute analyzed, and helix (red line) defined at STEP 2.2.
i.e. the minimum value if either $c_{i}$ or $d_{i}$ is subtracted, and then they are divided by their range. This new series of weights differs from those considered in STEP 2.3, as it considers the new helix and the curvature of the mesh. It is in fact reasonable to expect that the cutting edge includes the points characterized by the highest values of the curvature. The use of the normalized values guarantees the correct weight is given to very high or very low values of the curvature/distance.

STEP 2.7: Apply the algorithm in §2.1.1, considering weights $w_{i}$, to have an optimal identification of the points belonging to the cutting edge (Fig. 7).

STEP 2.8: Having identified the points belonging to the cutting edge in STEP 2.7, the face and the flank can be simply identified by removing the points belonging to the cutting edge from the mesh, together with the triangles including them (Fig. 8), and clustering the remaining points. In fact, the cutting edge runs through the whole patch, so removing it divides the patch in two parts which are nothing else that the face and flank. In order to have all the flank and the face, the points of the cutting edge are supposed to belong to both the face and the flank.

The identification of the face and the flank of a single flute is now concluded. By applying this procedure to all flutes, all the faces, flanks, and cutting edges can be identified (Fig. 9).


Fig. 5: Roughly identified cutting edge (red dots) and helix (green line).


Fig. 6: Flute analyzed, and helix identified at STEP 2.5.


Fig. 7: Correctly identified cutting edge (red dots). The color is proportional to the curvature of the mesh.

### 2.1.1. Algorithm for the identification of the cutting edge

The identification of the cutting edge is a crucial step in the face/flank identification, as it separates the two surfaces.

The algorithm is based on a series of weights $w_{i}$ (defined in STEP 2.3 or STEP 2.6). It is assumed that high values of $w_{i}$ indicate the point belongs to the cutting edge as it is point close to the hypothesized cutting hedge helix and, in case of STEP 2.6, characterized by a high curvature.

A seeding point is needed to initialize the search. As the cutting edge is geometrically the intersection of two surface, its curvature is expected to be higher than the one of the surrounding points. Therefore, the point characterized by the maximum curvature in the mesh is considered as the seeding point.

STEP 3.1: In the mesh, identify all the points directly connected to the considered point, that is the points belonging to a triangle containing also the considered point.

STEP 3.2: Among the identified points, discard the points for which $z_{i}<z_{i, a}$ ( $z_{i, a}$ being the $z$ coordinate of the considered point). This avoids going "back" in the selection of the points belonging to the cutting edge.

STEP 3.3: Among the remaining points, select as belonging to the
cutting edge the one characterized by the maximum value of $w_{i}$.
STEP 3.4: Go back to STEP 3.1 having updated the considered point and keep adding points until the border of the mesh has been reached.

STEP 3.5: Now go back to the point used for the initialization of the algorithm.

STEP 3.6: In the mesh, identify all the points directly connected to the considered point

STEP 3.7: Among the identified points, discard the points for which $z_{i}>z_{i, a}$ ( $z_{i, a}$ being the $z$ coordinate of the considered point).

STEP 3.8: Among the remaining points, select as belonging to the cutting edge the one characterized by the maximum value of $w_{i}$.

STEP 3.9: Go back to STEP 3.6 having updated the considered point and keep adding points until the border of the mesh has been reached.

### 2.1.2. Helix angle

As additional output of this algorithm, it is possible to estimate the angle of the helix of the considered flute, that is also the major cuttingedge inclination $\lambda_{s}$. To do this, first solve the optimization problem in (2) considering the points selected in STEP 2.7 for the cutting edge and update the values of $h_{1}$ as in (8). The helix angle is estimated as

$$
\begin{equation*}
\lambda_{s}=\arctan \frac{1}{h_{1} r} \tag{2}
\end{equation*}
$$

where $r$ is the radius of the tool.


Fig. 8: Mesh with the cutting edge removed.


Fig. 9: The flutes of the tool, pointing out the faces (blue), the flanks (yellow), and the cutting edges (red dots).

## 3. Estimate of the geometric parameters of the tool

The identification of the face and the flank allows the calculation of most geometric parameters of the tool. In general, it is sufficient to fit the surfaces with appropriate geometries, and extrapolate the parameters, considering the definitions given in the ISO 3002-1 standard. The fitting can be either local or global, depending on whether one wants to obtain an average or a local value for the considered tool feature. The best function for the fitting would be the nominal geometry of the face/flank, as defined by the tool manufacturer. However, in most cases the manufacturer does not disclose this information, so different, generic fitting functions (e.g. polynomial or splines) can be applied.

### 3.1. Estimate of the normal and orthogonal rake angles $\gamma_{n}, \gamma_{o}$

To propose an example, the calculation of the average normal and orthogonal rake angles $\gamma_{n}, \gamma_{o}$ will be proposed. The base for estimating the average $\gamma_{n}$ is to fit the face by means of a suitable surface. The parametric form of this surface should be like

$$
\left\{\begin{array}{c}
x\left(t_{1}, t_{2}\right)=t_{2} \cos \left(\theta_{0}+a t_{1}+f\left(t_{2}\right)\right)  \tag{3}\\
y\left(t_{1}, t_{2}\right)= \\
t_{2} \sin \left(\theta_{0}+a t_{1}+f\left(t_{2}\right)\right) \\
z\left(t_{1}, t_{2}\right)=t_{1}
\end{array}\right.
$$

with $\theta_{0}=h_{2}, a=h_{1}$ defined in $\S 2.1 .2$. It is evident that parameter $t_{1}$ is the $z$ coordinate of the point. If it is considered $f\left(t_{2}\right)=0$, then the surface is defined by family of helixes, each of radius $t_{2}$. In this case, the orthogonal rake angle would be equal to 0 . The term $f\left(t_{2}\right)$ represents the angular deviation from the family of helixes. $f\left(t_{2}\right)$ depends on the parameters $\mathbf{q}$. As the values $h_{1}, h_{2}, h_{3}$ defined in $\S 2.1 .2$ describe a fitting of the cutting edge, $f\left(t_{2}\right)$ shall be constrained so that the parametric surface contains the helix defined by $h_{1}, h_{2}, h_{3}$, that is, $f\left(h_{3}\right)=0$. Where possible, $f\left(t_{2}\right)$ should be based on the tool manufacturer specifications, i.e. the nominal geometry of the tool.

The surface can be fitted by solving the following constrained optimization:

$$
\begin{align*}
& \min _{\boldsymbol{q}} \sum_{i=1}^{n_{f}}\left(x_{i}-x\left(t_{1 i}, t_{2 i}\right)\right)^{2}+\left(y_{i}-y\left(t_{1 i}, t_{2 i}\right)\right)^{2}+  \tag{4}\\
& t_{1 i}=z_{i} \\
& +\left(z_{i}-z\left(t_{1 i}, t_{2 i}\right)\right)^{2} \\
& t_{2 i}=\sqrt{x_{i}^{2}+y_{i}^{2}}
\end{align*}
$$

which is a least squares fitting in which it is minimized the sum of the squared distances between the $n_{f}$ points $\left[\begin{array}{lll}x_{i} & y_{i} & z_{i}\end{array}\right]^{T}$ of the face and the point of the parametric surface calculated at the $t_{1 i}, t_{2 i}$ parameters of the $i$-th point. Please note this is not an orthogonal distance. The calculation of the orthogonal distance is in general difficult and does not add a significant contribution to the accuracy of the fitting (Fig. 10).

Once the surface is known, $\gamma_{n}$ angle can be calculated in accordance to the ISO 3002-1 standard. Consider the point for which $t_{01}=-\frac{\theta_{0}}{a}, t_{02}=h_{3}$, so that $x=h_{3}, y=0$. At this point, the normal to the reference plane of the tool is $\mathbf{r}=\left[\begin{array}{lll}0 & 1 & 0\end{array}\right]^{\mathrm{T}}$, and the normal to the orthogonal plane is $\mathbf{o}=\left[\begin{array}{lll}0 & 0 & 1\end{array}\right]^{\mathrm{T}}$ The tangent vector to the cutting edge can be obtained by differentiating the equation of the helix, obtaining $\mathbf{n}=\left[\begin{array}{lll}0 & a h_{3} & 1\end{array}\right]^{\mathrm{T}} / \sqrt{a^{2} h_{3}^{2}+1}$. Finally, it is possible to calculate the normal to the fitting surface by differentiating it with respect to $t_{1}, t_{2}$. It results

$$
\mathbf{f}=\left[\begin{array}{c}
h_{3} \frac{d f\left(t_{2}\right)}{d t_{2}}  \tag{1}\\
-1 \\
a h_{3}
\end{array}\right]
$$

According to its definition, $\gamma_{n}$ is the angle formed by the two


Fig. 10: Fitting of the face. The color represents the distance from the fitted surface.
intersecting straight lines formed by the plane having as normal $\mathbf{n}$ and the planes having as normal $\mathbf{r}$ and $\mathbf{f}$ respectively. $\gamma_{o}$ instead is the angle formed by the two intersection straight lines formed by the plane having as normal $\mathbf{o}$ and the planes having as normal $\mathbf{r}$ and $\mathbf{f}$ respectively

## 4. Proof of the effectiveness of the method

To prove the effectiveness of the method, two examples will be given. The first one concerns the application to different tools. The second is a simulation and shows the impact of the measurement noise.

### 4.1. Application to different tools

The application of the method to a single tool shown in §2 is not sufficient to guarantee it is general. In fact, the application to different
tool could lead to inconsistent results, with the face/flanks incorrectly identified

Therefore, the method has been tested on four additional tools shown in Fig. 11. The geometry of all tools is different (they come from different manufacturers and are defined by different codes), yet they all are cylindrical mills. The nominal diameter of mills A and B is equal to 0.5 mm , while the nominal diameter of mills C and D is equal to 0.05 mm . all mills were scanned by an "Alicona InfiniteFocus G4" focus variation microscope.

The method in $\S 2$ was applied to these mills. Fig. 12 demonstrates that in all cases the face and the flank of each flute were properly identified. As such, we can conclude that the proposed method works not only on a specific cylindrical mill, but in principle on any cylindrical mill.

Nevertheless, few points are worth noting.
In all cases the mesh generated by the Alicona system showed holes and non-manifold conditions and Meshlab and its screened Poisson reconstruction had to be applied. This is due to the high reflectivity of the tool surfaces and the undercut situations which are found in some scans of the tool (the full scan of the tool requires stitching).

It is apparent that in the case of tool C and D the original mesh included also a part of the tool shank. This portion of the mesh has been removed by a proper choice of the $p_{l}$ parameter.

As the size of tool C and D is smaller than the size of tool A and B , fewer point were found in their meshes. In order to obtain an adequate number of points on the tool face, the value of the $p_{r}$ parameter had to be increased, compare to the one used for tool A and B

The edges of tool C and D are less sharp than the one of larger tools. This makes the edge identification as describe in STEP 2.6 more difficult, as the curvature is smaller. Actually, this is the reason that required the complex iterations which calculate the helix parameters twice for finding the points closer to the helix itself. Without this improvement the algorithm would not work on the smallest tools.


Fig. 11: Tools considered for the validation.


Fig. 12: The proposed method correctly identifies the face and the plan of each mill.

### 4.2. Accuracy of the method

The discussion in $\S 4.1$ demonstrates that the face/flank identification algorithm is robust and can identify the active surfaces in all cases. However, this does not demonstrate that the overall approach is suitable to evaluate the tool geometric parameters. Once the face and flank have been identified, is it possible to accurately estimate them?

Unfortunately, the experimental data in $\S 4.1$ cannot be used to evaluate the accuracy. This is due to two issues. First, the geometric parameters of the adopted tools are not known, even as nominal values. Second, the screened Poisson reconstruction generates a defect-free mesh, but also alters the position of the points, thus affecting the measurement trueness.

Therefore, a simulation study has been conducted. A tool characterized by two flutes, a nominal $\emptyset 0.5 \mathrm{~mm}, 15^{\circ}$ helix angle has been simulated. The surface of the face has been simulated considering (6) in which it has been chosen

$$
\begin{equation*}
f\left(t_{2}\right)=c t_{2}+d t_{2}^{2}+e t_{2}^{3} \tag{2}
\end{equation*}
$$

A proper choice of the values of the coefficient leads to a surface characterized by a specific normal rake angle $\gamma_{o}$. Considering the constraint $f\left(h_{3}\right)=0$ (where $h_{3}$ is the radius of the tool) and aiming at a value $\gamma_{n}$ for the normal rake angle, the parameters must be chosen as

$$
\begin{gather*}
d=\frac{-e h_{3}^{3}+\tan \gamma_{o}}{h_{3}^{2}}  \tag{3}\\
c=-d h_{3}-e h_{3}^{2}
\end{gather*}
$$

It is apparent that, having two constraints and three parameters to set, one parameter can be freely set. In our case, we decided $e=1$.


Fig. 13: Example of simulated tool $\left(\gamma_{0}=10^{\circ}\right)$.
The tool has been generated considering a spacing between points belonging to the same triangle of the mesh adjacent points approximately equal to $5 \mu \mathrm{~m}$. An example of this is shown in Fig. 13 $\left(\gamma_{0}=10^{\circ}\right)$. It is apparent that the tool core and top surface were not simulated: they are not of interest. A flank instead is needed to apply the face/flank separation method and has been generated. Appling the method directly to this unperturbed data, using (9) in the solution of (7), yields a $\gamma_{o}$ value which is equal to the nominal one up to the fourth decimal place. This proves that the method works correctly when noise is not present.

To verify the accuracy, a colored noise has been superimposed to the simulated tool. The colored noise $\mathbf{C}$ was simulated according to a SAR(1) [38] spatial autoregression model:

$$
\begin{equation*}
\mathbf{C}=(\mathbf{I}-\rho \mathbf{N})^{-1} \mathbf{W} \tag{4}
\end{equation*}
$$

in which $\mathbf{I}$ is the identity matrix, $\rho$ is a correlation coefficient (in the simulation $\rho=0.99$ ), $\mathbf{W}$ is a $n x 3$ ( $n$ being the number of points) matrix containing a white noise, and $\mathbf{N}$ is a row standardized
neighborhood matrix. Two points are considered neighbors if they belong to the same triangle in the mesh. The three columns of $\mathbf{C}$ are applied to the three coordinates $x, y, z$ in (4). Once the colored noise is added, the actual value of $\gamma_{o}$ is calculated applying the proposed methodology.

Different values of $\gamma_{o}$ and of the standard deviation of the noise have been considered, and 1000 simulations have been run in each condition. Then the standard deviation of the measured $\gamma_{o}$ has been calculated in each condition. The result is shown in Fig. 14. The standard deviation increases approximately linearly with the noise dispersion, while it seems insensitive to the value of $\gamma_{o}$. With the maximum considered value for the standard deviation ( $5 \mu \mathrm{~m}$, which is a value quite large for the Alicona InfiniteFocus considered in $\S 4.1$ ) the standard deviation of the estimate of $\gamma_{o}$ was equal to about $5.5^{\circ}$. This dispersion is, in the opinion of the authors, inadequate to measure tools with the commonly adopted rake angles for cylindrical mills (about $10^{\circ}$ ). However, Fig. 15 shows a simulated tool on which a $5 \mu \mathrm{~m}$ colored noise has been added. The noise seems quite high (compare it e.g. to Fig. 1 and Fig. 11). If a $1 \mu \mathrm{~m}$ colored noise is considered, the standard deviation of the orthogonal rake angle is about $1^{\circ}$, which is, in the opinion of the authors, reasonable.

## 5. Conclusions

The problem of measuring the geometric parameters of tools is still open. Most approach in literature consider only 2D measurement and are consequently limited to a few parameters.

In this paper we opened the way, with an approach to the identification of the face and flank of cylindrical mills in a scanned mesh. As these surfaces are those on which the most important geometric parameters are defined. Although at present only a case has been developed, the method by itself is simple, and can be reduced to few steps (Fig. 16):

- isolate the portion of the mesh which includes the face and the flank;


Fig. 14: Standard deviation of the measured $\gamma_{0}$.


Fig. 15: The simulated tool in Fig. 13 with a $5 \mu \mathrm{~m}$ added colored noise. Color depends on the local curvature.


Fig. 16: Flux diagram of the identification of the face and the flank.

- identify the cutting edge, taking advantage of its high local curvature and possible of the knowledge of its nominal geometry;
- separate the face and the flank.

Once face and flank have been identified, it is easy to fit them with some surface and then calculate the geometric parameters. It is sufficient to follow the ISO 3002-1 standard.

The method has been tested on several different micro-mills, proving it can handle different yet cylindrical for what concerns the cutting-edge geometries of the tool. It has also shown to be accurate by means of simulation in the case of the orthogonal rake angle.

As said, this is just a first step. The next developments include the extension to other categories of tools and geometric features. Also, the study of the measurement of tool wear will be considered as the identification of face and flank is crucial in this case as well.
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