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ABSTRACT

Context. Radio-based techniques allow for a meteor detection of 24 hours. Electromagnetic waves are scattered by the electrons
produced by the ablated species colliding with the incoming air. As the electrons dissipate in the trail, the received signal decays. The
interpretation of these measurements entails complex physical modelling of the flow.
Aims. In this work, we present a procedure to compute extensive meteor trails in the rarefied segment of the trajectory. This procedure
is a general and standalone methodology, which provides meteor physical parameters at given trajectory conditions, without the need
to rely on phenomenological lumped models.
Methods. We started from fully kinetic simulations of the evaporated gas that describe the nonequilibrium in the flow and the ionisa-
tion collisions experienced by metals in their encounter with air molecules. These simulations were employed as initial conditions for
performing detailed chemical and multicomponent diffusion calculations of the extended trail, in order to study the processes which
lead to the extinction of the plasma. In particular, we focused on the evolution of the trail generated by a 1 mm meteoroid flying at
32 km/s, above 80 km. We retrieved the ambipolar diffusion coefficient and the electron line density and compared the outcome of
our computations with classical results and observational fittings. Finally, the electron field was employed to estimate the resulting
reflected signal, using classical radio-echo theory for underdense meteors.
Results. A global and constant diffusion coefficient is sufficient to reproduce numerical profiles. A good agreement is found when we
compare the extracted diffusion coefficients with theory and observations.
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1. Introduction

Among the various experimental strategies for the observation
of meteors, radar- and radio-based techniques (Kaiser 1953;
McKinley 1961) have proved to be a simple yet valuable tool
for collecting large amounts of data, 24 hours a day regardless
of the visibility conditions. The data obtained comprise trajec-
tory information, such as the flight velocity, quantities related
to the physical state of the meteor vapour, for example, its de-
gree of ionisation (Hocking et al. 2001; Weryk & Brown 2013),
or indirect measurements of the atmospheric conditions, such as
pressure and temperature (Hocking et al. 1997; Cervera & Reid
2000).

The Belgian Institute for Space Aeronomy has put in place
an experiment, the Belgian RAdio Meteor Stations (BRAMS)
network, to predict the velocity, trajectory, and mass of meteors.
This network consists of a radio transmitter emitting at 49.97
MHz and a series of receivers spread all over Belgium to col-
lect and standardise meteor observations (Lamy et al. 2011).
Employing the forward-scattering technique (Forsyth & Vogan
1955), these radio stations can detect free electron densities
in the meteoroid trail, which are initially produced by the hy-
perthermal collisions of the ablated species with the incoming
freestream air (Dressler & Murad 2001).

? e-mail: federico.bariselli@vki.ac.be (FB)

When the density of the free electrons is weak, the incident
radio wave can propagate in the ionised gas, where it is scattered
by the individual electrons. Astronomers refer to this condition
as an underdense reflection. Signals from underdense meteors
last no more than a few tenths of a second, and they are observed
the most. For these events, the theory indicates that the mass of
the object is proportional to the amplitude of the echo, and its
duration, which is strictly linked to the deionisation process in
the plasma trail, is proportional to the electron line density at
the reflection point (McKinley 1961). Figure 1 shows the exam-
ple of a spectrogram recorded by BRAMS, which was obtained
performing a discrete Fourier transform of the raw audio signal
over a period of 5 minutes, during which nine underdense meteor
echoes were detected.

Therefore, the ability to calculate the ionisation intensity and
distribution, as well as the rate of dissipation of the plasma trail,
becomes essential for the correct interpretation of the radio sig-
nal. Each improvement in the modelling is expected to impact
not only the comprehension of the physical problem but also the
estimates on mass fluxes and the statistical outcome of the col-
lected meteor data.

As regards the first point, the modelling of the electron den-
sity represents a primary source of uncertainty in the interpreta-
tion of radar and radio echoes because it relies on lumped models
derived under the assumption of free molecular flow and on the
definition of an ionisation efficiency (Jones 1997). In a recent
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Fig. 1: Example of a BRAMS spectrogram recorded for 5 min-
utes after processing the signal. The spectrogram displays how
the power of the signal is distributed among the frequencies as
a function of time. The horizontal line is the direct tropospheric
beacon coming from the transmitter. All the vertical traces (we
can count up to nine in this plot) are underdense meteor echoes.
We give credit to the Royal Belgian Institute for Space Aeron-
omy.

paper (Bariselli et al. 2020), the present authors have performed
numerical analysis of the flow around a small meteoroid in a
wide range of conditions, and they have shown the major draw-
backs of such a simplified approach, one for all, the fact that it
does not take into account the degree of rarefaction of flow.

On the other hand, the decay of the signal is mostly linked to
the evolution of the free electrons in the trail, and classically it
has been studied considering constant ambipolar diffusion and a
thermalised chemistry mechanism (Baggaley 2002). In their pio-
neering work, Baggaley & Cummack (1974) solved a system of
diffusion equations in cylindrical coordinates. There, the initial
condition was assumed to be a Gaussian radial distribution of the
meteoritic atomic ions, which were left as the only constituents
of the starting mixture.

The same approach, along with a simplified mixture com-
posed of one single synthetic meteoric element, M, and its ox-
ide ions, MO+, MO+

2 , was used to study the echo duration pro-
duced in overdense meteors (Baggaley 1978). In these studies,
the role of ozone as the controlling neutral gas was recognised,
and two-body dissociative recombination was identified as the
leading reaction for chemical neutralisation. The initial explana-
tion for which electron attachment could play a significant role
in this process was dispelled. Moreover, chemistry was found to
be a relevant dissipation mechanism only at altitudes below 80
km, where collisions are more frequent, with diffusion becoming
dominant high in the atmosphere.

Although a fairly complete chemical mechanism was consid-
ered in these works, the diffusion process was modelled by as-
suming a common and constant ambipolar diffusion coefficient
computed for positive ions moving through a N2-O2 mixture.
The treatment on ionic diffusion in meteor trains was discussed
in another work by Jones & Jones (1990) for a binary mixture of
ions as they suggested that differential diffusion among species
may influence ion chemistry in dense plasma trails. However,

no numerical solutions based on the presented results were at-
tained. Dimant & Oppenheim (2006) solved the diffusion equa-
tion of the thermalised trail by considering the spatial distribu-
tion and evolution of the ambipolar electric field. Additionally,
they treated the effects of the background plasma, neutral at-
mosphere, and geomagnetic field. Ion and electron temperatures
were considered constant. In this regard, the thermalisation of
the trail was studied by Baggaley & Webb (1977), considering
a two-temperature model. The authors showed how free elec-
trons seem to achieve thermal equilibrium with the ambient gas
at timescales lower than a tenth of a second.

Numerical computations of the trail offer a set of challenges.
An important one concerns its vast extent, which can reach kilo-
metres in length, while the transverse dimension stays of the
order of metres. The resulting computational grids are likely
to be extremely heavy, if not heavily deformed, and computa-
tional resources are easily overwhelmed. Therefore, plasma and
gas dynamics simulations have been performed following a va-
riety of methodologies, ad-hoc assumptions and different levels
of approximation, depending on the focus of the study. The Di-
rect Simulation Monte Carlo (DSMC) method was employed by
Boyd (1998) to obtain nonequilibrium simulations of the vapour
in a 40 m trail in order to investigate the relaxation of the rota-
tional degrees of freedom. Zinn et al. (2004) developed a coupled
radiative-hydrodynamic code for the cylindrical expansion of the
gas in the trail of a fireball, tracking the chemical evolution and
temperature distributions in the first 200 m. Finally, Oppenheim
& Dimant (2015) studied the diffusion of the plasma column and
the development of turbulence in the presence of a background
wind using a three-dimensional Particle-In-Cell (PIC) code over
a 100 m long domain.

In this work, we present a self-consistent procedure in four
steps to compute extensive meteor plasma trails resulting from
the ablation process of meteoroid material in the rarefied seg-
ment of the entry trajectory. This procedure is a general and
standalone methodology, which is able to provide meteor phys-
ical parameters at given trajectory conditions, without the need
to rely on phenomenological lumped models (see the summary
given in Bronshten (1983) or Ceplecha et al. (1998)). In partic-
ular, we focus our attention on the formation and development
of the trail generated by a 1 mm meteoroid flying at altitudes
above 80 km. We start from the DSMC solutions obtained by
the present authors in Bariselli et al. (2020), for a domain span-
ning a few diameters in the nearby of the body. These solutions
describe the evaporation process, the high level of nonequilib-
rium of the vapour, and the energetic collisions leading to the
ionisation of air and metal species.

Second, we employ these simulations as initial conditions for
performing detailed chemical and multicomponent diffusion cal-
culations of the extended trail (up to several kilometres), to study
the processes which lead to the extinction of the plasma. Specif-
ically, we are interested in assessing the relative influence of de-
tailed chemistry and differential diffusion in the neutralisation
process. By exploiting the properties of the vapour column be-
hind the body and the parabolised nature of the resulting hydro-
dynamic equations, an ad hoc diffusive Lagrangian reactor was
developed by Boccelli et al. (2019). The result is a lightweight
solver able to produce detailed maps of chemicals and free elec-
trons along the meteor trail. Our approach marches in time along
the precomputed streamlines, calculating multicomponent mass
diffusion in the radial direction, due to gradients in species con-
centration, the ambipolar electric field, and chemical reactions.
For the latter, we take advantage of the extensive knowledge that
has been acquired on chemical processes of metal ions in the
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mesosphere and thermosphere in the last 20 years (Plane et al.
2015). Some preliminary results on the presented methodology
applied to meteor trails have been published in Bariselli et al.
(2018).

Third, we retrieve the effective diffusion coefficient and the
electron line density, and we compare the outcome of our com-
putations with classical lumped model results and observational
fittings. Finally, we link the dissipation of the electrons to the
reflected radio echo, so as to estimate the resulting signal in the
framework of the classical underdense meteor theory (McKinley
1961). A schematic where we describe the procedure pursued in
this work is presented in Fig. 2.

The paper is structured as follows. In Sect. 2, we explain the
methodology. First of all, we discuss the morphology of the trail
and the working assumptions. Second, we introduce the govern-
ing equations and the physico-chemical models applied to the
computation of the long trail. The tools employed are described
in Sect. 3. Here, we also refer to the transport and kinetic data
used for the calculations. In Sect. 4, we present the results, start-
ing from the DSMC calculations in the nearby of the meteoroid,
continuing with the long trail evolution. Also, we retrieve the
diffusion coefficient and the electron line density. Finally, we
discuss the link existing between the dissipation of the ionised
products and the decay in time of the radio echo in relationship
to plasma parameters.

2. Methodology

2.1. Phenomenology of the trail

The trail is composed of two regions (see Fig. 3). First, a near
trail region, where density and velocity change considerably, and
the temperature starts decreasing with respect to the hot ionisa-
tion region. This first region, the near trail, is only a few to some
hundred diameters long depending on the altitude and entry ve-
locity, and it is entirely out of thermochemical equilibrium. This
implies non-Maxwellian distribution functions for the velocity
of molecules, and that the gas composition is to be found by fi-
nite rate chemistry. Its limited extent allows for the possibility of
employing computationally intensive methods, such as DSMC
(Boyd 1998; Bariselli et al. 2020) or PIC (Oppenheim & Dimant
2015; Sugar et al. 2018). Nonetheless, due to their statistical na-
ture, tracking minor chemical compounds with such methods
could represent a crucial challenge. Therefore, one could wish
to thermo-chemically refine the results obtained with these tech-
niques a posteriori.

Second, a far trail region, where the fluid fields (density
ρ∞, velocity v∞, and temperature T∞) have reached freestream
values. Diffusion processes in the near trail cause strong shear
forces and heat exchange between the hot and high-velocity trail
and the surrounding fluid at rest, such that fluid dynamic quanti-
ties soon reach equilibrium. This denotes the beginning of the far
trail, which however remains highly out of equilibrium from the
chemical point of view: in contrast with fluid quantities, chem-
istry is governed by collisions, which are rare in the high atmo-
sphere. This region develops up to several kilometres (therefore,
a few tenths of a second in the laboratory frame), and its evolu-
tion is governed by mass diffusion of chemical components and
chemical reactions. As opposed to the near trail, this region is
too extended to be simulated by computationally intensive meth-
ods such as DSMC or PIC, and a more computationally efficient
methodology must be applied.

2.2. Working assumptions

In order to simplify the treatment of the problem, we have made
a series of assumptions. We list them so that the range of validity
of our simulations is clarified.

First of all, the body does not fragment, and we assume a
two-dimensional steady axisymmetric configuration. Therefore,
shear winds that could deform the plasma column and generate
multiple reflection points are not considered (McIntosh 1969;
Hajduk et al. 1989).

Only molecular diffusion is modelled, while turbulent diffu-
sion, whose scales are of the order of 300 m, is not included.
For a numerical study of the effects of turbulence in the trail, the
reader can see the work by Oppenheim & Dimant (2015). Also,
the effect of the geomagnetic field on the diffusion process is not
taken into account. However, the Earth’s magnetic field can lead
to anisotropies in the transport properties. This results in a distor-
tion of the trail cross section into an elliptical shape (Jones 1991;
Robson 2001; Dimant & Oppenheim 2006). Ions are dominated
by collisions up to 140 km, whereas electrons become already
magnetised at 80 km (Baggaley 2002).

Ozone concentration is kept constant. However, O3 densities
vary significantly between night and day, and this can substan-
tially influence the decay time of the radio signal. The impact
of atmospheric ozone was analysed by Baggaley & Cummack
(1974).

Finally, free electron temperature is considered in equilib-
rium with heavy species. However, in general, the electrons cool
less rapidly than the ions1. If the thermalisation process usually
takes several tens of milliseconds for ions, according to Bagga-
ley & Webb (1977), the electron cooling time varies from about
10−3 s at an altitude of 80 km to about 10−1 s at 115 km.

2.3. Governing equations

The Boltzmann equation provides the model which characterises
the dynamics of dilute gases, both in and out of thermody-
namic equilibrium (Ferziger & Kaper 1972). This equation de-
scribes the evolution in time of a probability distribution func-
tion fi(x, ξ, t) for each species i over the velocity and physical
space. Such a model holds for every rarefaction condition and
constitutes a proper framework for an accurate description of the
meteor phenomenon (Bariselli et al. 2018). The particle-based
DSMC method provides an accurate numerical solution to this
equation (Bird 1994).

The link between the distribution function and macroscopic
variables can be established by averaging microscopic quanti-
ties weighted by fi over the velocity space ξ. By computing the
moments of the Boltzmann equation, one can always write a set
of species mass, momentum, and energy balances for a reacting
flow at the macroscopic level. Considering one mass equation
for each species and two other equations for the momentum and
energy of the whole mixture, one obtains the so-called Maxwell
transfer equations. At steady state these balances read as

∇ · (ρiu) + ∇ · (ρiVd
i ) = ω̇i i ∈ S (1)

∇ · (ρu ⊗ u) + ∇ ·Π = 0 (2)

∇ · (ρeu) + ∇ · q +Π : ∇u = 0, (3)

where ρi is the density of the i-th species, u the hydrodynamic
velocity, and e the mixture thermal energy per unit volume. It
1 This is due to the mass disparity between electrons and heavy
species, that makes electron-heavy collisions less efficient in exchang-
ing momentum and energy than likewise-particle collisions.
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Fig. 2: Schematic to describe the methodology pursued in this work. First, the expansion of the metal vapour in the background
atmosphere and the consequent hyperthermal collisions are computed using the DSMC-Boltzmann method (i). Second, the long
trail evolution is simulated by means of a Lagrangian diffusive reactor marching along the streamlines, which takes advantage of the
parabolised nature of the equations. This solver accounts for ionic chemical reactions and radial diffusion (ii). Then, the diffusion
coefficient and electron line density are retrieved from the simulations (iii). Finally, the radio echo reflected by an underdense meteor
is reconstructed at the receiver (iv).

d O(100 d) O(km)

ρ≈ρ∞ 

U ≈U∞ 

Near trail Far trail

Fig. 3: Regions composing the meteor trail. The near trail is only a few hundreds diameters long. The far trail has reached freestream
values, but it is still in chemical nonequilibrium and can be several kilometres long. The drawing is not to scale.

is important to note that inter-species friction and energy ex-
change do not appear, as these terms cancel out at the mixture
level. The nonreactive collisional operator has no contribution to
Equations 1-3, since the collisional invariants are in the kernel of
this operator (Giovangigli 1999). Therefore, the right-hand side
of the Boltzmann equation contributes only to the species mass
conservation, through the chemical production rates ω̇i, resulting
from the reactive collision operator.

Equations 1-3 hold independently from the degree of
nonequilibrium of the gas (i.e. collisional and collisionless
regimes), as long as constitutive relations for the stress tensor
Π, heat flux q, and diffusion velocities Vd

i are not imposed. In
the particular case of asymptotic solution, for small Knudsen
numbers (small departures from translational equilibrium), one
retrieves the Navier-Stokes equations (Giovangigli 1999).

Diffusive Lagrangian reactor for parabolised equations

We can rework Equations 1-3, in order to tailor them to the so-
lution of the flow in the trail. First, we can take advantage of a
trail property: due to its elongated shape, gradients of fluid and
chemical quantities are mainly directed in the radial direction.
Since gradients are the main driving forces for mass and energy
diffusion processes, this implies that radial diffusion dominates
over streamwise diffusion, which can be disregarded.

Second, we can assume that chemistry is partially decoupled
from the velocity field in the trail. The idea is that the mixture
velocity and density obtained with a chemical model are not sig-
nificantly influenced by the detailed chemistry of minor species,
which can be added a posteriori into the problem. This thermo-

chemical refinement approach was verified in several test cases
by the authors (Boccelli et al. 2019).

Therefore, if velocity and density are given, then the set of
mass and energy equations can be solved marching along such
precomputed fields, with the initial species concentration and
temperature picked from the beginning of the streamlines. In this
sense, such precomputed fluid elements resemble a collection of
variable volume chemical reactors (see Figure 4 for a graphical
representation).

To do so, Equations 1-3 are recast into Lagrangian form. This
implies reshaping the equations to allow to emerge the material
derivative: u · ∇ ≡ Ud/ds, where s is the streamline curvilin-
ear abscissa. After introducing the mass fractions Yi = ρi/ρ, the
mass Equation 1 of the i-th species reads

dYi

ds
=
ω̇i − ∇ ·

(
ρiVd

i

)
ρU

, (4)

where U is the hydrodynamic velocity module. A larger set of
species with a more complete chemical mechanism is usually
considered for the Lagrangian reactor.

The same procedure can be applied to the energy balance
from which an equation for the temperature T is obtained

dT
ds

=

Q − 1
2

dU2

ds
−

∑
i∈S

hi
dYi

ds

 /
∑

i∈S

Yicpi

 , (5)

where h is the enthalpy, cp the specific heat, and Q the variation
of total enthalpy along the streamline which can be expressed,
neglecting viscous stresses, as Q = −∇ · q/ρU, and it is detailed
later on.
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Fig. 4: Cartoon of a Lagrangian fluid reactor marching along
precomputed streamlines. Species concentrations and energy can
evolve inside the reactor because of chemical processes and ra-
dial diffusion exchange among different fluid elements.

We note that since the velocity is given, there is no need to
solve for the momentum Equation 2. Besides, since the density
comes directly from the velocity field through the mass equation,
solving for the global mass equation is not necessary, and it is
sufficient to import the assigned density.

Finally, once the density, velocity, and temperature fields
have relaxed to freestream conditions (ρ∞, u∞, T∞) in the far
trail, the mass balances (Equation 4) are the main actors driving
the trail evolution through radial gradients in the chemical con-
centrations. The importance of the energy balance (Equation 5)
is marginal as the temperature is nearly uniform. The weight of
this equation in the far trail lies in the diffusion of the energy
produced or absorbed by chemical reactions.

2.4. Physico-chemical models

Thermodynamics

Equation 5 requires the evaluation of the species enthalpy hi.
Thermodynamic properties can be obtained by means of sta-
tistical mechanics, assuming that the energy modes follow a
Maxwell-Boltzmann distribution at temperature T (Anderson
2000).

At temperatures close to freestream values, such as the one
characterising the far trail, only the contribution of the transla-
tional and rotational degrees of freedom of the molecules shall
be considered, as the vibrational and electronic modes are not
excited2. Moreover, for a chemically reacting flow, the input of
the formation enthalpy h0 should also be accounted for. Quantity
hi for the i-th species reads as follows

hi = cpi T + h0i , (6)

where cpi
= 5

2
kB
µi

for atoms and free electrons and 7
2

kB
µi

for linear
molecules, kB and µi being respectively the Boltzmann constant
and the mass of the species.

2 One may argue that the light emission of the trail is the proof that the
vibrational and electronic degrees of freedom are excited. In fact, we
are assuming that internal energy excitation and nonequilibrium is only
significant in the near trail.

Hydrodynamic closure for mass and energy diffusion fluxes

Despite the high degree of rarefaction, the flow eventually ther-
malises as the trail develops. This aspect has been studied by
different authors (Baggaley & Webb 1977; Boyd 1998; Bariselli
et al. 2018). This property allows us to employ near-equilibrium
diffusion models based on gradients of thermodynamic quanti-
ties, such as the Fourier law and hydrodynamic mass diffusion.

For the quasi-Maxwellian trail, the expressions of the dif-
fusive fluxes ρiVd

i and q can be obtained from the Chapman-
Enskog theory (Giovangigli 1999). Diffusion velocities are writ-
ten as a linear combination of the gradients of species concen-
tration Xi, through the multicomponent diffusion matrix Di j

Vd
i = −

∑
j∈S

Di j

[
∇X j −

X jq j

kBT
E
]

i ∈ S, (7)

where the a priori unknown ambipolar electric field E acts as a
restoring force to charge neutrality, and it is obtained by con-
straining the net electric current to zero∑
i∈S

niVd
i qi = 0, (8)

qi being the charge and ni the number density of the i-th species3.
Thermal and barodiffusion effects are neglected in this work.
Heat fluxes include conduction, modelled with the Fourier law,
and diffusion of enthalpy

q = −λ∇T +
∑
i∈S

ρihiVd
i , (10)

where the temperature gradients ∇T and the heat conduction co-
efficient λ appear. Diffusion velocities transport the species en-
thalpy hi.

Finally, the transport coefficients Di j and λ, which appear in
Equations 7 and 10, require the evaluation of the collision in-
tegrals resulting from the Chapman-Enskog solution procedure
(Giovangigli 1999). These integrals link interatomic forces at
the microscopic level to transport properties at the macroscopic
scale. The choice of the potential depends on the nature of the in-
teraction between two species in a given mixture (Capitelli et al.
2000; Bruno et al. 2010; Levin & Wright 2004), as is detailed in
Sect. 3.

Chemical kinetics

Metal atoms, M, are produced during ablation, and they ionise as
a result of the highly energetic collisions with the atmospheric
molecules of the incoming stream (Dressler & Murad 2001).
The chemical evolution of these ions influences the radio sig-
nal decay, at timescales which can be comparable with those of
the diffusion process. In particular, the formation of metal oxide

3 We note that in this general formulation, the effects of the ambipo-
lar electric field do not rely on the definition of an ambipolar diffusion
coefficient. The ambipolar electric field can be promptly evaluated a
posteriori in the form

Ea =

∑
i∈S Xiqi

∑
j∈S Di j∇X j∑

i∈S Xiqi
∑

j∈S Di j
X jq j
kBT

, (9)

by imposing zero net electric current. The multicomponent ambipolar
matrix is retrieved by substituting the obtained electric field in Equa-
tion 7.
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ions (MO+ and MO+
2 ) and clusters (M+ · N2), by means of ex-

change reactions with the background atmosphere, regulate the
free electron densities as they are efficiently depleted by fast dis-
sociative recombination reactions (Plane et al. 2015).

If we consider a system of elementary reactions r ∈ R, we
can write∑
i∈S

ν
′

irXi 

∑
i∈S

ν
′′

irXi, (11)

where Xi is the chemical symbol for species i ∈ S, and ν
′

ir
and ν

′′

ir, the forward and backward stoichiometric coefficients for
species i in reaction r. Then, the mass production rate for the i-
th chemical component, ω̇i, can be expressed through the law of
mass action (Anderson 2000), as follows

ω̇i = Mi

∑
r∈R

νir

[
kf

∏
i∈S

(
ρi

Mi

)ν′ir
− kb

∏
i∈S

(
ρi

Mi

)ν′′ir ]
, (12)

where νir = ν
′′

ir − ν
′

ir and symbol Mi stands for the species molar
mass. The forward rate coefficients in Arrhenius form reads as

kf(T ) = AT η exp
{
−

Ea

kBT

}
, (13)

in which the rate constants A, η, and Ea are usually determined
experimentally. Backward rates, kb, are computed from detailed
balance, starting from the available forward rate coefficients and
equilibrium constants based on thermodynamic properties.

2.5. An additional note on the Lagrangian reactor

The Lagrangian reactor procedure that we have just introduced
can be used for both the near and the far trail. In the first case,
velocity and density fields are taken from a baseline simula-
tion, to refine the chemical evolution of the ablated vapour by
adding more detailed processes. In this region, exchange reac-
tions leading to the formation of metal oxide ions and clusters
may start playing a role already (Dressler & Murad 2001), and an
accurate description of the chemical mechanism would require
a large number of species to be described, most of which are
present only as traces. Chemical traces constitute a formidable
challenge to DSMC and PIC simulations, as minor species suf-
fer from very large statistical scatter (Hadjiconstantinou et al.
2003). The approach of refining a DSMC baseline simulation,
introducing detailed chemistry a posteriori, in the hypothesis that
this influences the flowfield only marginally, has shown to pro-
vide reliable results in the past (Boccelli et al. 2019), where a
near trail DSMC computation was used as a baseline solution,
and its chemistry was refined by the Lagrangian reactor method.

Regarding the far trail, velocity and density fields are con-
stant and uniform as they have attained freestream values. There-
fore, the streamlines do not vary any more and can be arbitrarily
extended up to any length of interest, and these can be used as
an input to the diffusive Lagrangian reactor.

In this work, we present results concerning the far trail only.
We perform a DSMC simulation of the near trail, and the condi-
tions at the end of the domain are used as initial conditions for
the Lagrangian reactor computation.

3. Numerical tools and dataset

3.1. The LARSEN code

At every position along the trail, Equations 4 and 5 are dis-
cretised radially using a finite volumes scheme (Boccelli et al.

2019) (see Figure 5). Therefore, at a given timestep, gradients
of species concentration and temperature are evaluated. We note
that, as each streamline can have different velocity, synchroni-
sation would quickly be lost during the integration, posing an
issue to the evaluation of transverse diffusion terms. In order to
circumvent this problem, the streamwise derivatives d/dsk along
each streamline k are converted into derivatives along the sym-
metry axis x, by taking into account the local streamline slope
θk

dx = cos θk dsk =⇒
d
dx

=
1

cos θk

d
dsk

(14)

Once the radial discretisation is performed, the problem has be-
come a system of ODEs in the only variable x, which is inte-
grated using Rosenbrock-4 or Runge-Kutta schemes. Error esti-
mation in the integrator allows the employment of an adaptive
step.

The computational cost scales with the number of stream-
lines considered and depends on the number of species em-
ployed, the stiffness of the chemical mechanism, and the char-
acteristic timescales for mass and energy diffusion processes.
Overall, the Lagrangian procedure is highly efficient if compared
to the DSMC computation of a trail. Typical simulation time for
a 1 km trail is of the order of 20 minutes on a single-core laptop,
while it would easily exceed a few weeks of computation time on
several cores for the DSMC method. An implementation of the
LAgrangian Reactor for StrEams in Nonequilibrium (LARSEN)
code is freely available at https://github.com/broderspp/
brODErspp, and more recent versions are available upon request
to the authors.

3.2. The MUTATION++ library

The MUTATION++ library (MUlticomponent Thermodynamic
And Transport Properties for IoNized plasmas) (Scoggins & Ma-
gin 2014) provides thermodynamic, transport, and kinetic mod-
els and data to the LARSEN code for the closure of Equation 4
and 5. This library is available online at https://github.com/
mutationpp/Mutationpp.

The library computes the diffusion velocities and the am-
bipolar electric field by solving the Stefan-Maxwell system
(Magin & Degrez 2004). Transport coefficients for neutral-
neutral interactions are derived according to Lennard-Jones (12-
6) data available in Svehla (1962), McGee et al. (1998) and
Capitelli et al. (2000). Combination rules for those polyatomic
species (André et al. 2010), whose potential parameters are not
available in the literature, are used. We employ the screened
Coulomb (Debye-Hückel) potential shielded at the Debye length
for charged-charged collisions. In terms of data, the evaluation
of this potential only requires the mass and charge of the collid-
ing species. Concerning ion-neutral interactions, a combination
of the Tang-Toennies potential and the Langevin polarisation po-
tential is used, respectively for air-air and metal-air collisions. In
particular, air-air collision integrals are taken from the work of
Levin & Wright (2004), whereas metal-air collisions are based
on the Langevin potential, which necessitates polarisability pa-
rameters of the neutral species and the mass of the ion.

Finally, we employ the forward rate coefficients given by
Park et al. (2001) for air reactions and the one from Plane et al.
(2015) for the thermalised chemical kinetics of metals. A brief
review of the latter is given below.
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Fig. 5: Schematic of the LARSEN numerical procedure along multiple streamlines.

Chemical mechanism for the neutralising trail

The chemistry in the thermalised trail has been widely studied,
and the recombination of the metal ions is relatively well un-
derstood (Baggaley & Cummack 1974; Baggaley 1978). The in-
terested reader can consult the comprehensive review by Plane
et al. (2015) on the topic, where both theoretical and experimen-
tal works are reported.

The ablated vapour of an ordinary chondrite mostly com-
prises iron, magnesium, sodium, and silicon species. In partic-
ular, an essential contribution to the production of ions is given
by Na, because of its volatile nature and low ionisation poten-
tial. Species such as SiO2 and SiO are present in relevant con-
centrations, contrary to atomic Si, which is characterised by low
vapour pressures. For this reason, Si ionisation and its conse-
quential chemical neutralisation are not considered here.

Magnesium and iron (M = Mg,Fe) oxide ions are formed by
means of charge exchange processes with the atmospheric ozone

M+ + O3 → MO+ + O2, (15)

or, below 80 km, by three-body processes in two steps, such as

M+ + 2O2 → MO+
2 + O2 (16)

and

MO+
2 + O→ MO+ + O2. (17)

The resulting oxide ion is efficiently depleted by the fast disso-
ciative recombination reaction

MO+ + e− → M + O, (18)

or, in the case of the iron dioxide ion, by

FeO+
2 + e− → Fe + O2. (19)

Furthermore, metal clusters can be created by reactions of
the following type

M+ + 2N2 → M+ · N2 + N2, (20)

where the atmospheric nitrogen plays the role of third-body in
the reaction. Magnesium clusters can recombine through disso-
ciation, similarly to Reaction 18 or, in the case of iron, they re-
cycle back to FeO+.

The neutralisation process of sodium is different from the
one of Mg and Fe. Na+ has a complete outer electron configura-
tion and can only form a cluster with N2 in a three-body process
of this type

Na+ + 2N2 → Na·N+
2 + N2 (21)

with subsequent recombination

Na·N+
2 + e− → Na + N2. (22)

The reaction rates included in the chemical mechanism are
reported in Table 1.

4. Results

We consider a 1 mm diameter meteoroid, flying at 32 km/s, and
evaporating at a surface temperature equal to 2000 K. This value
is chosen in agreement with the results obtained in Bariselli et al.
(2020), where the wall temperature is characterised by a plateau
not far from the melting condition independently from the initial
size and velocity. We examine two detection points, one at H =
80 km and the other at 100 km, which represent typical values for
radio detection of meteors. The Knudsen number experienced by
the evaporating molecules relative to the freestream (Bronshten
1983) reads as

Knr =
√

2
Vt

U∞
Kn∞, (23)

where Vt is the thermal velocity of the ablated atoms leaving
in equilibrium with the wall, and Kn∞ is the Knudsen number
based on the freestream mean free path λ̃∞ and the meteoroid
diameter

Kn∞ =
λ̃∞
D
. (24)

For the presented cases, Knr is between the value of 6 at the al-
titude of 100 km and the value of 0.3 at the altitude of 80 km,
these conditions belonging to the transitional regime (10−1 <
Knr < 10). Freestream densities, compositions, and tempera-
tures are an input to our model, and computed according to the
Naval Research Laboratory Mass Spectrometer Incoherent Scat-
ter Radar (NRLMSISE-00) empirical atmospheric model devel-
oped by Picone et al. (2002) and are reported in Table 2, whereas
abundances for ozone gas are roughly estimated according to
values reported by Baggaley & Cummack (1974). An ordinary
chondrite is assumed, for which we assume the following pro-
totypical mass concentrations: 36% SiO2, 25% MgO, 38% FeO,
and 1% Na2O.

4.1. Chemical kinetics of metals in an isothermal reactor

We start investigating the chemical mechanism presented in
Sect. 3.2, by studying the evolution of the species of mete-
oric origin independent from the diffusion process, as if the
gas was constrained in an isothermal reactor. Freestream values
of density and temperature from Table 2 are employed to set
the conditions of the reactor, and the atmospheric background
species are kept constant in time. As an initial condition, we con-
sider a quasi-neutral mixture of a metal vapour diluted in air, in
which the molar fractions are arbitrarily set as Mg+ = 0.1%,
Fe+ = 0.1%, and Na+ = 1.0%.
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Table 1: Reaction rates included in the chemical mechanism for the neutralising trail.

No. Reaction A η Ea/kB Reference
[m3/mol/s] [-] [K]

Charge exchange
1. Mg+ + O3 
MgO+ + O2 7.23 × 108 0.0 0 1
2. MgO+ + O
Mg+ + O2 3.55 × 108 0.0 0 1
3. Mg+ + N2 + M
Mg+

· N2 + M 5.8 × 109 -1.72 0 1
4. Mg+

· N2 + O2 
MgO+
2 + N2 2.11 × 106 0.0 0 1

5. Mg+ + O2 + M
MgO+
2 + M 5.44 × 109 -1.65 0 1

6. MgO+
2 + O
MgO+ + O2 3.91 × 108 0.0 0 1

7. MgO+ + O3 
Mg+ + 2O2 1.08 × 108 0.0 0 1
8. MgO+ + O3 
MgO+

2 + O2 1.99 × 108 0.0 0 1
9. Fe+ + O3 
 FeO+ + O2 4.58 × 108 0.0 241 2
10. Fe+ + N2 + M
 Fe+

· N2 + M 8.66 × 109 -1.52 0 2
11. Fe+

· N2 + O
 FeO+ + N2 3.01 × 107 0.0 0 2
12. FeO+

2 + O
 FeO+ + O2 3.01 × 107 0.0 0 2
13. Fe+ + O2 + M
 FeO+

2 + M 1.22 × 1011 -1.86 0 2
14. Na+ + N2 + M
 Na·N+

2 + M 2.01 × 1011 -2.2 0 3
Dissociative recombination

15. MgO+ + e− 
Mg + O 2.55 × 1012 -0.5 0 4
16. Mg+

· N2 + e− 
Mg + N2 2.55 × 1011 -0.5 0 4
17. FeO+ + e− 
 Fe + O 2.55 × 1012 -0.5 0 2
18. FeO+

2 + e− 
 Fe + O2 2.55 × 1011 -0.5 0 2
19. Na·N+

2 + e− 
 Na + N2 8.52 × 1011 -0.5 0 3
Electron impact ionisation

20. Mg + e− 
Mg+ + 2e− 3.22 × 1011 -0.5 88 696 5
21. Fe + e− 
 Fe+ + 2e− 1.95 × 1011 -0.5 91 246 5
22. Na + e− 
 Na+ + 2e− 1.21 × 1011 -0.5 59 594 5

Notes. Forward rates, kf , are computed according to Equation 13. Backward rates, kb, are computed starting from the available forward rates and
thermodynamic equilibrium properties in order to satisfy equilibrium.
References. (1) Plane & Whalley (2012); (2) Feng et al. (2013); (3) Plane (2004); (4) Plane & Whalley (2012); (5) Bariselli et al. (2020)

Table 2: Simulated freestream conditions.

Condition H U∞ n∞ T∞ XN2 XO2 XO XO3

ID [km] [km/s] [1/m3] [K] [% mol]
1 80 32 3.14 × 1020 215 80.0 19.998 0.001 0.001
2 100 32 1.37 × 1019 181 80.0 16.999 3.0 0.001

For magnesium, the formation of oxide ions in trace concen-
trations, such as MgO+ and MgO+

2 , precedes the actual recom-
bination of the free electrons, as is shown by Fig. 6. In the same
figure, the ion chemistry relevant to iron behaves similarly to
the one of magnesium, but concentrations of FeO+

2 are lower, if
compared to MgO+

2 , because the former is directly lost by dis-
sociation via Reaction 19. In Fig. 7, recombination appears to
be significantly dependent on the background pressure for both
magnesium and iron, mainly because of the influence of Reac-
tion 20 in the deionisation process.

With reference to sodium, the neutralisation mechanism is
significantly different and controlled by the cluster Na·N+

2 . Since
it only relies on three-body collisions (Reaction 21), it is charac-
terised by longer timescales. This effect is better shown in Fig. 7,
where timescales for recombination increase up to three orders
of magnitude, moving from 80 to 100 km.

From this analysis, we can conclude that, at an altitude of 80
km, ion chemistry in the trail proceeds at rates which are likely
to be comparable with the timescales of mass diffusion. On the
other hand, we have to exclude that chemical reactions can play
any role in the radio signal decay at 100 km.

4.2. Analysis of the trail

We simulate the full trail with the methodology described in
Sect. 2. First, we briefly discuss the main features of the near
trail, which are obtained through the SPARTA (Stochastic PAr-
allel Rarefied-gas Time-accurate Analyzer) DSMC-Boltzmann
solver by Gallis et al. (2014). This discussion allows us to exam-
ine the hypotheses introduced in Sect. 2, with regard to thermal
equilibrium, velocity and density fields. In a second step, we em-
ploy the information at the outlet of the DSMC domain, and we
march along the freestream streamlines with LARSEN, in order
to compute the chemistry in the far trail.

It is important to note that all the plots of the trail have to
be considered in a frame of reference fixed to the meteoroid.
Therefore, the reported simulations are to be interpreted, by a
ground-based observer, as simulations of one point of the trajec-
tory. What an observer moving with the meteoroid sees as a trail,
which relaxes to the freestream velocity and develops in space, is
seen by a ground observer as the radial evolution of a trail, whose
velocity relaxes to zero a few diameters after the meteoroid. In
this way, the given plots can be interpreted as the radial evolution
in one particular position of the sky, as time passes. Freestream
density and temperature in the background atmosphere can thus
be taken to be constant during the radial evolution, even for ex-
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Fig. 6: Evolution of the chemicals of meteoric origin involved
in the deionisation process in the background atmosphere at an
altitude of 80 km. Free electrons are represented with a dashed
black line .

10 2 10 1 100 101 102 103

Time [s]

10 4

10 3

10 2

M
o
la

r 
fr

a
ct

io
n
 

Na

Mg

Fe

Fig. 7: Influence of the atmospheric pressure in the neutralisation
of the trail. Comparison between 80 and 100 km altitude. The
effect of the background pressure is particularly evident for Na,
whose recombination is fully driven by a three-body process.
Dashed lines refer to 80 km and solid lines to 100 km.

tensive simulations. The conversion between the indicated spa-
tial position x and the ground-observer elapsed time t is obtained
through the flight velocity U∞ at the reflection point: t = x/U∞.

SPARTA DSMC-Boltzmann simulations of the near trail

We model the evaporation process of a spherical body and the
dynamics of the gas in the axisymmetric near trail using the
SPARTA DSMC-Boltzmann code. Evaporation rates are com-
puted according to the equilibrium partial densities provided by
the multi-phase multi-species equilibrium solver MAGMA by
Fegley & Cameron (1987). Once evaporated, energetic impacts
with the incoming air stream lead to the ionisation of metal
atoms, as a consequence of processes of this type

M + N2 → M+ + N2 + e− (25)

and this type

M + e− → M+ + 2e−. (26)

Also, air species contribute to the production of free electrons
through the mechanism provided by Park et al. (2001) for the
NASA Air-11 mixture: N2, O2, N, O, NO, and their ions. The
translational-internal energy exchanges are modelled accord-
ing to the classical phenomenological model by Borgnakke &
Larsen (1975). Moreover, we assume that metals are not in-
volved in exchange reactions in the near trail so that metal oxide
ions and clusters can only be produced in the far trail. Free elec-
trons, whose diffusion is modelled under the ambipolar assump-
tion, are expected to recombine later in the far trail.

A detailed description of these DSMC simulations is out of
the scope of this paper and can be found in Bariselli et al. (2020).
On the contrary, we are interested in examining the hypotheses
pertinent to the relaxation to freestream conditions and the initial
condition profiles which are provided to the far trail simulations.

The dynamics of the gas to the rear of the body can be best
appreciated by plotting the development in the physical space
of the velocity distribution function (VDF), as is done in Fig. 8,
for both the axial and the radial velocities. These distribution
functions are obtained by sampling DSMC particles at different
stations along the trail, in regions which are one meteoroid di-
ameter in height.

In the near trail (from 0 to roughly 150 diameters in this test
case), both the axial and radial VDFs are characterised by a bi-
modal shape, and the two families of particles, the metal vapour
and the air, do not interact significantly. Indeed, thermalisation
would push the two VDFs towards a common Maxwellian distri-
bution. Also, Fig. 8 shows that the near trail quickly assumes the
freestream velocity condition as the trail is progressively filled
by fast air molecules which, in a few diameters, take over the
slow ablated vapour. This process occurs in only a few mean
free paths and eventually, even in a low collisionality regime, it
leads to a Maxwellian distribution, at the end of the near trail.

The metal vapour diffuses in the surroundings, nearly in ther-
mal equilibrium with the wall, with a law not far from the one
describing an expansion into a vacuum (∼ 1/r2) (see the metal
vapour density field in Fig. 9). Moreover, in Fig. 9, we can see
how the average density in the near trail region reaches the val-
ues of the freestream in nearly 100 diameters. Also, in Fig. 10,
similar relaxation times apply to the translational and internal
temperatures. Here, translational and rotational degrees of free-
dom in the near trail take only a few microseconds (around
10 mean free paths) to equilibrate and relax to the values of
the freestream, confirming that the importance of Equation 5
is marginal in the far trail. In the near trail, the very high
temperatures observed (up to 105 K) arise from the mixing of
the two families of molecules, freestream and ablated vapour.
This results in a global population strongly out of equilibrium,
and whose dispersion - and therefore temperature - appears ex-
tremely high. Rather than the thermal content of the single pop-
ulation, this is to be interpreted as a geometrical temperature.

LARSEN Lagrangian reactor simulations of the far trail

We start the computation of the far trail from the radial pro-
files obtained at the outlet of the DSMC domain. In Fig. 11, we
show these profiles at 80 km after a few steps of integration in
LARSEN, which reduces considerably the noise characterising
the chemical traces in DSMC.

If we look at the density profiles in Fig. 12, chemical traces
of sodium are present far behind the meteoroid. At high altitude,
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Fig. 8: Evolution along the near trail of the axial VDF f (ξx) (a)
and the radial VDF f (ξr) (b): i. x/D = 0.5 (x/λ̃∞ = 0.1); ii.
x/D = 2.5 (x/λ̃∞ = 0.6); iii. x/D = 5 (x/λ̃∞ = 1.2); iv. x/D =
15 (x/λ̃∞ = 3.5). Air-vapour mixture , air , and vapour
contribution . Plots refer to Condition 1, at 80 km altitude.

the trail tends to diffuse much more than at lower altitude: at 100
km, metal traces are detectable in a 10 m radius cone after 1 km.

At 80 km, exchange reactions are active and produce metal
oxide ions and clusters. For these species, profiles at the axis of
symmetry of the simulation domain are plotted in Fig. 13. How-
ever, in the next section, we show that their influence is marginal
in the dynamics of the free electrons. Indeed, the evolution of
radial profiles suggests a deionisation process dominated by dif-
fusion. We give a quantitative evaluation of this in the following
section.

Electron line density and ambipolar diffusion coefficient ex-
tracted from trail simulations

We can compare the present numerical result with the analytical
solution for a problem of pure diffusion. In the case of a dilute
solution at constant mixture density, Equation 1 reduces to

∂t ne = ∇ · (Da∇ne), (27)
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Fig. 9: DSMC density profiles along the near trail for the two dif-
ferent altitude conditions, 80 km (marker ) and 100 km (marker
). The reference system is centred at the stagnation point: air-

vapour mixture , ablated vapour . Profiles are averaged in
a width of one meteoroid diameter around the axis of symmetry.
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as follows

ne(r, t) =
n̂e

π(r2
0 + 4Dat)

exp
{
−

r2

r2
0 + 4Dat

}
. (28)

Here, we are assuming that ions and electrons diffuse at the same
rate governed by the common and constant ambipolar diffusion
coefficient Da. From the electron number density ne, the electron
line density n̂e can be directly extracted from the simulations by
numerical integration, as follows

n̂e(t) = 2π
∫ ∞

0
ne(r, t) r dr, (29)
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Table 3: Electron line densities and ambipolar diffusion coeffi-
cients resulting from the numerical simulations.

Condition n̂e Da
ID [e/m] [m2/s]
1 1.30 × 1012 0.96
2 9.05 × 1010 19.1

which is constant along the trail (therefore in time), if chemistry
is not important. The initial meteor radius r0 is taken equal to the
radial width of the DSMC computational domain that is equal to
10 and 40 meteoroid radii respectively at 80 km and 100 km4. In
this regard, we would like to point out that the employed DSMC
domains are probably not large enough to contain the full ionisa-
tion profile, as an ablated atom may take several mean free paths
before ionising. Therefore, it may be that we are underestimating
the total free electron production. For both our simulated condi-
tions, the electron line density turns out to be nearly constant.
Its values can be found in Table 3. In Fig. 14, electron density
profiles at an altitude of 100 km are seen to follow the analytical
solution for radial diffusion closely, once the proper diffusion co-
efficient is chosen. The close agreement confirms the importance
of diffusion over chemistry for the current conditions and the fact
that a constant diffusion coefficient represents a fair assumption.
Diffusion coefficients are obtained by fitting Equation 28 over
the numerical profiles. The ambipolar diffusion coefficients re-
sulting from LARSEN simulations are reported in Table 3 and
show that the trail expands faster at 100 km than 80 km altitude.

4 The literature refers to the initial meteor radius as the span of the
cylinder of ionised plasma that is quasi-instantaneously formed upon
the passage of the meteoroid. In a consistent way, we are implying that
only the processes occurring in the near trail can be responsible for the
production of free electrons. Consequently, we define the initial meteor
radius according to the ionisation profile developed at the outlet of the
DSMC computational domain.

4.3. Link of trail simulations to the radio-echo theory

When the density of the free electrons is weak (underdense
reflection), the classical theory for wave-plasma interactions
(McKinley 1961) assumes that the incident radio wave can prop-
agate in the ionised gas, where it is scattered by the individual
electrons with no secondary scattering and absorption effects.
On the other hand, when the meteor is overdense, free electrons
cannot behave as autonomous reflectors, and the physics of the
wave-plasma interaction is more complicated.

The underdense condition can be formally written as ne < ncr
(Foschini 1999), where ncr represents the critical density, which
is reached when the plasma frequency

ωp =

√
neq2

e

ε0µe
(30)

attains the value of the impinging radio wave frequency. In Equa-
tion 30, quantity qe represents the electron charge, µe the mass
of the electron, and ε0 the permittivity of free space.

If we assume a wavelength Λ = 6 m, which corresponds to a
radio frequency equal to 50 MHz, the overdense region extends
up to 100 m along the axial direction and 5 cm in the radial one
at 80 km altitude. The overdense region can be seen in Fig. 15
for the 80 km case. On the other hand, at 100 km, the overdense
region appears to be only a few centimetres long, and the under-
dense condition is fulfilled practically everywhere.

Reconstruction of the underdense radio echo

If underdense plasma theory applies, and the trail is regarded as
a scattering cone (Equation 28) with a Gaussian density distri-
bution, then an analytical treatment to the signal reconstruction
exists (Verbeeck 1995). In the hypothesis of a plasma column
dominated by diffusion, classical radio theory for the forward-
scattering technique predicts a power delivered to the receiver
which reads as

PR(t) =
c0Λ3r2

e n̂2
e

32π2c1
exp

{
−8π2c2(r2

0 + 4Dat)
Λ2

}
×

1
2

[C2(t) + S2(t)]

(31)

for t > 0 s. Constant c0 depends on the apparatus, whereas c1 and
c2 depend on the geometry of the detection. Quantities Λ and re
are respectively the wavelength of the incident radio wave and
the classical radius of the electron. Finally, C and S stand for the
Fresnel integrals coming from diffraction phenomena.

Given the geometry of the detection (see Fig. 16 for its
graphical representation) and the technical parameters of the ra-
dio system, we can reconstruct an hypothetical radio echo, using
the physical quantities of the plasma extracted from the simula-
tions in Equation 31. In the BRAMS network (Lamy et al. 2011),
a dedicated beacon is installed in Dourbes, Belgium. It emits a
continuous waveform circularly polarised signal at a frequency
of 49.97 MHz with a constant power PT = 150 W. In Equa-
tion 31, parameter c0 is defined as

c0 = PTGTGR sin2 γ, (32)

γ being the angle between the electric field of the incoming wave
and the line of sight of the receiver. For the sake of simplicity, we
assume the gains of the transmitter and the receiver, respectively
GT and GR, equal to one, and we set sin2 γ = 1/2 (Verbeeck
1995), being γ the angle between the electric field vector of the
incoming wave and the line of sight of the receiver.
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Fig. 12: Ablated vapour expansion in the trail of the meteor. Number density contours at 80 and 100 km altitude show how much
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Fig. 13: Evolution of the chemicals of meteoric origin involved
in the deionisation process, at an altitude of 80 km. Reported val-
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at this condition, but their influence is marginal in predicting the
evolution of the electrons.

Constants c1 and c2 fully depend on the geometry of the de-
tection and respectively read as

c1 = RTRR(RT + RR)(1 − sin2 φ cos2 β) (33)

and

c2 =
1

sec2 φ
, (34)

where RT and RR are the distances of the transmitter and the
receiver from the reflection point, φ is half of the angle between
the transmitter and the receiver at the reflection point, and β the
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Fig. 14: Comparison of the analytical and numerical solu-
tions for the electron density profiles at different positions
in the far trail at 100 km altitude.

angle between the wave propagation plane, defined by the ellipse
in Fig. 16, and the meteor entry trajectory.

We imagine the reflected signal to be received by the
BRAMS radio station in Overpelt, Belgium. We set β = 0 deg,
and we consider that the wave propagation plane is not inclined
with respect to the local normal to the surface. For both condi-
tions, we simulate two different reflection points: one xd = 70
km and the other 117 km away from the transmitter. In Fig. 17,
we see that this distance influences the intensity of the signal
(roughly by a factor 1/R3 according to Equation 33), but not its
shape.

At 80 km altitude, the Fresnel oscillations are evident,
whereas at 100 km, these fluctuations are significantly damped
by the intense diffusion rate. Also, for the first case, the signal
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have assumed a wavelength Λ = 6 m, which corresponds to a radio frequency equal to 50 MHz. For this condition, the region
extends up to 100 m in the axial direction and 5 cm in the radial direction. Axes are not to scale and the freestream flows from left
to right.

lasts up to 0.3 s, a much longer duration with respect to Condi-
tion 2, where the echo quickly disappears after 0.025 s. Finally,
due to the higher electron densities characterising the plasma
column, the intensity of the received power appears to be three
orders of magnitude larger for the first case than in the second5.

Comparison of the ambipolar diffusion coefficients with theory
and radio/radar decay observations

We can now examine the diffusion coefficients extracted from the
numerical simulations in the light of classical theoretical results
and radio decay observations. In a three-component thermalised
plasma containing neutrals, ions, and electrons, a standard result
(Kaiser 1953; Ramshaw & Chang 1993) predicts the ambipolar
diffusion coefficient to be

Da = 2Di j, (35)

Di j being the ion-neutral binary diffusion coefficient, with index
i and j respectively representing the ion and neutral species. The
Einstein’s relation defines binary diffusion coefficients for ions
in a neutral gas as

Di j = Ki j
kBT
qe

, (36)

where Ki j is the zero-field mobility factor (Mason & McDaniel
1988). Langevin’s theory of ionic mobilities predicts a depen-
dency of Ki j on the mass of the ion and the polarisability of the
neutral molecule (Massey et al. 1971). This theory has shown
general good agreement with meteor decay times (Jones & Jones
1990), and it is consistent with the approach adopted here, where
ion-neutral binary diffusion coefficients Di j, arising from the
Chapman-Enskog method (see Appendix A), are computed us-
ing the Langevin potential. A comparison of the binary diffu-
sion coefficients employed in this work with results obtained by
means of Equation 36 and zero-field mobilities by Massey et al.
5 We note that both the events are below BRAMS detection threshold,
which is -140 dBm with a S/N > 10 dB, detectable by performing a Fast
Fourier Transform on 16384 samples (approximately 3 s). In order to
reach -157 dBm, 100 times more samples would be necessary.

(1971) is given in Fig. 18, for some relevant ions diffusing in
N2. A difference exists in the data of N+ and O+, for which
more accurate data have been used (Levin & Wright 2004). Also,
ambipolar diffusion rates extracted from the simulations and re-
ported in Table 3 are coherent with those predicted combining
Equations 35 and 36, if we consider that Na+ and Mg+ are the
most abundant ions in the simulations.

Finally, we compare results from our numerical simulations
with observations. Astronomers have proposed a variety of ob-
servational fittings to obtain the ambipolar diffusion coefficient
from the exponential decay constant, which is given by

τ =
Λ2

32π2Da
, (37)

and it is computed as the time that the echo intensity takes to de-
cay by a factor 1/e (Herlofson 1947). In Figure 19, we consider
some of these fits (Greenhow & Hall 1961; Jones & Jones 1990;
Galligan et al. 2004). We also report the data collected by the
Advanced Meteor Orbit Radar (AMOR) (Baggaley et al. 2002),
over which the fitting by Galligan et al. (2004) is based. Con-
tour lines correspond to the number of detections. We find the
diffusion of free electrons to be in good agreement with the ones
retrieved by observations, even if simulations seems to slightly
overpredict diffusion coefficients. Although scatters in the ex-
perimental data suggest caution in the comparison, possible rea-
sons for this discrepancy could reside in the differences among
the employed atmospheric models, in the inhibition of diffusion
by the geomagnetic field (Cervera & Reid 2000), or in overes-
timated concentrations of Na+ in the simulations, with respect
to Mg+ and Fe+. The far trail is computed in all its length, as-
suming a frozen composition of the meteoroid equal to its initial
condition. However, a depletion in volatile elements in the first
part of the entry path would lower sodium concentrations, and
the vapour phase would start being dominated by refractory ele-
ments (McNeil et al. 1998; Janches et al. 2009).

5. Conclusions

We have introduced a method to model meteor plasma trails up
to several kilometres in length, under rarefied conditions. This
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Fig. 16: (a) Graphical representation of the radio signal forward-scattered by a meteor trail. The optical path of the reflection is
specular. Reflections of the emitted signal from other segments of the trail can result in diffraction patterns, which are accounted
in Equation 31 by the Fresnel integrals. (b) Two hypothetical detection points for Condition 1 and 2. The transmitter in Dourbes,
Belgium emits a continuous radio wave at a frequency of 49.97 MHz and constant power of 150 W. The reflected signal is received
by the radio station in Overpelt, Belgium. The ellipse defines the wave propagation plane, and the two entry trajectories are tangential
to the ellipse at the reflection points. Moreover, we assume that the trajectories lie in the plane of propagation of the wave, having
set β = 0 deg.
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Fig. 17: Simulated power profiles for Condition 1 (upper) and
Condition 2 (lower). At t = 0 s, the meteor is at the reflection
point. For both conditions, we simulate two different reflection
points: one 70 km and the other 117 km away from
the transmitter. Here, we are assuming that the wave propaga-
tion plane is not inclined with respect to the local normal to the
surface.

method is a general and self-consistent procedure that allows
the computation of meteor physical parameters at given trajec-
tory conditions, without the need to rely on phenomenologi-
cal lumped models. In particular, we have analysed the main
physico-chemical features of the near and far trail, and we have
retrieved diffusion coefficient and electron line density, parame-
ters of vital importance for the interpretation of radio-scattering.

As test case, we have investigated the formation and develop-
ment of the trail generated by a 1 mm ordinary chondrite, flying
at 32 km/s, at altitudes of 80 and 100 km. Starting from DSMC
computations of the evaporating meteoroid, and the following
ionisation reactions, we have calculated the multicomponent dif-
fusion, ambipolar electric field, and chemistry relevant to the dis-
sipation of the plasma trail. In the near trail, translational and
rotational degrees of freedom of heavy species take only a few
microseconds to relax to the values of the freestream. In the far
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Fig. 18: Binary diffusion coefficients for some relevant ion-N2
collision pairs for Condition 1 (upper) and Condition 2 (lower).
Marker refers to the present work, marker to the work of
Massey et al. (1971).

trail, ionic chemical reactions, although active, have shown not
to play a significant role in the neutralisation process, which is
dominated by mass diffusion. Also, a common and constant dif-
fusion coefficient was sufficient to reproduce the numerical pro-
files. The influence of chemistry and differential radial diffusion
could be enhanced in overdense meteors, therefore this aspect
deserves further investigation. Moreover, the extracted ambipo-
lar diffusion coefficients have been compared with theoretical
values and observations, finding a good agreement in both cases.
As a last step, we have linked the dissipation of the free elec-
trons in the trail to the classical radio-echo theory of underdense
meteors, verifying whether applying this condition is legitimate
or not for the tested conditions.

In a future perspective, it is desirable to examine the method-
ology against radio observations in order to compare experimen-
tal echoes with the ones synthetically generated through sim-
ulations. This procedure would provide validation of the mod-
els and further insight into the phenomena involved. Finally,
the electron fields obtained numerically open the possibility of
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employing more sophisticated methods to study more in detail
the interaction of the plasma with the electromagnetic wave, for
instance Finite-Difference Time-Domain (FDTD) (Marshall &
Close 2015), optical ray tracing (Vecchi et al. 2004), or Volume-
Surface Integral Equation (VSIE) (Sha et al. 2019) techniques.
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Appendix A: Diffusion coefficients and interatomic
potentials in MUTATION++

The diffusion velocities are solution of the Stefan-Maxwell sys-
tem that requires the evaluation of the binary diffusion coeffi-
cients Di j. Details on this system and on its efficient solution
can be found in the work of Magin & Degrez (2004). Between
species i and j, a coefficient reads as

Di j =
3

16n
kBT

µR
i jΩ

(1,1)
i j

, (A.1)

where µR
i j =

µiµ j

µi+µ j
is the reduced mass and Ω

(1,1)
i j the collision

integral, defined as

Ω
(1,1)
i j =

√
2πkBT
µR

i j

∫ +∞

0

∫ +∞

0
e−γ

2
i jγ5

i j(1 − cosχ) bdb dγ. (A.2)

Here, variable b is the impact parameter characterising the bi-

nary collision and γ2
i j =

µR
i jg

2
i j

2kBT a reduced variable for the relative
velocity gi j. The scattering angle, χ = χ(b, g, ψ), resulting from
the dynamic of the binary collision, directly depends on the rel-
evant interatomic potential, ψ.

For neutral-neutral collisions, we employ the Lennard-Jones
(12-6) potential

ψi j(r) = 4εi j

[(
σ̄i j

r

)12

−

(
σ̄i j

r

)6]
, (A.3)

where quantity εi j is the depth of the potential well, σ̄i j is the
finite distance at which the potential is zero, and r is the distance
between the particles. Charged-charged interactions are treated
according to the screened Coulomb (Debye-Hückel) potential

ψi j(r) =
ziz j

r
q2

e

4πε0
exp

{
−

r
λD

}
, (A.4)

where z the elementary charge and λD the Debye length that
reads as

λD =

√
ε0kBT
neq2

e
. (A.5)

Finally, for neutral-ion interactions, where i is the neutral and j
the charged species, we use the Langevin polarisation potential

ψi j(r) = −
z2

jq
2
eαi

8πε0r4 , (A.6)

where αi is the dipole polarisability of the neutral species.
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