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Abstract—A nondeterministic actuator fault model-based
reliable control design method is presented for the leader-
following consensus of a multiagent system (MAS) subject to
input time-varying delay and the nonlinear phenomenon through
the observer framework. Notably, a more generalized practical
actuator fault model is proposed where the faults of each actuator
are assumed to occur randomly and the fault rates are charac-
terized by stochastic variables that satisfy certain probability
conditions. To trace the leader dynamics, a reliable observer-
based state feedback consensus algorithm is developed for the
pursuing agents. After that, in light of graph theory and the
Lyapunov–Krasovskii stability theorem, the required conditions
are achieved to guarantee the leader-following consensus of the
considered MAS, and then the corresponding reliable controller
design method is proposed. Furthermore, simulations are even-
tually conducted to exhibit the efficiency of the newly developed
control scheme, where it is shown that the obtained conditions
guarantee the consensus of the considered MAS in the case of
possible actuator faults.

Index Terms—Actuator faults, leader-following consensus,
multiagent system (MAS), stochastic reliable control.

I. INTRODUCTION

MULTIAGENT systems (MASs) are composed of a
group of interacting agents that interact mutually with

one another using particular mechanisms and protocols. Since
MASs accomplish crucial tasks in a coordinated manner,
they have several benefits compared with conventional con-
trol systems, such as minimizing total expenditure, providing
a better level of system performance, and providing new capa-
bilities. Meanwhile, consensus is the most significant and
prominent property in the study of MASs, which means that
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all the interacting agents will eventually arrive at a desired
fixed value [1]–[4], [6]. In practice, the consensus of MASs
has wide applications in numerous areas, such as wireless sen-
sor networks, formation cooperative control problems, and the
scheduling of automated highway systems [5], [7]; thus, the
investigation of the consensus of MASs has received a great
deal of attention among research communities during the last
few decades [8]–[12].

In the context of consensus problems, an interesting and
important area is the leader-following consensus, where there
exists an agent acting as a leader and the states of all agents
are required to reach the state of the leader [13]. Additionally,
in the perspective of applications, the leader-following con-
sensus has received considerable interest due to its significant
usages in diverse systems, such as vehicle systems, intel-
ligent decision support systems for power grid dispatching,
and networked control systems. So far in the literature, many
interesting problems have been studied regarding the leader-
following consensus with different agent dynamics, including
first-order, second-order, and high-order systems [14]–[17].
Furthermore, nonlinearity exists in practical MASs; thus,
interesting results on the leader-following consensus have been
obtained for nonlinear MASs in [18] and [19].

The aforementioned leader-following consensus algorithms
have predominantly assumed that the leader dynamics are
known or fixed. Unfortunately, this assumption does not
always hold in real-world situations because the leader dynam-
ics may be an unfixed reference and known only partially [20].
Furthermore, it is uncertain whether the leader’s command
signal can be accessed by the tracking agents when the num-
ber of agents is too high. In such critical situations, the
distributed observer-based technique is generally employed
in the algorithm design to track the unknown or unfixed
signal [21]. Numerous interesting results on observer-based
problems have been reported in [22]–[30]. Following these
seminal works, in [31], based on centralized and distributed
event-triggered mechanisms, the consensus problem of linear
MASs was studied under observer-based control protocols.
Additionally, a novel distributed consensus algorithm for both
discrete and continuous-time MASs was developed in [32]
under the observer framework. Recently, by employing the
concepts from system control theory and algebraic graph the-
ory, the consensus issue of general linear MASs was solved
in [33] by using the leader–follower framework, where two
different functional observers are adopted in distributed con-
sensus protocols to estimate the unknown inputs. However, to
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date, very few results have been published regarding the issue
of the leader-following consensus design for MASs through
the observer approach, which is the main motivation of this
paper.

On the other hand, a major concern of control communities
is the possible failure of an actuator during the task of control
signal transmission because faulty actuators may deteriorate
the control system performance or even cause potential dam-
age [34]. Therefore, the control system requires a sophisticated
control strategy to ensure and maintain desirable performance
even in the presence of faulty actuators. Owing to this require-
ment, control communities have developed a control strategy
called reliable control whose aim is to maintain the desirable
levels and stability conditions of the control system not only
when the control components are working in normal con-
ditions, but also in the existence of some possible actuator
faults [35]. Consequently, research on reliable control con-
sisting of actuator faults has drawn a remarkable amount of
attention (e.g., [36]–[41]) and is of great importance from
both theoretical and application-based perspectives. Following
these seminal works, reliable control problems for the con-
sensus of MASs have been eagerly examined in the past few
years [42], [43]. The aforementioned research on reliable con-
trol has mainly considered two cases: 1) when the actuator
fault is a fixed constant and 2) when the actuator fault is an
unfixed value, but lies in a bounded interval. However, in prac-
tical engineering problems, the actuator fault may occur in a
stochastic manner because the patterns and modes of actuator
faults are essentially random in nature, so the cases consid-
ered above cannot represent actuator faults exactly. Thus, it is
more applicable and meaningful to consider a fault factor that
obeys a certain probabilistic distribution in an interval. Based
on this scenario, only very few results have been obtained
in [44] and [45]. To date and to the best of our knowledge,
the problem of leader-following consensus of nonlinear MASs
by using a reliable controller with stochastic faults has not
been yet completely addressed in the literature, which partly
motivates us for the current study.

By employing the concepts from the aforementioned MAS
works, in this paper, we will design an observer-based reliable
controller subject to stochastic actuator faults that confirms
the leader-following consensus of nonlinear MASs. First, a
reliable state feedback consensus algorithm is proposed based
on the observer technique, where the concept of stochastic
actuator faults is taken into account. Second, by using sim-
ple mathematical transformations, two types of error systems
are formulated. Third, based on the Lyapunov stability the-
orem [47], sufficient conditions guaranteeing the asymptotic
stability of resulting error systems are derived in the mean-
square sense, which ensures the leader-following consensus
of the considered MAS. Subsequently, the observer and state
feedback gain parameters are estimated. Then, to show the
potential of the newly proposed control design, a simulation
example is provided.

The novelty and significant advantages of this paper are as
follows.

1) This paper is the first attempt to discuss the issue of the
leader-following consensus of the nonlinear MAS under

an observer-based reliable protocol subject to probabilis-
tic actuator faults and a switching topology. Compared
with the existing works on linear MASs, the results
obtained in this paper are more applicable, since most
MASs are, in practice, nonlinear. Moreover, the actuator
faults during the control design are assumed to occur in
a random manner such that the considered model in this
paper is more realistic.

2) Sufficient conditions guaranteeing the asymptotic sta-
bility of the resulting error systems are established
in the mean-square sense for the achievement of the
leader-following consensus of nonlinear MASs. Then,
the desired observer and reliable state feedback gain
matrices are obtained for a solution to linear matrix
inequality (LMI) constraints.

3) The results developed in this paper satisfy both normal
and faulty actuator cases; that is, all the actuators work
in the normal mode and some of the actuators work in
the faulty mode, which reveals that our results are more
general and practical.

II. GRAPH THEORY PRELIMINARIES

AND MODEL DESCRIPTION

Here, we first review some useful graph theory concepts,
and then the problem of the leader-following consensus of
nonlinear input-delayed MASs will be presented.

In this paper, to represent the interactions among the MAS
agents, an undirected graph G = (V, E,W) of order N is cho-
sen, where V = {v1, v2, . . . , vN} denotes the set of all agents,
E ⊆ V × V represents the edges’ set, and W = [aij]N×N is
the adjacency matrix with aij > 0 if (vi, vj) ∈ E and aij = 0
otherwise. Moreover, the neighbor set of vi can be represented
by Ni = {j : (vi, vj) ∈ E}. Let D = diag{d1, d2, . . . , dN} be the
degree matrix of graph G with entries di = ∑

j∈Ni
aij. Then,

the Laplacian matrix of G can be expressed as L = D − W .
In the context of the leader-following consensus of the

MAS, to represent the interactions between the agents and
leader, we use the graph Ĝ of order (N + 1), which contains
N following agents (already specified in G) and one leader
(denoted as v0). The leader can pass the information to track-
ing agents, but cannot acquire any information from them.
Supposing that there are variable interconnection topologies,
we denote the collection of all possible interaction graphs as
G = {Ĝ1, Ĝ2, . . . , ĜM} with the index set O = {1, 2, . . . ,M}.
To represent the index of the topology graph, we use the
switching signal σ(t) : [0,∞) → O. Then, the Laplacian
matrix associated with the underlying graph Ĝσ(t) is denoted
as Lσ(t).

Consider a continuous-time nonlinear MAS with input time-
varying delay that is composed of N identical agents and a
leader. Then, the motion of the agents’ state can be governed
by the following equations:

ẋi(t) = Axi(t)+ Bu f
i (t − ε(t))+ g(xi(t), t)

yi(t) = Cxi(t), i = 1, 2, . . . ,N

xi(t) = φ(t), t ∈ [−ε2, 0] (1)



where xi ∈ R
n and u f

i ∈ R
m are the ith agent’s state and input

with possible faults, respectively; yi ∈ R
q is the measured

output of the ith agent; ε(t) is the input delay satisfying 0 <
ε1 ≤ ε(t) ≤ ε2 and ε̇(t) ≤ λ < 1; and A, B, and C are real
constant matrices. Furthermore, φ(t) is the initial value of the
ith agent’s state.

Additionally, the motion of the leader’s state can be
expressed as follows:

ẋ0(t) = Ax0(t)+ g(x0(t), t)

y0(t) = Cx0(t) (2)

where x0 ∈ R
n and y0 ∈ R

q are the state and measured output
of the leader, respectively.

It can be observed from the existing literature that most of
the results on the leader-following consensus have considered
the leader’s dynamics fixed. However, this is not the case in
some practical situations because the leader’s dynamics may
vary for certain reasons, which are specified in Section I. In
these situations, to trace the states of the leader, an observer-
based protocol is essential. Thus, the observer-based dynamics
for the MAS (1) in question can be chosen in the following
manner:

˙̂xi(t) = Ax̂i(t)+ g
(
x̂i(t), t

)− D
∑

j∈Ni

αij(t)
[
ŷi(t)− ŷj(t)

]

− Dβi(t)
[
ŷi(t)− y0(t)

]

ŷi(t) = Cx̂i(t), i = 1, 2, . . . ,N (3)

where x̂i ∈ R
n is the observer state, D ∈ R

n×q is the observer
gain matrix, and the parameters αij(t) and βi(t) are defined by

αij(t) =
{

aij, if agents i and j have connection
0, else

βi(t) =
{

bi, if agent i has connection with leader
0, else

where aij > 0 are the connection weight constants between
agents i and j and bi > 0 are the connection weight constants
between agent i and the leader.

Throughout this paper, we assume the following two condi-
tions: 1) the nonlinear vector-valued function g(x(t), t) satisfies
||g(xi(t), t)|| ≤ W1||xi(t)||, where W1 > 0 is a diagonal matrix
and xi(t) ∈ R

n and 2) matrix C has rank q. For representation
purposes, the singular value decomposition of C is denoted as
C = U[S 0]VT, where U ∈ R

q×q and V ∈ R
n×n are uni-

tary matrices and S ∈ R
q×q is a diagonal matrix with positive

entries in decreasing order.
Now it is time to propose the control law to achieve the

leader-following consensus of the nonlinear MAS (1). As dis-
cussed earlier, there may be plenty of reasons for actuator
faults during the control signal transmission. So far in the
literature, various kinds of actuator fault models have been
introduced in the control design [34]–[36], [39], [44], [45].
Among them, the actuator fault model consisting of stochastic
faults is more applicable in practice and covers the existing
fault models [46]. Therefore, in this paper, the control law
with stochastic faults for (1) can be proposed as follows:

u f
i (t − ε(t)) = Hui(t − ε(t)) =

m∑

k=1

δkEkui(t − ε(t)) (4)

where H = diag{δ1, δ2, . . . , δm} is the actuator fault matrix and
δk (k = 1, 2, . . . ,m) are the stochastic variables, which take
values in the interval [0, 1]; Ek = diag{0, . . . , 0

︸ ︷︷ ︸
k−1

, 1, 0, . . . , 0
︸ ︷︷ ︸

m−k

}

(k = 1, 2, . . . ,m). Additionally, the delayed-state feedback
controller is defined by ui(t − ε(t)) = K[x̂i(t − ε(t)) − xi(t −
ε(t))], where K is the feedback gain matrix to be determined.
Since δks are stochastic variables, the mean and variance of δks
are denoted as 	k and ϑ2

k , respectively. Moreover, by letting
E{H} = H̄, it is easy to obtain E{H − H̄} = 0 and E{(H −
H̄)TP(H − H̄)} = ∑m

k=1 ϑ
2
k ET

k PEk, where P > 0.
Remark 1: Motivated by the works in [44] and [45], a

probability-dependent actuator fault model is adopted dur-
ing the design of the reliable controller (4) for the nonlinear
MAS (1). This fault model includes some of the existing fault
models [34], [35] as special cases; thus, it can be treated as
a more general fault model. However, this paper is the first
attempt in the literature to consider the occurrence of actuator
faults in a probabilistic manner for the nonlinear MAS.

Then, by substituting the control term (4) in (1), we can
obtain the following equations:

ẋi(t) = Axi(t)+ B
m∑

k=1

δkEkK
[
x̂i(t − ε(t))− xi(t − ε(t))

]

+ g(xi(t), t)

yi(t) = Cxi(t), i = 1, 2, . . . ,N. (5)

In what follows, to improve the analysis of the leader-
following consensus of the nonlinear MAS (1), the consensus
problem is equivalently changed to the stabilization problem
of corresponding error systems. For this purpose, we define
the consensus error vectors as êi(t) = x̂i(t) − x0(t) and
ei(t) = xi(t)− x0(t). Then, it is easy to find that

˙̂ei(t) = Aêi(t)+ G1
(
êi(t), t

)

− D

⎛

⎝
∑

j∈Ni

αij(t)C
[
êi(t)− êj(t)

]+ βi(t)Cêi(t)

⎞

⎠

ėi(t) = Aei(t)− BHKei(t − ε(t))+ BHKêi(t − ε(t))

+ G2(ei(t), t)

where G1(êi(t), t) = g(x̂i(t), t)− g(x0(t), t) and G2(ei(t), t) =
g(xi(t), t)− g(x0(t), t).

By utilizing the properties of the Kronecker product and
simple manipulation, the above error systems can be rewritten
in the following form:

˙̂e(t) = [
(I ⊗ A)− (Lσ(t) ⊗ DC

)]
ê(t)+ G1

(
ê(t), t

)
(6)

ė(t) = (I ⊗ A)e(t)− [
I ⊗ B(H − H̄)K

]
e(t − ε(t))

− (
I ⊗ BH̄K

)
e(t − ε(t))

+ [
I ⊗ B(H − H̄)K

]
ê(t − ε(t))

+ (
I ⊗ BH̄K

)
ê(t − ε(t))+ G2(e(t), t) (7)

where ê(t) = [ê1(t) ê2(t) · · · êN(t)]T, G1(ê(t), t) =
[G1(ê1(t), t) G1(ê2(t), t) · · · G1(êN(t), t)]T, e(t) = [e1(t)
e2(t) · · · eN(t)]T, G2(e(t), t) = [G2(e1(t), t) G2(e2(t), t) · · ·
G2(eN(t), t)]T, and Lσ(t) = Lσ(t)+Fσ(t), and Fσ(t) is a diagonal
matrix of order N whose ith diagonal element is βi(t).



The following lemma is essential to obtain the desired result
in the following section.

Lemma 1 [48]: For any given matrix C ∈ R
q×n (q < n)

with full row rank that is, rank(C) = q and a symmetric matrix
P of order n there exists a matrix P̂ of order n satisfying CP =
P̂C if and only if P can be described as P = V

[
P11 0
0 P22

]

VT,

where P11 ∈ R
q×q and P22 ∈ R

(n−q)×(n−q).

III. LEADER-FOLLOWING CONSENSUS CRITERION FOR

NONLINEAR MAS

In this section, by using a few concepts of algebraic
graph theory and the Lyapunov stability theorem, we will
establish sufficient conditions that guarantee the leader-
following consensus of the MAS (1) and the control design
of the probability-based reliable controller (4). Meanwhile,
to shorten the derivation part, let us use block entry matri-
ces zi (i = 1, 2, . . . , 18) ∈ R

18n×n, such as z4 =
[0n 0n 0n In 0n . . . 0n︸ ︷︷ ︸

14

]T and the following notions:

ψ1 = [z1 z9][(I ⊗ A)− (Lσ(t) ⊗ DC) I]T

ψ2 = [z10 z12 z3 z18]

× [
(I ⊗ A) − (I ⊗ BH̄K) (I ⊗ BH̄K) I

]T

η1 = [z1 z2 z5 z7], η2 = [z10 z11 z14 z16]

η3 = [z2 z4 z6 z8], η4 = [z11 z13 z15 z17]

N =

⎡

⎢
⎢
⎣

In In In

−In In −In

0 −2In 6In

0 0 −6In

⎤

⎥
⎥
⎦

R̄a = diag{(I ⊗ Ra), 3(I ⊗ Ra), 5(I ⊗ Ra)} (a = 5, 6)

1 = [z1 z10](I ⊗ R1)[ψ1 ψ2]T

+ [ψ1 ψ2](I ⊗ R1)[z1 z10]T

2 = [z1 z10]((I ⊗ R2)+ (I ⊗ R3))[z1 z10]T

+ [z2 z11]((I ⊗ R4)− (I ⊗ R2))[z2 z11]T

− (1 − λ)[z3 z12](I ⊗ R3)[z3 z12]T

− [z4 z13](I ⊗ R4)[z3 z13]T

3 = 31 +32 +33 +34, 31 = − 1

ε1
η1NR̄5NTηT

1

32 = − 1

ε1
η2NR̄5NTηT

2 , 33 = − 1

ε2 − ε1
η3NR̄6NTηT

3

34 = − 1

ε2 − ε1
η4NR̄6NTηT

4

4 = [41 42](I ⊗ Q1)[z2 − z3 z11 − z12]T

+ [41 42](I ⊗ Q2)[z3 − z4 z12 − z13]T

41 = [z1 z3 z10 z12], 42 = [z2 z4 z11 z13]

5 = [z9 z18]diag{−(I ⊗ I),−(I ⊗ I)}[z9 z18]T

ψ̂1 = [z1 z9]
[
(I ⊗ A)(I ⊗ P1)− (Lσ(t) ⊗ Y1C) I

]T

ψ̂2 = [z10 z12 z3 z18]

× [
(I ⊗ A)(I ⊗ P1) − (I ⊗ BH̄Y2) (I ⊗ BH̄Y2) I

]T

ˆ̄Ra = diag
{
(I ⊗ R̂a), 3(I ⊗ R̂a), 5(I ⊗ R̂a)

}
(a = 5, 6)

̂1 = [z1 z10]
[
ψ̂1 ψ̂2

]T +
[
ψ̂1 ψ̂2

]
[z1 z10]T

̂2 = [z1 z10]
(
(I ⊗ R̂2)+ (I ⊗ R̂3)

)
[z1 z10]T

+ [z2 z11]
(
(I ⊗ R̂4)− (I ⊗ R̂2)

)
[z2 z11]T

− (1 − λ)[z3 z12]
(

I ⊗ R̂3

)
[z3 z12]T

− [z4 z13]
(

I ⊗ R̂4

)
[z3 z13]T

̂3 = ̂31 + ̂32 + ̂33 + ̂34, ̂31 = − 1

ε1
η1N ˆ̄R5NTηT

1

̂32 = − 1

ε1
η2N ˆ̄R5NTηT

2 , ̂33 = − 1

ε2 − ε1
η3N ˆ̄R6NTηT

3

̂34 = − 1

ε2 − ε1
η4N ˆ̄R6NTηT

4

̂4 = [41 42]
(

I ⊗ Q̂1

)
[z2 − z3 z11 − z12]T

+ [41 42]
(

I ⊗ Q̂2

)
[z3 − z4 z12 − z13]T

̂5 = 5.

Theorem 1: Let (A,B) be stabilizable and (A,C) be
detectable. For prescribed scalars ε1 > 0, ε2 > 0 (ε2 ≥ ε1),
λ > 0, and ϑk ≥ 0 (k = 1, 2, . . . ,m), any appropriate
dimensioned matrices Wa (a = 1, 2), and known gain matri-
ces D and K, the leader-following consensus problem of the
MAS (1) is asymptotically solved in the mean-square sense via
the protocol (4) if there exist real constant matrices Rb > 0
(b = 1, 2, . . . , 7) and any appropriate dimensioned matrices
Qa (a = 1, 2) such that the following condition holds:

⎡

⎢
⎢
⎣

�1 �1 �2 �3
∗ �4 0 0
∗ ∗ �5 0
∗ ∗ ∗ �6

⎤

⎥
⎥
⎦ < 0 (8)

where

�1 =
5∑

i=1

i, ψ3 = [z3 z12]

ψ4 = [
ϑ1ψ3(I ⊗ BE1K)T ϑ2ψ3(I ⊗ BE2K)T · · ·
· · · ϑmψ3(I ⊗ BEmK)T

]

�1 = [z1(I ⊗ W1) z10(I ⊗ W2)]

�2 = [�21 �22 �23]

�21 = [√
ε1ψ1,

√
ε2 − ε1ψ1

√
ε2 − ε1ψ1

]

�22 = [√
ε1ψ2

√
ε2 − ε1ψ2

√
ε2 − ε1ψ2

]

�23 = [√
ε1ψ4

√
ε2 − ε1ψ4

√
ε2 − ε1ψ4

]

�3 = √
ε2 − ε1[�31 �32]

�31 = [41(I ⊗ Q1) 42(I ⊗ Q1)]

�32 = [41(I ⊗ Q2) 42(I ⊗ Q2)]

�4 = diag{−(I ⊗ I),−(I ⊗ I)}
�5 = diag{−�1,−�1,−�2}
�1 = diag{(I ⊗ R5), (I ⊗ R6), (I ⊗ R7)}
�2 = diag{�21,�22,�23}



�(t) =
[

êT(t) êT(t − ε1) êT(t − ε(t)) êT(t − ε2)
1

ε1

∫ t

t−ε1

êT(s)ds
1

ε2 − ε1

∫ t−ε1

t−ε2

êT(s)ds

2

ε2
1

∫ t

t−ε1

∫ t

u
êT(s)dsdu

2

(ε2 − ε1)2

∫ t−ε1

t−ε2

∫ t

u
êT(s)dsdu GT

1 (ê(t), t)

eT(t) eT(t − ε1) eT(t − ε(t)) eT(t − ε2)
1

ε1

∫ t

t−ε1

eT(s)ds
1

ε2 − ε1

∫ t−ε1

t−ε2

eT(s)ds

2

ε2
1

∫ t

t−ε1

∫ t

u
eT(s)dsdu

2

(ε2 − ε1)2

∫ t−ε1

t−ε2

∫ t

u
eT(s)dsdu GT

2 (e(t), t)

]T

�21 = diag

⎧
⎨

⎩
(I ⊗ R5) · · · (I ⊗ R5)︸ ︷︷ ︸

m

⎫
⎬

⎭

�22 = diag

⎧
⎨

⎩
(I ⊗ R6) · · · (I ⊗ R6)︸ ︷︷ ︸

m

⎫
⎬

⎭

�23 = diag

⎧
⎨

⎩
(I ⊗ R7) · · · (I ⊗ R7)︸ ︷︷ ︸

m

⎫
⎬

⎭

�6 = diag

⎧
⎨

⎩
−(I ⊗ R7), . . . ,−(I ⊗ R7)︸ ︷︷ ︸

4

⎫
⎬

⎭
.

Proof: To establish the leader-following consensus criterion
of the MAS (1), the Lyapunov–Krasovskii functional candidate
for the error systems (6) and (7) can be chosen as

V(t) = V1(t)+ V2(t)+ V3(t) (9)

where

V1(t) = �T(t)R1�(t)

V2(t) =
∫ t

t−ε1

�T(s)R2�(s)ds +
∫ t

t−ε(t)
�T(s)R3�(s)ds

+
∫ t−ε1

t−ε2

�T(s)R4�(s)ds

V3(t) =
∫ 0

−ε1

∫ t

t+u
�T(s)R5�(s)dsdu

+
∫ −ε1

−ε2

∫ t

t+u
�T(s)[R6 + R7]�(s)dsdu

where �T(t) = [êT(t) eT(t)] and Ra = diag{(I ⊗ Ra), (I ⊗
Ra)} (a = 1, 2, . . . , 7).

Then, by using the infinitesimal operator in (9) and taking
the mathematical expectation, it is easy to find that

E{�V1(t)} = E

{
êT(t)(I ⊗ R1) ˙̂e(t)+ ˙̂eT(t)(I ⊗ R1)ê(t)

+ eT(t)(I ⊗ R1)ė(t)+ ėT(t)(I ⊗ R1)e(t)
}

= E
{
�T(t)1�(t)

}

E{�V2(t)} = E
{
êT(t)[(I ⊗ R2)+ (I ⊗ R3)]ê(t)

+ êT(t − ε1)[(I ⊗ R4)− (I ⊗ R2)]ê(t − ε1)

− (1 − ε̇(t))êT(t − ε(t))(I ⊗ R3)ê(t − ε(t))

− êT(t − ε2)(I ⊗ R4)ê(t − ε2)

+ eT(t)[(I ⊗ R2)+ (I ⊗ R3)]e(t)

+ eT(t − ε1)[(I ⊗ R4)− (I ⊗ R2)]e(t − ε1)

− (1 − ε̇(t))eT(t − ε(t))(I ⊗ R3)e(t − ε(t))

− eT(t − ε2)(I ⊗ R4)e(t − ε2)
}

≤ E
{
�T(t)2�(t)

}

E{�V3(t)} = E

{
˙̂eT(t)[ε1(I ⊗ R5)+ (ε2 − ε1)[(I ⊗ R6)

+ (I ⊗ R7)]] ˙̂e(t)
−
∫ t

t−ε1

˙̂eT(s)(I ⊗ R5) ˙̂e(s)ds

−
∫ t−ε1

t−ε2

˙̂eT(s)[(I ⊗ R6)+ (I ⊗ R7)] ˙̂e(s)ds

+ ėT(t)[ε1(I ⊗ R5)+ (ε2 − ε1)[(I ⊗ R6)

+ (I ⊗ R7)]]ė(t)

−
∫ t

t−ε1

ėT(s)(I ⊗ R5)ė(s)ds

−
∫ t−ε1

t−ε2

ėT(s)[(I ⊗ R6)+ (I ⊗ R7)]ė(s)ds

}

.

Now, by applying the recently developed integral inequality
named the “refined Jensen’s inequality” [49] to the above inte-
gral terms containing (I ⊗ R5) and (I ⊗ R6), the following
inequalities are obtained:

−
∫ t

t−ε1

˙̂eT(s)(I ⊗ R5) ˙̂e(s)ds

≤ − 1

ε1
�T(t)η1NR̄5NTηT

1�(t) = �T(t)31�(t)

−
∫ t

t−ε1

ėT(s)(I ⊗ R5)ė(s)ds

≤ − 1

ε1
�T(t)η2NR̄5NTηT

2�(t) = �T(t)32�(t)

−
∫ t−ε1

t−ε2

˙̂eT(s)(I ⊗ R6) ˙̂e(s)ds

≤ − 1

ε2 − ε1
�T(t)η3NR̄6NTηT

3�(t) = �T(t)33�(t)

−
∫ t−ε1

t−ε2

˙̂eT(s)(I ⊗ R6) ˙̂e(s)ds

≤ − 1

ε2 − ε1
�T(t)η4NR̄6NTηT

4�(t) = �T(t)34�(t).



Based on the definition of ε(t), the integral terms containing
(I ⊗ R7) can be split as follows:
∫ t−ε1

t−ε2

˙̂eT(s)(I ⊗ R7) ˙̂e(s)ds =
∫ t−ε(t)

t−ε2

˙̂eT(s)(I ⊗ R7) ˙̂e(s)ds

+
∫ t−ε1

t−ε(t)
˙̂eT(s)(I ⊗ R7) ˙̂e(s)ds

(10)
∫ t−ε1

t−ε2

ėT(s)(I ⊗ R7)ė(s)ds =
∫ t−ε(t)

t−ε2

ėT(s)(I ⊗ R7)ė(s)ds

+
∫ t−ε1

t−ε(t)
ėT(s)(I ⊗ R7)ė(s)ds.

(11)

Furthermore, for any appropriate dimensioned real constant
matrices (I⊗Qa) = [(I⊗Qa1)

T (I⊗Qa2)
T (I⊗Qa3)

T (I⊗
Qa4)

T]T (a = 1, 2), the following zero equations hold well:

2αT(t)(I ⊗ Q1)

×
[

ê(t − ε1)− ê(t − ε(t))−
∫ t−ε1

t−ε(t)
˙̂e(s)ds

]

= 0

2βT(t)(I ⊗ Q1)

×
[

e(t − ε1)− e(t − ε(t))−
∫ t−ε1

t−ε(t)
ė(s)ds

]

= 0

2αT(t)(I ⊗ Q2)

×
[

ê(t − ε(t))− ê(t − ε2)−
∫ t−ε(t)

t−ε2

˙̂e(s)ds

]

= 0

2βT(t)(I ⊗ Q2)

×
[

e(t − ε(t))− e(t − ε2)−
∫ t−ε(t)

t−ε2

ė(s)ds

]

= 0

(ε(t)− ε1)α
T(t)�1α(t)−

∫ t−ε1

t−ε(t)
αT(t)�1α(t)ds = 0

(ε(t)− ε1)β
T(t)�1β(t)−

∫ t−ε1

t−ε(t)
βT(t)�1β(t)ds = 0

(ε2 − ε(t))αT(t)�2α(t)−
∫ t−ε(t)

t−ε2

αT(t)�2α(t)ds = 0

(ε2 − ε(t))βT(t)�2β(t)−
∫ t−ε(t)

t−ε2

βT(t)�2β(t)ds = 0

where α(t) = [êT(t) êT(t − ε(t)) eT(t) eT(t − ε(t))]T,
β(t) = [êT(t − ε1) êT(t − ε2) eT(t − ε1) eT(t − ε2)]T,
�1 = (I ⊗ Q1)(I ⊗ R7)

−1(I ⊗ Q1)
T, and �2 = (I ⊗ Q2)(I ⊗

R7)
−1(I ⊗ Q2)

T.
By denoting � = ε1(I ⊗R5)+ (ε2 −ε1)[(I ⊗R6)+ (I ⊗R7)]

and using the facts E{H} = H̄, E{H − H̄} = 0, and E{(H −
H̄)�(H−H̄)} = ∑m

k=1 ϑ
2
k ET

k�Ek in E{�V3(t)}, we can obtain

E

{ ˙̂eT(t)� ˙̂e(t)
}

= E
{
�T(t)ψ1�ψ

T
1 �(t)

}

E
{
ėT(t)�ė(t)

} = E
{
�T(t)ψ2�ψ

T
2 �(t)

+ êT(t − ε(t))ϒ ê(t − ε(t))

+ eT(t − ε(t))ϒe(t − ε(t))
}

where ϒ = ∑m
k=1 ϑ

2
k (I ⊗ BEkK)T�(I ⊗ BEkK). Based on

our assumption for the nonlinear term, we gain the following

inequalities:

0 ≤ êT(t)(I ⊗ W1)
T(I ⊗ W1)ê(t)− GT

1

(
ê(t), t

)
G1
(
ê(t), t

)

0 ≤ eT(t)(I ⊗ W2)
T(I ⊗ W2)e(t)− GT

2 (e(t), t)G2(e(t), t).

By collecting all the equations and inequalities involved in
the estimation of E{�V(t)}, it is easy to obtain E{�V(t)} ≤
E{�T(t)��(t)}, where

� =
5∑

a=1

a + ψ1�ψ
T
1 + ψ2�ψ

T
2 + [z1 z10]

× diag
{
(I ⊗ W1)(I ⊗ W1)

T, (I ⊗ W2)(I ⊗ W2)
T}

× [z1 z10]T + [z3 z12]ϒ[z3 z12]T

+ (ε2 − ε1)�(I ⊗ R7)
−1�T

� = [41(I ⊗ Q1) 42(I ⊗ Q1) 41(I ⊗ Q2) 42(I ⊗ Q2)].

Now, by using the Schur complement [34] in �, it seems
easy to find that � is an equivalent form of the left-hand
side of (8). Then, it is clear that E{�V(t)} < 0 when the
inequality (8) holds and the observer and reliable control gain
matrices are known. Thus, based on Lyapunov–Krasovskii sta-
bility theory, the closed-loop error systems (6) and (7) are
mean-square asymptotically stable, which means that the con-
sidered MAS (1) can achieve the leader-following consensus
via the reliable control (4).

In the following theorem, based on the condition obtained
in Theorem 1, we will develop a consensus protocol for
the observer-based and stochastic reliable state feedback con-
trollers that guarantees the leader-following consensus of the
MAS (1) even in the case of unknown state feedback control
gains.

Theorem 2: Consider the MAS (1) with the assumptions
that (A,B) and (A,C) are stabilizable and detectable, respec-
tively. Let ε1 > 0, ε2 > 0 (ε2 ≥ ε1), λ > 0, ρ > 0, and ϑk ≥ 0
(k = 1, 2, . . . ,m) be given scalars and Wa (a = 1, 2) be any
matrices with appropriate dimensions. If there exist real con-
stant matrices R̂b > 0 (b = 1, 2, . . . , 7) and any real constant
matrices Q̂a (a = 1, 2) with appropriate dimensions satisfying
the following LMI:

⎡

⎢
⎢
⎣

�̂1 �̂1 �̂2 �̂3

∗ �̂4 0 0
∗ ∗ �̂5 0
∗ ∗ ∗ �̂6

⎤

⎥
⎥
⎦ < 0 (12)

where

�̂1 =
5∑

a=1

̂a, ψ3 = [z3 z12]

ψ̂4 = [
ϑ1ψ3(I ⊗ BE1Y2)

T ϑ2ψ3(I ⊗ BE2Y2)
T · · ·

ϑmψ3(I ⊗ BEmY2)
T]

�1 = [z1(I ⊗ P1)(I ⊗ W1) z10(I ⊗ P1)(I ⊗ W2)]

�̂2 =
[
�̂21 �̂22 �̂23

]

�̂21 =
[√
ε1ψ̂1

√
ε2 − ε1ψ̂1

√
ε2 − ε1ψ̂1

]

�̂22 =
[√
ε1ψ̂2

√
ε2 − ε1ψ̂2

√
ε2 − ε1ψ̂2

]



�̂23 =
[√
ε1ψ̂4

√
ε2 − ε1ψ̂4

√
ε2 − ε1ψ̂4

]

�̂3 = √
ε2 − ε1

[
�̂31 �̂32

]

�̂31 =
[
41(I ⊗ Q̂1) 42(I ⊗ Q̂1)

]

�̂32 =
[
41(I ⊗ Q̂2) 42(I ⊗ Q̂2)

]

�̂4 = diag{−(I ⊗ I),−(I ⊗ I)}
�̂5 = diag

{
−�̂1,−�̂1,−�̂2

}

�a = −2ρ(I ⊗ P1)+ ρ2(I ⊗ R̂a) (a = 5, 6, 7)

�̂1 = diag{�5,�6,�7}

�̂2 = diag

⎧
⎨

⎩
�5 · · · �5︸ ︷︷ ︸

m

,�6 · · · �6︸ ︷︷ ︸
m

,�7 · · · �7︸ ︷︷ ︸
m

⎫
⎬

⎭

�̂6 = diag

⎧
⎨

⎩
−(I ⊗ R̂7), . . . ,−(I ⊗ R̂7)︸ ︷︷ ︸

4

⎫
⎬

⎭

Q̂a =
[
(I ⊗ Q̂a1)

T (I ⊗ Q̂a2)
T (I ⊗ Q̂a3)

T (I ⊗ Q̂a4)
T
]T

(a = 1, 2), then the MAS (1) achieves the leader-following
consensus under the reliable protocol (4). Moreover, if the
above LMI problem has a feasible solution, the observer and
reliable state feedback control gain matrices can be computed
from the following relations, respectively: D = Y1P̂−1

1 and
K = Y2P−1

1 .
Proof: It is noted that based on the inequality (8), the

MAS (1) under study asymptotically achieves the leader-
following consensus in the mean-square sense. Next, to
develop a design for both the observer and state feedback
controllers, we define the following notations: P1 = R−1

1 ,
R̂a = P1RaP1 (a = 2, 3, . . . , 7), and Q̂ab = P1QabP1
(a = 1, 2; b = 1, 2, 3, 4). Then, the left-hand side of (8) is
pre and postmultiplied by � and its transpose, respectively,
where

� = diag{�1, �1, (I ⊗ I),�1, �1, (I ⊗ I), (I ⊗ I), (I ⊗ I)

�2, �2, �3, �4, �5, �1}

�1 = diag

⎧
⎨

⎩
(I ⊗ P1), . . . , (I ⊗ P1)︸ ︷︷ ︸

4

⎫
⎬

⎭

�2 = diag
{
(I ⊗ R5)

−1, (I ⊗ R6)
−1, (I ⊗ R7)

−1
}

�3 = diag

⎧
⎨

⎩
(I ⊗ R5)

−1, . . . , (I ⊗ R5)
−1

︸ ︷︷ ︸
m

⎫
⎬

⎭

�4 = diag

⎧
⎨

⎩
(I ⊗ R6)

−1, . . . , (I ⊗ R6)
−1

︸ ︷︷ ︸
m

⎫
⎬

⎭

�5 = diag

⎧
⎨

⎩
(I ⊗ R7)

−1, . . . , (I ⊗ R7)
−1

︸ ︷︷ ︸
m

⎫
⎬

⎭
.

Moreover, during the pre and postmultiplication, the term CP1
can be equivalently written as P̂1C with the help of Lemma 1,
where P̂1 = USP−1

11 S−1U−1, and by defining Y1 = DP̂1 and

Y2 = KP1, the inequality (12) is obtained. Thus, the leader-
following consensus of the MAS (1) is attained under the
reliable protocol (4).

Remark 2: The established consensus criterion in
Theorems 1 and 2 is expressed in terms of LMIs, wherein the
free-weighting matrix method is employed in the derivation
of the main results to reduce possible conservatism. However,
the introduction of free-weighting matrices will significantly
increase the number of decision variables in the LMI-based
consensus criterion. A large number of decision variables
in an LMI make the consensus criterion more complex,
since the computational burden is large and solving the
LMI in question is very time-consuming. Fortunately, all
the computations in the main results are off-line, and with the
aid of the existing standard convex optimization software, the
proposed LMI-based consensus criterion can be easily solved.

Remark 3: To date, the literature has included a few works
concerned with the observer-based consensus analysis of var-
ious kinds of MASs [20], [31]–[33]. In all these works, the
effect of actuator faults, which cannot be ignored when design-
ing a robust controller [50], has not been considered. Thus,
the main intention of this paper is to fill this gap by making
the first attempt to deal with the problem of the observer-
based leader-following consensus of nonlinear MASs under
a stochastic faulty reliable controller. Therefore, the theoret-
ical results proposed in this paper enrich the study of the
observer-based consensus of MASs.

IV. VALIDATION THROUGH SIMULATIONS

To verify the developed LMI-based conditions in the
preceding section, here we present a numerical example with
simulations. For convenience, let us take a nonlinear MAS
with four agents and a leader, which can be modeled as (1),
and the corresponding state coefficient matrices are given by

A =
[−1.5 0.5

0.8 −0.3

]

, B =
[

0.06
0.01

]

, C = [
0 1

]

g(xi(t), t) =
[

0.01 cos(xi1(t))
0.01 cos(xi2(t))

]

.

Clearly, the matrix pairs (A,B) and (A,C) are stabilizable
and detectable, respectively. The interactions among the four
agents and leader are described by three arbitrarily switched
undirected topologies and depicted in Fig. 1, where the leader
node is denoted by 0 and the following agents’ nodes are
denoted by 1, 2, 3, 4. Moreover, in Fig. 1, the dashed lines
show the interaction between the leader and the following
agents, while the solid lines show the interactions among
the neighboring agents. Based on these interactions, we can
choose the following parameters:

L1 =

⎡

⎢
⎢
⎣

2 −1 −1 0
−1 2 0 −1
−1 0 2 −1
0 −1 −1 2

⎤

⎥
⎥
⎦

L2 =

⎡

⎢
⎢
⎣

2 −1 −1 0
−1 2 −1 0
−1 −1 3 −1
0 0 −1 1

⎤

⎥
⎥
⎦



Fig. 1. Three different types of switching topologies for four agents and a leader.

L3 =

⎡

⎢
⎢
⎣

2 −1 −1 0
−1 2 0 −1
−1 0 1 0
0 −1 0 1

⎤

⎥
⎥
⎦, F1 = diag{1, 0, 1, 0}

F2 = diag{1, 1, 0, 0}, F3 = diag{0, 1, 1, 1}.
Furthermore, the time-varying delay ε(t) is selected with the
lower and upper bounds of ε1 = 0.3 and ε2 = 11.5, respec-
tively. Additionally, its maximum time derivative limit is 0.4.
In this example, since m = 1, the stochastic variable δ1 is
assumed to obey Gaussian distribution with mean 0.2 and
variance 0.5.

Now, our intention is to design the reliable controller u f
i (t)

such that the following agents are able to trace the leader’s
motion exactly even with the occurrence of probability-
dependent actuator faults and time-varying delay, or xi(t) →
x0(t) and x̂i(t) → x0(t) for i = 1, 2, 3, 4. In this regard, the
sufficient conditions obtained in Theorem 2 are employed to
facilitate the control synthesis and attain the desired consensus
of the MAS (1).

By using the values specified above and any standard numer-
ical software to solve the LMI (12) with ρ = 40, the observer
and reliable state feedback control gain matrices are found
to be

D =
[−0.0848

0.4062

]

, K = [
0.0087 0.0190

]
.

Subsequently, a simulation is conducted to show the poten-
tial of the designed consensus control law. By applying
the above-estimated gain values to the considered MAS (1)
with the initial conditions x0(0) = [3 1]T, x1(0) =
[13 −4.5]T, x2(0) = [−1.5 3.5]T, x3(0) = [1 2.2]T,
x4(0) = [−4.2 5]T, x̂1(0) = [7 2]T, x̂2(0) = [1.2 6.5]T,
x̂3(0) = [−4 −2]T, and x̂4(0) = [5 −2]T, the trajectories
of the actual state, its observer, and the leader are shown in
Figs. 2–5. More precisely, the state trajectories of the first
to fourth agents along with their observers and leader are
displayed in Figs. 2–5, respectively. In these figures, it is
clear that all four agents’ states and their observers’ trajec-
tories are synchronized with the leader’s trajectories, which
means that the leader-following consensus of the nonlinear
MAS (1) is attained in a very short time through the reliable
control (4). Thus, the proposed control law (4) performs well
even when including the effects of time-varying delay and

Fig. 2. State trajectories of first agent.

Fig. 3. State trajectories of second agent.

randomly occurring actuator faults. In addition, Fig. 6 gives
the control response curves, and Fig. 7 depicts the region of
attraction for different values of ε2. It can be observed from
Fig. 7 that the increment of the delay bound leads to a smaller
region of attraction.

On the other hand, we estimate the maximum allowable
upper bound (MAUB) of ε2 for various values of ε1 and λ,
which is provided in Table I. From this table, it can be inferred
that if we increase the lower bound ε1 of time-varying delay
ε(t), the corresponding upper bound ε2 also increases, and if
we increase the derivative bound λ of ε(t), the corresponding
upper bound ε2 decreases.



TABLE I
ESTIMATED MAUB OF ε2 FOR DIFFERENT VALUES OF ε1 AND λ

Fig. 4. State trajectories of third agent.

Fig. 5. State trajectories of fourth agent.

Fig. 6. Control responses.

As a result, it is found through the numerical simulations
that both the trajectories of the actual state and its observer
can follow the exact trajectories of the leader within a short

Fig. 7. Region of attraction.

period, which shows that the proposed observer-based proto-
col can accurately determine the immeasurable states of the
nonlinear MAS (1). Furthermore, this example exhibits that
the proposed method can be effectively employed in the ver-
ification of the leader-following consensus of the nonlinear
MAS with the advantage that we can consider the stochastic
actuator faults in the control strategy.

V. CONCLUSION

In this paper, by using the observer technique, the reli-
able control design problem has been examined for attaining
the leader-following consensus of the nonlinear MAS subject
to nondeterministic actuator faults and a switching topology.
To be precise, an observer-based protocol and a probability-
dependent actuator fault model have been considered for the
nonlinear MAS. Then, by defining simple linear transforma-
tions, two error systems have been formulated such that the
leader-following consensus problem is equally changed to the
stabilization problem. By properly choosing a delay-dependent
Lyapunov–Krasovskii functional and utilizing some Kronecker
product properties, the required conditions for ensuring the
leader-following consensus of the nonlinear MAS have been
obtained, whether actuator faults appear or not. Moreover, the
design procedure of the reliable controller containing stochas-
tic faults has been presented based on the obtained conditions.
Lastly, the established theoretical results including the con-
trol design have been validated through a numerical example.
It would be interesting to extend the proposed results to
second-order MASs with communication delays using a non-
fragile control scheme, which will be the topic of our future
research.
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