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Abstract 

Support Vector Regression (SVR) is a popular supervised data-driven approach for building 

empirical models from available data. Like all data-driven methods, under non-stationary 

environmental and operational conditions it needs to be provided with adaptive learning capabilities, 

which might become computationally burdensome with large datasets cumulating dynamically. In 

this paper, a cost-efficient online adaptive learning approach is proposed for SVR by combining 

Feature Vector Selection (FVS) and Incremental & Decremental Learning. The proposed approach 

adaptively modifies the model only when different pattern drifts are detected according to proposed 

criteria. Two tolerance parameters are introduced in the approach to control the computational 

complexity, reduce the influence of the intrinsic noise in the data and avoid the overfitting problem 

of SVR. Comparisons of the prediction results is made with other online learning approaches e.g. 

NORMA, SOGA, KRLS, Incremental Learning, on several artificial datasets and a real case study 

concerning time series prediction based on data recorded on a component of a nuclear power 

generation system. The performance indicators MSE and MARE computed on the test dataset 

demonstrate the efficiency of the proposed online learning method. 
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1. Introduction 

Various efforts of research on machine learning have been devoted to studying situations in which 

a sufficiently large and representative dataset is available from a fixed, albeit unknown distribution. 

The models trained for these situations can function well only for patterns within the representative 

training dataset [20].  

In real-world applications, systems/components are usually operated in non-stationary 

environments and evolving operational conditions, whereby patterns drift. Then, to be of practical 

use the models built must be capable of timely learning changes in the existing patterns and new 
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patterns arising in the dynamic environment of system/component operation. The up-to-date 

snapshot of the ongoing research in this area can be found in [6], [7], [13], [20], [21], [22]. Different 

adaptive strategies have been proposed for neural networks [6], Markov Chain [7], fuzzy inference 

systems [21], feature extraction [13], and fault detection [22].  

Support Vector Regression (SVR) is a popular, supervised data-driven approach, which also must 

cope with the problem of changing environments and adaptation to pattern drifts, but has attracted 

relatively less attention for adaptive learning. This paper provides a strategy for feature extraction 

and adaptive learning with SVR. 

Some approaches have been proposed in the literature for SVR to adaptively learn new data points 

[2], [3], [8], [10], [18], [23]. In these approaches, the online learning of a trained SVR model is 

mostly guided by prediction accuracy and/or characteristics of the inputs of the data points: 

increasing data points are used to update the SVR model when the corresponding predictions are 

not precise and/or they belong to a less explored zone of the input space and, thus, contain new 

information. With respect to the consideration of the input characteristics for achieving model 

update, reference [18] proposes an approach based on an adaptive Kernel Principal Component 

Analysis (KPCA) and Support Vector Machine (SVM) for real-time fault diagnosis of High-Voltage 

Circuit Breakers (HVCBs). Bordes et al. [2] propose an online algorithm which converges to the 

SVM solution by using the τ-violating pair paradigm. Wang et al. [23] propose an online core 

vector machine classifier with adaptive Minimum-Enclosing-Ball (MEB) adjustment. Reference 

[10] uses a small subset of basis vectors to approximate the full kernel on arbitrary points. Engel et 

al. [8] present a nonlinear kernel-based recursive least squares algorithm, which performs linear 

regression in the feature space and can be used to recursively construct the minimum mean squared-

error regressor. Csato and Opper [3] combine a Bayesian online algorithm with a sequential 

construction of relevant subsets of the training dataset and propose Sparse On-line Gaussian Process 

(SOGP) to overcome the limitation of Gaussian process on large datasets.  

The methods above consider only the characteristics of the inputs to update the model, not the 

prediction accuracy. Reference [4] proposes an online recursive algorithm to “adiabatically” add or 

remove one data point in the model while retaining the Kuhn-Tucker conditions on all the other data 

points in the model. Martin [17] further develops this method for the incremental addition of new 

data points, removal of existing points and update of target values for existing data points. But the 

authors provide only the “how” for model update, while the “when” and “where” to make such 

update are not presented, and adding each new point available can soon become quite time-

consuming. Karasuyama and Takeuchi [11] propose a multiple incremental algorithm of SVM, 

based on the previous results. These above mentioned incremental and decremental learning 

approaches feed to the model all new points including noisy and useless ones, without bothering of 

selecting the most informative ones. Crammer et al. [5] propose online passive-aggressive 

algorithms for classification and regression, but considering only the prediction accuracy as the 

update criterion. Reference [12] considers using classical stochastic gradient descent within a 

feature space and some straightforward manipulations for online learning with kernels. The gradient 

descent method destroys completely the Kuhn-Tucker conditions, which instead are necessary for 

building a SVR model.  

In this paper, the authors propose an online learning approach for SVR to adaptively modify the 

model when different types of pattern drifts are detected, providing a solution for “when” and 

“where” to modify the trained model. The proposed online learning approach is a compromise 
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among prediction accuracy, robustness and computational complexity, obtained by combining a 

simplified version of the Feature Vector Selection (FVS) method introduced in [1] with the 

Incremental & Decremental Learning presented in [4], considering the characteristics of the inputs 

of new data points and the bias of the corresponding prediction. The method is hereafter called 

Online learning approach for SVR using FVS and Incremental & Decremental Learning, Online-

SVR-FID for short. FVS aims at reducing the size of the training dataset: instead of training the 

SVR model with the whole training dataset, only part of it (the set of Feature Vectors (FVs) which 

are nonlinearly independent in the Reproduced Kernel Hilbert Space (RKHS)) is used and the 

mapping of the other training data points in RKHS can be expressed by a linear combination of the 

selected FVs. In this paper, FVS is simplified and used for the proposed adaptive online learning 

approach. According to the geometric meaning of FVS in RKHS, in this paper, each data point 

(input-output pair) is defined as a pattern and two types of pattern drifts are given: new pattern and 

changed pattern. A new data point is a new pattern (or new FV) if the mapping of its inputs in RKHS 

cannot be represented by a linear combination of the mapping of existing patterns (this is integrated 

in some papers), while it is a changed pattern if its mapping can be represented by such a linear 

combination but the bias of its predicted value is bigger than a predefined threshold. Once a new 

data point is judged as a new pattern, it is immediately added to the present model no matter the 

bias of its prediction is small or big, thus keeping the richness of the patterns in the model. A changed 

pattern is used to replace a selected existing pattern instead of adding it into the model, thus keeping 

the nonlinear independence in RKHS among all the data points in the model, which is critical for 

FVS calculation. When adding or removing a FV in the model, instead of retraining the model, 

Incremental & Decremental Learning can construct the solution iteratively. Two criteria are 

proposed to detect new and changed patterns, considering respectively the characteristics of the 

inputs and bias of the prediction. The proposed approach can efficiently add new patterns and 

change existing patterns in the model, to follow the incoming patterns and at the same time reduce 

the computational burden by selecting only informative data points. The two criteria proposed for 

verification of new patterns and changed patterns can also help avoiding the overfitting problem 

bothering SVR and reducing the influence of the intrinsic noise in the data.  

The structure of the proposed Online-SVR-FID is similar to that of the method proposed in [23]. 

However, the method proposed in [23] is based on MEB whereas Online-SVR-FID is based on FVS. 

Another main difference between these two methods is that the method proposed in [23] adds only 

the new patterns (as defined previously) in the model, while in Online-SVR-FID, two kinds of drifts 

(new patterns and changed patterns) are identified. New patterns are added to the model directly as 

in [23] whereas the changed patterns are used to replace existing FVs to keep the nonlinear 

independence among FVs, which is critical during online learning. 

Four artificial datasets with pattern drifts are firstly tested to compare the results produced by 

Online-SVR-FID and some benchmark methods. A real case study is, then, worked out concerning 

the leak flow from a seal of a pump in a Nuclear Power Plant (NPP). The comparison with several 

other online learning methods proves the accuracy and efficiency of the proposed method. 

The rest of the paper is organized as follows. Section 2 gives some basics of SVR, the modified 

FVS and Incremental & Decremental Learning; the proposed Online-SVR-FID is also detailed in 

this section. Section 3 describes the artificial and real case studies, and presents the experimental 

results and their comparisons with other online learning methods. Some conclusions and 

perspectives are drawn in Section 4. 
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2. Online-SVR-FID 

Pattern drift is a challenging problem for supervised data-driven approaches. The Online-SVR-FID 

approach proposed in this paper is a cost-efficient online learning approach for SVR, capable of 

handling new patterns and changed patterns as defined in the Introduction. It can effectively and 

timely detect and add a new pattern or update a changed pattern in the model, while retaining the 

Kuhn-Tucker conditions, which are necessary and sufficient conditions for the optimization of the 

quadratic function associated to SVR. Two criteria considering the characteristics of the input and 

the bias of the prediction, are proposed for verification of the two types of pattern drifts.  

In order to fully explore the Online-SVR-FID, we briefly recall SVR, FVS [1] and Incremental & 

Decremental Learning [4]. The proposed approach is, then, detailed, a pseudo-code is given and two 

tolerance parameters are introduced for computational control. 

2.1 Support Vector Regression with 𝜺-Insensitive Loss Function 

SVR seeks to find the best estimate function 𝑓(𝒙) = 𝝎𝒙 + 𝑏 of the real underlying function for a 

set of training data points (𝒙𝑖 , 𝑦𝑖), for 𝑖 = 1, 2, … , 𝑇. By solving the Kuhn-Tucker conditions of 

the following quadratic optimization problem 

 

Minimize 
1

2
‖𝝎‖2 + 𝐶 ∑ (𝜉𝑖 + 𝜉𝑖

∗)𝑇
𝑖=1   

Subject to {

𝑦𝑖 − 𝝎𝒙𝑖 − 𝑏 ≤ 𝜀 + 𝜉𝑖

𝝎𝒙𝒊 + 𝑏 − 𝑦𝑖 ≤ 𝜀 + 𝜉𝑖
∗

𝜉𝑖 , 𝜉𝑖
∗ ≥ 0

,         ⑴ 

 

the best estimate function 𝑓(𝒙) can be expressed as a support vector expansion 

 

𝑓(𝒙) =  ∑ 𝛽𝑖𝑘(𝒙, 𝒙𝑖)𝑇
𝑖=1 + 𝑏,             ⑵ 

 

where 𝑘(𝒙, 𝒙𝑖) =  𝑒−‖𝒙−𝒙𝑖‖2/2𝜎2
 in the case of Radial Basis Function (RBF); the multipliers (also 

called influences in some literature) 𝛽𝑖 ∈ [−𝐶, 𝐶], for 𝑖 = 1, … , 𝑇 are the solutions of the dual 

optimization problem in SVR and satisfy the corresponding Kuhn-Tucker conditions. Details can 

be found in [9]. The points 𝒙𝑖 with non-zero multipliers 𝛽𝑖 are called Support Vectors (SVs). 

There are three hyperparameters in the SVR model using RBF kernel function and the ε-insensitive 

loss function: the penalty factor C, the sparsity of the data ε and the width of the kernel σ. 

2.2 Feature vector selection 

Baudat and Anouar [1] define two parameters (local fitness and global fitness) to characterize the 

feature space of training dataset. A number of FVs are selected from the mapping of all training data 

points to represent the useful dimension of RKHS in the training dataset. Mapping of any other data 

points in RKHS can be projected on these FVs and, then, classical algorithms for training and 

prediction can be applied based on the selected FVs. 

The aim of FVS is to represent the mapping of all the training data points in RKHS with a linear 
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combination of selected FVs. Suppose (𝒙𝑖 , 𝑦𝑖), for 𝑖 = 1, 2, … , 𝑇, are the training data points and 

the mapping φ(𝒙) maps each input 𝒙𝑖  into RKHS with the mapping 𝝋𝑖 , for 𝑖 = 1, 2, … , 𝑇 ; 

𝑘(𝒙𝑖, 𝒙𝑗) = 〈𝜑(𝒙𝑖), 𝜑(𝒙𝑗)〉 is the inner product between 𝝋𝑖 and 𝝋𝑗.  

In order to find a new FV, we just need to verify if the mapping 𝝋𝑁 of a new data point (𝒙𝑁, 𝑦𝑁) 

can be represented by a linear combination of the existing FVs. Suppose the existing FVs are 

included in the feature space 𝐒 = {𝝋1, 𝝋2, … , 𝝋𝐿} and the corresponding original data points are 

{ 𝒙1, 𝒙2, … , 𝒙𝐿 }. The verification of the new FV amounts to finding the vector 𝒂𝑁 =

{𝑎𝑁,1, 𝑎𝑁,2, … , 𝑎𝑁,𝐿} which gives the minimum of (3) below: 

  

𝜇𝑁 =  
‖𝝋𝑁−∑ 𝑎𝑖𝝋𝑖

𝐿
𝑖=1 ‖

‖𝝋𝑁‖
                ⑶ 

 

It is difficult to give the mapping function φ(𝒙) and make the previous calculation in RKHS. On 

the other hand, the kernel function gives the inner product of two data points in RKHS without 

having to know the exact mapping function. Thus, the minimum of 𝜇𝑁 can be expressed by an 

inner product of the kernel functions 

 

min 𝜇𝑁 = 1 −
𝐾𝑺,𝑁

𝑡 𝐾𝑺,𝑺
−1𝐾𝑺,𝑁

𝑘𝑁,𝑁
,            ⑷ 

 

where 𝐾𝑺,𝑺 is the kernel matrix of 𝐒 and 𝐾𝑺,𝑁 = (𝑘𝑖,𝑁), 𝑖 = 1,2, … , 𝐿 is the vector of the inner 

product between 𝝋𝑁 and S; 𝐽𝑺,𝑁 =
𝐾𝑺,𝑁

𝑡 𝐾𝑺,𝑺
−1𝐾𝑺,𝑁

𝑘𝑁,𝑁
 is called the local fitness of data point 𝒙𝑁 with 

respect to feature space 𝐒. If 1 − 𝐽𝑺,𝑁 is smaller than the pre-set positive threshold 𝜌 (the first 

tolerance parameter here introduced) for local fitness, the new point is not a new FV, otherwise, it 

is added to S as a new FV.  

The linear independence between all FVs is necessary and sufficient to make sure that 𝐾𝑺,𝑺 is 

revertible. There is no need to further check if the 𝐾𝑺,𝑺 with the newly added FV is invertible as 

the original work of [1]. Tolerance parameter 𝜌 controls the number of selected FVs and can 

decrease the influence of the noise in the data. Its best value is dependent on the hyperparameter in 

the kernel function, e.g. for RBF, the best 𝜌 for a bigger σ is normally smaller. Large values of 𝜌 

lead to less FVs, and vice versa. A good choice of the value of 𝜌 can decrease the noise in the 

model, while keeping enough FVs to guarantee good performance of the SVR model. 

From (4), it is clear that the best values 𝒂𝑁 are: 

 

𝒂𝑁 =  𝐾𝑺,𝑁
𝑡 𝐾𝑺,𝑺

−1.                ⑸ 

 

We introduce also the global fitness 𝐽𝑺 on the dataset: 

 

𝐽𝑺 = ∑ 𝐽𝑺,𝑖
𝑀
𝑖=1 .                 

 ⑹ 

 

Geometrically, FVS is to select the coordinate vectors in RKHS. Figure 1 is an example of a bi-

dimensional feature space. Any pair of two linearly independent vector, e.g. 𝝋1 and 𝝋2 can be 
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seen as coordinate vectors which form an oblique coordinates system and any other vectors, e.g. 

𝝋3 can be represented in this space as 𝑎31𝝋1 + 𝑎32𝝋2, with [𝑎31, 𝑎32] calculated by (5) and 

𝑎31𝝋1 , 𝑎32𝝋2  its oblique projections on 𝝋1  and 𝝋2 . For a vector, e.g. 𝝋4  outside the bi-

dimensional feature space, the closest vector to this vector in the feature space is 𝝋5 which is its 

projection on this space of; then, 𝑎41𝝋1, 𝑎42𝝋2 are the oblique projections of 𝝋5 on 𝝋1 and 

𝝋2, with 𝑎41, 𝑎42 calculated with (5). Thus, for any vector 𝝋 in RKHS, its local fitness is cos2𝜃, 

with 𝜃 the angle between this vector and the feature space. If 𝝋 is in this feature space, 𝜃 is 0, 

otherwise 𝜃 is in the interval (0, 𝜋/2]. The threshold 𝜌 assures that only the vector whose 𝜃 is 

bigger than arcsin√1 − 𝜌 is selected as the next new feature vector. The function of 𝜌 is like the 

𝜀 in the 𝜀-insensitive loss function of SVR. 

 

Figure 1 

 

2.3 Incremental and Decremental learning 

Incremental & Decremental Learning as proposed in [4], provides a good “tool” for SVR to 

adaptively modify the SVR model with new data points. The idea is to find the Kuhn-Tucker 

conditions for a new data point by iteratively modifying its influence in the regression function 

while keeping the Kuhn-Tucker conditions satisfied by the other data points in the model.  This 

method can “adiabatically” add a new point and remove an existing point in the SVR model, instead 

of retraining it from the beginning. Although it has been proposed for classification problems in the 

original work, the method has been applied also for regression problems [16].  

In this paper, Incremental & Decremental Learning is used for the tasks of ADDITION (add a new 

FV) and UPDATE (update the output of an existing FV) in the model, after some necessary 

verifications. 

2.4 Online-SVR-FID 

 

Figure 2 

 

The Online-SVR-FID method can be divided into two parts: one is Offline Training, i.e. selecting 

FVs in the available offline data and training the SVR model; the other is Online Learning, i.e. for 

each new data point, verifying if it is a new pattern, a changed pattern or just an existing pattern and 

taking the corresponding action. Figure 2 shows the paradigm of Online-SVR-FID. The pseudo-

code is given in Figure 3. 

 

Figure 3 

 

2.4.1 Offline Training of Online-SVR-FID 

Offline Training includes two steps. The first step is to select the FVs in the training dataset with 

FVS. The aim is to find the feature space S formed by part of the training dataset, which gives the 

minimum of the global fitness 𝐽𝑺 calculated with (6) on the whole training dataset 𝑻𝑟. As shown 

in Fig. 3, the procedure is an iterative process of sequential forward selection. For the first iteration, 
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the data point which gives the minimum of the global fitness 𝐽𝑺 on 𝑻𝑟 is selected as the first FV 

in the feature space S. The following iterations are the same: the next possible FV is the point in the 

reduced training dataset 𝑻𝑟, which gives the maximum of the local fitness with the current feature 

space S; if 1 − 𝐽𝑺,𝑘 for this point is bigger than the predefined threshold ρ, the data point is added 

to S as FV and the training dataset is reduced as 𝑻𝑟 = 𝑻𝑟\𝐄 with 𝐄 = {(𝒙𝑘, 𝑦𝑘) 𝑎𝑛𝑑 (𝒙𝑖 , 𝑦𝑖): 1 −

𝐽𝑺,𝑖  ≤  ρ}; otherwise, the FV selection in the training dataset is finished. In the FVs selection 

process, the calculation of the local fitness of each data point in 𝑻𝑟 is most time-consuming, and, 

thus, at the end of each iteration, the training dataset 𝑻𝑟 is reduced by deleting the data points that 

can not be new FVs in the next iteration. The deleted data points are the one which is selected as 

new FV in the current iteration and those whose local fitness satisfies 1 − 𝐽𝑺,𝑖  ≤  ρ, because the 

feature space S in the next iteration contains one more FV and, then, their local fitness in the next 

iteration is smaller or at least equal to their local fitness in this iteration. Compared to searching the 

next possible FV in the whole training dataset, as proposed in [11], the FV selection process 

proposed in this paper takes less computation time. The second step is to train a SVR model with 

FVs in S using a classical algorithm. The data points used to form the final function in (2) are only 

the selected FVs, but the objective function in (1) is still to be minimized on the whole training 

dataset. Such quadratic optimization setting can in a sense avoid the overfitting problem bothering 

SVR. 

In [2], each time a new data point is selected as FV, it is added to the model only if the matrix 𝐾𝑺,𝑺 

in (5) is invertible after adding the new data point into S. In fact, this is not necessary: if 1 − 𝐽𝑺,𝑁 >

𝜌, the FVs, including the new data points, are linearly independent, which ensure that  𝐾𝑺,𝑺 is 

invertible; thus, in this paper, 1 − 𝐽𝑺,𝑁 > 𝜌 is the only condition for the verification of new FVs 

during Offline Training and for the addition into the present model during Online Learning. 

2.4.2 Online Learning of Online-SVR-FID 

Online Learning consists of detecting new or changed patterns considering, respectively, the 

characteristics of the inputs and the bias of the prediction of the new data points and, then, carrying 

out the ADDITION and UPDATE tasks, as illustrated in Fig. 3. In general, verification of the linear 

independence between the mapping of the new input and the existing FVs in the feature space S is 

used to verify if the new point is a new FV (pattern). The difference (bias) between the predicted 

value and the real output of the new data point is used to decide the change of the existing patterns.  

Suppose a new data point is (𝒙𝑁, 𝑦𝑁) and the prediction model for this instance is M trained on 

feature space S. The first step is to verify if (𝒙𝑁, 𝑦𝑁) is a new pattern by calculating its local fitness 

𝐽𝑺,𝑁  with (4), i.e. to verify if the mapping 𝝋𝑁  of (𝒙𝑁, 𝑦𝑁)  can be expressed by a linear 

combination of all FVs in S. If 1 − 𝐽𝑺,𝑁 is bigger than the predefined threshold ρ, i.e. the linear 

combination of FVs in S cannot sufficiently approximate 𝝋𝑁, (𝒙𝑁, 𝑦𝑁) is taken as a new pattern 

and added directly to the model using Incremental Learning as in [4]; the model M and the feature 

space S are updated at the same time and await for the next new data point without going to the 

second step of checking the bias of the predicted values compared to the true output. Otherwise i.e. 

1 − 𝐽𝑺,𝑁 ≤ ρ, it is not a new pattern and we proceed to the second step to verify if there is any change 

in the existing patterns.  

The second step of online learning feeds the new data point to the model and calculates the 

difference between the predicted value using M and the real output 𝑦𝑁 of the new data point, i.e. 

bias =  |𝑦�̂� − 𝑦𝑁|, with 𝑦�̂� the predicted value of the new data point. If the bias is smaller than 

the predefined threshold δ (the second tolerance parameter here introduced), there is no change in 
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the existing patterns and the model M is kept unchanged and awaits for the next new data point; 

otherwise, one or several existing patterns in M have changed and it or they need to be updated.  

In practice, it is not always easy to identify the changed patterns, as the pattern related to the new 

data point can be expressed as a linear combination of all the existing patterns and it is hard to find 

out which is (are) changed. The idea proposed in this paper is using the new data point to replace 

one specifically selected data point in M. The procedure is as follows: 

1. A vector 𝒎 = (𝑚1, 𝑚𝟐, … , 𝑚𝒍) is used to record the contribution of each FV to the SVR 

models. Each value in 𝒎 corresponds to a FV in the model.  

2. 𝒎 is set to be a zero vector before Offline Training. 

3. When the model M is trained during Offline Training with the selected FVs from the training 

dataset, 𝑚𝑖 is increased by 1 if the corresponding FV is a SV, i.e. its multiplier in (2) is not 

zero. Otherwise, i.e. for a FV with zero multiplier, its contribution 𝑚𝑖 is zero. 

4. Each time the model is added with one new data point, a new 𝑚𝒍+𝟏 is added to 𝒎 to record 

the contribution of the new FV in the model. After the model is updated with ADDITION, the 

contribution 𝑚𝑖 of each FV in the model is updated with the contribution update rules: if the 

data point is a SV in the new updated model, its new contribution is calculated as 𝑚𝑖
𝑛𝑒𝑤 ←

𝜏 ∗ 𝑚𝑖 + 1, with 𝜏 a positive constant smaller than 1, i.e. the contribution of a FV in the new 

model is more weighted than that in the old models; otherwise it is kept unchanged. 

5. When a change is detected with respect to the old patterns, the first step is to calculate the 

values 𝒂𝑁 for the new data point according to (5). Then, among all the FVs in the model with 

non-zero values in 𝒂𝑁, the one with least contribution, say 𝑚𝐼, is deleted from the model 

using Decremental Learning as in [4] and 𝑚𝐼 is reset to zero. If there are several FVs with the 

same contribution and the least contribution, the FV to be replaced is selected as the oldest one 

among them. 

6. The new data point is added to the model using Incremental Learning in [4] and it inherits the 

contribution 𝑚𝐼, which is zero for now. The vector 𝒎  and the feature space S are updated, 

and also the contribution of the FV is updated according to the rules in step 4 above. 

Note that the FV in the model with least contribution to the SVR models among all those with non-

zero values in the linear combination (according to (5)) is replaced by the new data point. This 

strategy for updating a changed pattern must and can keep the FVs in the model linearly 

independent, so that the Kernel matrix 𝐾𝑺,𝑺  in (4) is invertible and the Online Learning can 

continue to be carried out. If a new pattern is added because of the noise, this strategy can decrease 

the influence of the new data points and keep the capability of the model, as only one existing FV 

with least contribution is replaced. Note also that if a new data point is a new pattern, it is added 

instantly in the model, without consideration of the bias of its prediction, so that a maximal richness 

of the patterns are kept in the model. This is different from the online learning methods which 

consider only the prediction accuracy. The changed patterns are made of the points which can be 

expressed as a linear combination of existing patterns in RKHS, but with a bias of prediction larger 

than the preset threshold δ. This allows replacing a changed pattern instead of adding it in the 

model, in order to keep the FVs in the model linearly independent and up-to-date. 

Note that proper selection of the (positive) values for the tolerance parameters, ρ and δ, can 

efficiently decrease the influence of noise and avoid overfitting by selecting only informative parts 

of the dataset.  
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3. Artificial and real case studies 

In this section, Online-SVR-FID is compared with four other online learning methods: original 

Incremental Learning in [4], Naïve Online Reg Minimization Algorithm (NORMA) in [12], SOGP 

in [3] and Kernel-based Recursive Least Square Tracker (KRLS-T) in [14]. Details for these online 

learning approaches can be found in the related literature. 

The procedure for adopting Online-SVR-FID is illustrated in Figure 4, including data preprocessing, 

data reconstruction, tuning hyperparameters, offline training and online learning. 

 

Figure 4 

 

3.1 Experiments on artificial datasets 

A comparison is made on four artificial drifting datasets to test the generalizability and robustness 

of the proposed approach. 

3.1.1 Data description 

Four artificial datasets are generated for the case study. The Friedman’s function is widely used to 

generate the artificial datasets with pattern drifts [27]. From (5), we can see that there are five input 

variables and one output variable. Five other input variables are also included in the inputs, which 

are not related to the output. These five input variables follow a uniform distribution over the 

interval [0,1]. The complete structure of the data point is (𝒙, 𝑦) = ((𝑥1, … , 𝑥10), 𝑦). 

𝑦𝑖 = 10 ∗ sin(𝜋𝑥𝑖
1𝑥𝑖

2) + 20 ∗ (𝑥𝑖
3 − 0.5)

2
+ 10 ∗ 𝑥𝑖

4 + 5 ∗ 𝑥𝑖
5       (5) 

According to [28], three drifting datasets are produced, including global recurring abrupt drift 

dataset (GRA) with global, abrupt, and recurring drifts introduced in two drift points, global non-

recurring gradual drift (GnRG) dataset with gradual drifts introduced from two data points, local 

and abrupt drift dataset (LA) with three abrupt drifts. A total of M = 1000 data points are generated 

for each dataset. 

The fourth drifting dataset (Hyperplane) is generated similarly to [29], which includes four different 

concepts and generates totally M (=1000) data points; the dataset includes nine input variables that 

are uniformly distributed over the interval [0,1]. 

Concept 1: 𝑦𝑖 = (𝑥𝑖
1 + 𝑥𝑖

2 + 𝑥𝑖
3)/3, for 𝑖 = 1, … ,

𝑀

4
; 

Concept 2: 𝑦𝑖 = (𝑥𝑖
2 + 𝑥𝑖

3 + 𝑥𝑖
4)/3, for 𝑖 =

𝑀

4
+ 1, … ,

2𝑀

4
; 

Concept 3: 𝑦𝑖 = (𝑥𝑖
4 + 𝑥𝑖

5 + 𝑥𝑖
6)/3, for 𝑖 =

2𝑀

4
+ 1, … ,

3𝑀

4
; 

Concept 4: 𝑦𝑖 = (𝑥𝑖
7 + 𝑥𝑖

8 + 𝑥𝑖
9)/3, for 𝑖 =

3𝑀

4
, … , 𝑀. 

For these four artificial datasets, a noise generated by a Gaussian distribution with zero mean is 

added to the output and each input variable. One can add the same or different noises to the output 

and inputs by choosing different variances of the Gaussian distribution. 
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3.1.2 Results comparison 

For these four datasets, the output values are firstly normalized to [0,1], and each output value is 

disturbed by a noise randomly generated from a zero-mean Gaussian distribution with a variance of 

0.1. We denote 𝒙_𝑟𝑒𝑎𝑙 the inputs without noise, 𝑦_𝑟𝑒𝑎𝑙 the output without noise and 𝑦_0.1 the 

noisy output with the noise generated randomly from a zero-mean and 0.1-variance Gaussian 

distribution. The first 250 data points (𝒙_𝑟𝑒𝑎𝑙, 𝑦_0.1) form the training dataset and the rest 750 

data points (𝒙_𝑟𝑒𝑎𝑙, 𝑦_𝑟𝑒𝑎𝑙) are the test dataset.  

Table I shows the prediction results of Online-SVR-FID and the other four benchmark methods, 

considering the Mean Squared Error (MSE) and Mean Absolute Relative (MARE) between the 

predicted values and 𝑦_𝑟𝑒𝑎𝑙, and the computation time for the test dataset using a computer with 

an Intel Core i5-2450M 2.50 GHz process of 2 cores and 3GB of RAM. The bolded values are the 

best prediction results given by all approaches. 

 

Table I 

 

From Table I, we can see that Online-SVR-FID gives comparable results, with the best results 

obtained by the benchmark methods for all the datasets. Compared to the original Incremental 

Learning method proposed in [4], Online-SVR-FID uses much less time, because of the integration 

of FVS to decrease the training data points.  

Further experiments are carried out to compare the robustness of Online-SVR-FID and the best 

approach (KRLS-T) of the benchmark methods. Different levels of noise are added to the input 

variables and output. The noise follows a zero-mean Gaussian distribution. The variances of the 

Gaussian distribution generating the noise in the input and output variables is chosen as [0, 0.02, 

0.05, 0.1] and [0, 0.05, 0.1], respectively. The settings of the training dataset and test dataset are the 

same as the previous experiment. 

 

Tables II and III 

 

Tables II and III show the results (MSE between the prediction and the real output under different 

noise levels in inputs and output) for datasets GnRG and GRA. The Tables show that under the same 

noise in the output, the MSEs are nearly the same for different noises in the inputs, while the inverse 

is not true, i.e. the noise in the output degrades the prediction results more severely than the noise 

in the inputs. 

Figures 5 and 6, respectively, show the boxplot of the MSEs of Online-SVR-FID and KRLS-T on 

datasets GnRG and GRA listed in Tables II and III. Online-SVR-FID gives more stable results than 

KRLS-T under different noise levels, although the prediction results are slightly degraded compared 

to KRLS-T. This is caused by the FVS integrated in Online-SVR-FID, which decreases the number 

of training data points, thus, increasing the robustness of the model at the sacrifice of accuracy. 

In Table III, it is observed that, for Online-SVR-FID, with 0 noise input, the prediction for output 

with a noise of variance 0.1 is slightly better than that with a noise of variance 0.05. This is not 

intuitive and is caused by the grid search method for tuning hyperparameters. Few other 

contradictions may be found for the same reason in Table III, but these do not impair the conclusions 

drawn from the comparison of the robustness of the two methods. 
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Figures 5 and 6 

 

3.2 Experiment on a real case study 

3.2.1 Data description 

In this part, time series data collected by a sensor for measuring the leak flow in the first seal of the 

Reactor Coolant Pump (RCP) in a NPP are used to test the performance of the proposed Online-

SVR-FID approach. The RCP is a fundamental component for the safe operation of a NPP. Its 

function is to provide cooling water into the reactor, to remove the heat produced by nuclear fission. 

The leaked radioactive water from the RCP may endangers the personnel in NPP and, most of all, a 

large amount of leakage reduces the cooling effect, with the risk of material melt down with 

catastrophic results. Thus, it is critical to monitor and predict the leak flow of RCP.  

The specific objective considered in this paper is to predict the future evolution of the leak flow, so 

as to anticipate when its value will reach certain thresholds of alarm which demand interventions, 

such as shut-down and maintenance: in short, it is a prognostics problem and the approach taken is 

that of data-driven modelling for prediction [24].  

3.2.2 Tuning hyperparameters 

The ε-insensitive loss function and RBF kernel function are used to build the SVR model for the 

prediction. There are five unknown parameters to be set: three hyperparameters in SVR σ, ε, C and 

two tolerance parameters ρ, δ. the parameter σ is calculated with (7) as proposed in Cherkassky and 

Ma (2004); the parameter μ is a value between 0 and 1; the parameter δ=0.05 is given by the expert 

in EDF according to the operation manual: 

 

𝜎2 = 𝜇 ∗ 𝑚𝑎𝑥‖𝒙𝑖 − 𝒙𝑗‖
2

, 𝑖, 𝑗 = 1, … , 𝑇.       ⑺ 

 

With the determined 𝜎 and δ, the values of 𝜀 and 𝐶 are set using a grid search method proposed 

in [15], which minimizes the MSE on the whole training dataset instead of only on the selected FVs. 

By applying the hierarchical, nonparametric sequential change-detection test proposed in [26], 

changes are detected at the time steps 420 and 780, which confirms that pattern drifts exist in this 

real time series data. Partial autocorrelation analysis can, then, help to reconstruct the time series 

data. After the reconstruction of the raw data (ten historical target values chosen by way of a partial 

autocorrelation analysis are used as inputs and the target value one day ahead is the output [15], 300 

data points are selected as original offline training dataset and the following 500 data points form 

the test data, which are fed to the model one by one emulating the online learning process. The 

outputs of the training and testing datasets are shown in Fig. 7 with the first 300 values of the training 

dataset and the last 500 values belonging to the test dataset. It is clear that the training dataset 

represents the normal (stable) process, while the testing dataset is the abnormal (increasing) process. 

This experiment is to verify how fast and accurate Online-SVR-FID can follow the changing trend 

in the time series data. The experimental results of the proposed online learning approach are here 

presented. Comparisons with other online learning approaches for kernel-based regression methods 

proposed in [4], [12], [3] and [14] are carried out and presented in the next Section. 

In supervised learning, the performance of SVR is highly dependent on the size of the training 

dataset. In Online-SVR-FID, the number of FVs in the training dataset is selected by FVS, where 
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parameters 𝜎 (or 𝜇) and ρ are critical, as shown in the pseudo-code in Fig. 3 and Fig. 8. Figure 9 

shows the change of MSE on the whole test dataset with different values for 𝜇 and ρ in Online-

SVR-FID. For the same value of 𝜇, smaller values of ρ select more training data points as FVs, 

which leads generally to more accurate prediction results. From Fig. 9, we can also see that when 

the value of 𝜇 is small (i.e. small 𝜎), e.g. 𝜇 = 0.001, different values of ρ give very different 

prediction performances, as the number of selected FVs can be only 1 for bigger values of ρ. But 

when 𝜇 is big enough, e.g. 𝜇 = 1.3, different values of ρ give similar prediction results, better 

than for smaller 𝜇: thus, the value of 𝜇 is critical.  

Note that in this real case study of online learning, it can be seen that more FVs selected from the 

training dataset with bigger 𝜇 and smaller ρ do not always improve the prediction significantly: 

in this case study, when the number of FVs is larger than 10, the prediction results are comparable. 

This proves that the dimensionality of the training dataset in RKHS is fixed and the few selected 

FVs can represent the whole training dataset.  

 

Figures 7, 8, 9, 10 

 

3.2.3 Prediction results of Online-SVR-FID 

The time for Online Learning of the test dataset is dependent on the number of FVs. The more FVs 

are selected from the training dataset, the more time is needed for training a SVR model and Online 

Learning. Thus considering the prediction accuracy and the computational burden, the best values 

for 𝜇 and ρ are taken as 10-3 and 2.2*10-8 for the case study. The MSE and computational time 

are 0.0011 and 8.8944s. The values of 𝜀 and 𝐶 are 0.0152 and 1.5199*104. A total of 11 data 

points from the original training dataset are selected as FVs and used to train a SVR model. The 

prediction results on the test dataset using Online-SVR-FID are shown in Fig. 10 with the positions 

of new patterns (ADDITION, marked by ◇  in the Figure) and changed patterns (UPDATE, 

marked by □ in the Figure) indicated by symbols. The online-SVR-FID treats the data points from 

the test dataset one by one, simulating the online learning procedure. 

After the online learning process with Online-SVR-FID, 3 and 53 data points in the test dataset are 

selected respectively for ADDITION and UPDATE. Note that only ADDITION changes the size of 

the model, so the number of data points in the final model is 14, which is far smaller than the total 

number of training and test data points, which is 800.  

Note that based on the previous analysis of the impact of 𝜇  and ρ , the tuning of ρ can be 

simplified, since for a fixed value of 𝜇 we can calculate the change of MSE on the training dataset 

for decreasing  values of ρ; the best value for ρ is the one for which the decrease of MSE is 

smaller than a given threshold. 

3.2.4 Results Comparison  

The offline SVR model with RBF kernel function and 𝜀-insensitive loss function trained on the 300 

data points of the training dataset using the method proposed in [15] serves as the initial model 

before online learning for Incremental Learning and NORMA. The values for hyperparameters 

(𝐶, 𝜀, 𝜎) in SVR are (10000, 0.0025, 0.100). The learning rate η in NORMA is set to be 5*10-6, as 

𝐶𝜂 in (8) should be smaller than 1. Truncation is proposed in [12] to control the size of the model 

and the truncation threshold is 0.01, i.e. the training data points with multipliers in (2) smaller than 

0.01 are deleted from the model.  

A model is trained on the 300 training data points by SOGP and, then, each time a new data point is 
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available, it is added to the training dataset and the model is updated as proposed in [3]. In SOGP, 

the threshold for new basis vector is 10-8, and 𝜎 in RBF is 0.01 while the maximal number of basis 

vectors is 100. 

In the algorithm of KRLS, the width of the RBF kernel function is set to be 0.1. The forgetting rate 

is 0.999, and the budget (maximal number of data points in the model) is fixed at 200. 

The comparisons of prediction results (MSE, MARE) and computation complexity (time for online 

learning, model size before Online Learning, model size after Online Learning) using the same 

computer (Interl Core i5 @ 2.5 GHz CPU and 4G RAM) are reported in Table IV. 

 

Table IV 

 

3.2.4.1 Computational Complexity 

As a way to evaluate the computational complexity, we compare the times of Online Learning. The 

time for Offline Training is not considered, because there are different methods for parameter tuning 

for the different approaches, which influence the Offline Training time. What is more, since we 

consider Offline Training & Online Learning with a focus on the latter, the time for Offline Training 

is not critical for Online Learning: the relevant part in the present work is that the approach can 

learn the new patterns efficiently during Online Learning. 

In the real case study considered, the proposed Online-SVR-FID is seen (Table IV) to use 

significantly less time, due to a much reduced model size, while achieving comparable accuracy in 

the prediction. 

Indeed, the computation time of these four methods during Online Learning depends highly on the 

model size: thus, reducing the number of data points in the model means reducing the computational 

complexity during online learning. In Online-SVR-FID, the ADDITION process for new patterns 

increases the model size whereas the UPDATE process for changed patterns just changes data points 

in the model while keeping the model size (number of FVs) unchanged. Such an Online Learning 

mechanism makes the size of model much smaller than those of the other four benchmark methods. 

NORMA uses only the recent data points (a maximal number of 269), like a sliding time window 

approach. Incremental Learning adds each new data point in the model. SOGP adds all data points 

in the model and, then, uses a sparseness strategy to delete some randomly selected data points, 

which can be expressed as a linear combination of the rest of the data points in RKHS; thus, it 

decreases greatly the size of the model, but still consumes much more time than Online-SVR-FID, 

as this latter modifies the model only with previously selected data points. Although the number of 

data points in the KRLS-T model before and after Online Learning is both 200, which is bounded 

by the budget and is much larger than those of Online-SVR-FID and SOGP, the time used for Online 

Learning of 500 data points is much less than SOGP and comparable with Online-SVR-FID. The 

experiment shows that KRLS-T uses the same time as Online-SVR-FID, while its model size is uch 

larger than Online-SVR-FID. This is because the Incremental & Decremental Learning in Online-

SVR-FID is an iterative process to update the multipliers in kernel expansion while the adaptation 

of a KRLS-T is directly (and rapidly) calculated analytically.  

One advantage of SOGP, NORMA and KRLS-T is that they can give an upper bound of the size of 

the model in the case of infinite new data points, while Online-SVR-FID is not able to give such a 

bound. But the following theorem states that the number of FVs for Online-SVR-FID is finite which 

is similar to [19]. 



 14 

 

Theorem 1 Let 𝑘: 𝑋 × 𝑋 → 𝑅  be a countinous Mercer kernel, with 𝑋  a compact subset of a 

Branch space. Then, for any training sequence Γ = {(𝒙𝑖, 𝑦𝑖)}, 𝑖 = 1,2, … , 𝑇 and for any tolerance 

parameter 𝜌 > 0 , the size of the FVs of Online-SVR-FID is finite, even if the number of new data 

points grows to infinite with time. 

 

Proof The proof of this theorem can be easily derived with from proof of Theorem 3.1 in [8] and 

Theorem 1 in [18]. With the Mercer theorem, there exists a mapping 𝝋: 𝑋 → Η, where Η is a 

RKHS. 𝑘(𝒙, 𝒙∗) and 𝝋(𝒙) is continuous. Given that 𝑋 is compact, it is natural that 𝝋(𝑋) is 

compact too. Each time a new FV (𝒙, 𝑦) is added to the feature space 𝑆 with L FVs, we have 

 

𝜌2 ≤ 𝑚𝑖𝑛𝒂
‖𝝋𝑁−∑ 𝑎𝑖𝝋𝑖

𝐿
𝑖=1 ‖

2

‖𝝋𝑁‖2 ≤
‖𝝋𝑁−𝝋𝑖‖2

‖𝝋𝑁‖2 , 

 

for any 𝑖 = 1,2, … , 𝐿. The definition of packing numbers in [25] shows that the maximum number 

of FVs in Online-SVR-FID is bounded by the packing number at scale 𝜌 of 𝝋(𝑋), while this 

number is smaller than the covering number at scale 𝜌/2 which is finite with a compact set. 

3.2.4.2 Prediction accuracy 

With respect to the prediction accuracy, NORMA gives the worst results in the case study 

considered. The performance of NORMA decreases with the online learning process. The update 

strategy of NORMA for the multipliers in (2) destroys the properties of SVR, i.e. the multipliers do 

not satisfy the Kuhn-Tucker conditions after the update procedure. The multipliers for the new data 

points are set to be the positive or negative values of the learning rate, which can be too small 

compared to the non-zero multipliers derived by the Kuhn-Tucker conditions, which are comparable 

to the penalty factor C in SVR, as the optimal value of C is very large in this case study. Such setting 

makes the contribution of the new data points negligible compared to the other data points in the 

model. Thus, the model does not catch effectively the new patterns and cannot perform well on the 

new data points, nor on the previous data points.  

With the fastest Online Learning speed, KRLS-T gives slightly worse results than Online-SVR-FID, 

Incremental Learning and SOGP, while the latter three methods are giving comparable results. The 

post-processing for sparseness in SOGP is carried out in a random way, i.e. a randomly selected data 

point is deleted if it can be expressed by a linear combination of the rest; otherwise, it is kept. This 

randomness leads to unstable prediction results for SOGP in this case study. For example, in the 

case of changed patterns, any of them can be expressed as a linear combination of the rest; if the 

sparseness process deletes the ones more informative to the future patterns, the model can no longer 

perform well on the selected pattern. 

In conclusion, on the real case study, the proposed Online-SVR-FID significantly reduces the online 

learning time and can learn timely and efficiently the new and changed patterns; it gives comparable 

or even better results than the benchmarks considered. 

4. Conclusions 

In this paper, we have proposed an online learning approach for SVR, named Online-SVR-FID, to 
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efficiently address the pattern drift problem by online learning.  

Four artificial datasets and a case study concerning one real time series data of leakage from the 

first seal of RCP in a NPP have been considered. The application of the proposed approach shows 

that it is capable of reducing the number of data points in the model, and timely learning the 

incoming patterns by ADDITION (new patterns) and UPDATE (changed patterns), when necessary. 

Two tolerance parameters ρ and δ are introduced to reduce the influence of the noise and to control 

the number of actions of ADDITION and UPDATE in the learning process. Compared in terms of 

MSE and MARE on the test datasets with other benchmarks for online learning i.e. NORMA, 

SOGA, KRLS-T and Incremental Learning, Online-SVR-FID has been shown to be effective on the 

case studies considered, with accuracy comparable to that of the best benchmark method. 

Furthermore, the prediction results for GnRG and GRA artificial datasets under different noises in 

the inputs and output show that the proposed approach is more robust to the noise than KRLS-T.  

While it is true that a number of papers have already presented solutions for the reduction of the 

training dataset by forward or backward selection of a smaller number of feature (or representative) 

vectors, in this paper the main novelty lies in the proposed update strategy based on the special 

method of FVS under a nonstationary environment. The proposed update strategy considers both 

the geometrical relations between different data points in the Reproduced Kernel Hilbert Space 

(RKHS) and the prediction accuracy. Special strategies are proposed for two different kinds of 

patterns drifts (as defined in the Introduction of the paper, new patterns and changed patterns). In 

the experiments, the proposed approach gives more robust results than KRLS-T. Compared to 

SOGP, the online approach proposed in this paper cannot bound the data points in the model, but 

the Theorem 1 introduced in the paper proves that the number is finite in the case of infinite data 

points.  

Future work will be devoted to further testing on other real datasets that will become available from 

the application field. 
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