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Abstract

The capture or docking of a spacecraft with a target spacecraft is an important component of future space

debris capture and orbit servicing missions. One proposed concept includes using a robotic arm mounted on

the chaser spacecraft to connect and manipulate the target’s motion. This paper focuses on the post-capture

attitude control of the target which will bring the target torest and then control it in a prescribed way. The

attitude control can be achieved by designing a robust control in the known chaser reference frame and

treating the dynamics due to the uncertain inertia as an unknown disturbance. However, this can lead to poor

performance since this uncertain torque can be large. In this paper, it is shown that the in-situ construction of

the chaser-target dynamics can lead to improved performance. Based on the combined re-constructed model,

a new disturbance observer based control with robust dynamic control allocation is developed. This approach

is robust to the uncertainties in the re-constructed model and enables the prescription of convergence and

stability properties. The proposed approach is demonstrated through numerical simulation of an actively

controlled 12U CubeSat that has captured an inactive 12U CubeSat spacecraft.

Keywords: attitude control, dynamic surface control, nonlinear disturbance observer, robust dynamic

control allocation, actuator saturation, combined spacecraft

1. Introduction

New space mission scenarios include the requirement of a chaser spacecraft to dock [1, 2], service or

capture a target spacecraft [3, 4]. One possibility for service and capture is to use a robotic arm to grasp

the moving target [5, 6]. The next phase is then to de-tumble the connected chaser-target and re-orient the
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combined system in a prescribed direction. One approach [7,8] for the attitude control of the combined5

system is to model it with respect to the original body frame of the chaser, while treating the connected

target as a disturbance torque. However, since the target spacecraft could be of comparable size to the

chaser, this will lead to a significant disturbance that ultimately reduces the control performance when using

robust control [9]. In addition, the combined chaser-target system may experience large external disturbance

torques since the original thrusters used for orbital control, which originally were aligned with the centre-10

of-mass of the chaser spacecraft, will now be off-set from the new centre-of-mass [10]. In this paper, the

dynamics and thruster configuration matrix are determined with respect to a new reference frame defined at

the new centre-of-mass of the combined system. This enablesthe control to be defined based on the true

dynamics of the spacecraft and actuator configuration. Thisnew model can then be used to design a robust

control and dynamic control allocation method with significantly improved performance.15

The development of a new model of the combined chaser-targethas been addressed in [11], but in this

case the direction vectors of the thrusters were assumed to be known in the new body frame. In this paper,

the configuration matrix of the thrusters is determined in the new body-frame of the chaser-target system

using only knowledge of the centre of mass. However, even with an improved in-situ model there will still

exist an estimation error in the position vectors of the thrusters in the new body frame. To address this20

problem, a robust control allocation is presented that mapsan ‘ideal’ virtual control to each thruster. In [12]

and [13], a robust control allocation (RobCA) strategy, formulated as a min-max optimization problem, was

proposed to redistribute a virtual control signal to the remaining actuators when an actuator fault occurred.

However, dynamic properties during the control allocationprocess were not considered. Dynamic control

allocation depends on the distribution in both current and previous sampling instants [14], which could25

allow different actuators to produce control efforts at different frequency ranges. In [15], a constrained

quadratic programming-based robust dynamic control allocation was implemented to manage the use of the

redundant actuators. A dynamic control allocation algorithm that incorporates both actuator saturation and

rate constraints was proposed in [16] and [17]. In this paper, a robust dynamic control allocation (RobDCA)

method that considers both the amplitude and rate constraints of the low-thrust propulsion is proposed which30

also accounts for thrust vector uncertainty.

The ‘virtual’ control that is the input to the RobDCA is designed such that prescribed performances

in terms of convergence time, stability and accuracy can be prescribed a priori. The ability to prescribe

performance a priori even in the presence of disturbances isof significant practical importance since it

negates the need for extensive monte-carlo numerical testing. The first prescribed performance controls35

2



were developed in the mathematical control literature by Bechlioulis [18], [19] where the control scheme

guarantees a prescribed performance for a class of feedbacklinearizable nonlinear systems. Moreover, for

this class of system the control designer can prescribe an arbitrarily small residual set for the tracking error;

a convergence rate no less than a prescribed value and a prescribed maximum overshoot. A number of

prescribed performance controls using different techniques have been proposed such as sliding mode control40

[20], adaptive feedback control [21, 22, 23], disturbance-observer based control [24] and neural network

based control [25, 26, 27]. Also, the influence of the controlconstraint on the system performance needs to

be considered in the control design. Such practical constraints can be dealt with using a command governor

[28] or anti-windup compensator [29]. In addition, the backstepping control [30] is one of the most popular

design tools for a systematic nonlinear control synthesis,and has been successfully applied to prescribed-45

performance attitude control. However, the main drawback of backstepping is that the resulting control law

becomes highly non-linear and complex since the relative degree of the system is high due to the need to

repeatedly differentiate nonlinear functions, a problem that has been called an ‘explosion of complexity’

[31]. In this paper, a disturbance-observer-based dynamicsurface control method is used to develop the

virtual attitude control. This approach enables the control engineer to prescribe closed-loop performances50

in the presence of input saturation, inertia uncertaintiesand external disturbances. Significantly it is shown

that this control can deal with the parasitic torque inducedby the shift in the centre of mass of the system

post-capture.

The main contribution of this paper is a prescribed-performance attitude control for a combined chaser-

target system, with significant internal and external uncertainties, where the chaser spacecraft is actuated55

using low-thrust propulsion. The key components of the presented prescribed attitude control synthesis are:

1. The development of an approach to define the attitude dynamics with orbit control torque of the

combined chaser-target system, by using the knowledge of the position of the new center-of-mass which is

estimated in-situ. This is in contrast to [11] which requires the direction vectors of the thrusters to be known

and does not consider the orbit control torque.60

2. A nonlinear disturbance observer in which only one parameter needs to be tuned to estimate the

lumped uncertainties. This simplifies the implementation process compared to the prescribed controls in

[13, 21, 25, 27].

3. A robust dynamic control allocation scheme that takes into account the uncertainties induced by post-

capture of the target, where an optimal solution can be obtained by simple LMI-based programming. In65

contrast, only the dynamic situation of control allocationis considered in [14, 15, 16, 17].
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This paper is presented as follows: In section 2, the attitude dynamics of combined spacecraft with

orbit control torque is established under external disturbances, inertia uncertainties and actuator saturation.

A disturbance-observer-based dynamic surface control scheme is developed to ensure that the closed-loop

system response satisfies prescribed performances in section 3. In section 4, a RobDCA method is presented70

for saturated thrusters. Finally, numerical simulations provided in Section 5 illustrate the performance of

the control law and RobDCA, and the necessity to use a new combined dynamics and thruster configuration

model.

2. Attitude kinematics and dynamics of a combined chaser-target system

The combined spacecraft system consists of a rigid chaser spacecraft and a rigid, uncontrolled, target75

spacecraft connected with a rigid manipulator. Once the target has been captured, the combined chaser-target

system can be considered as a rigid body [32, 33] as shown in Figure 1 with the following assumptions: (1)

The chaser spacecraft is driven by a continuous low-thrust propulsion. (2) The space manipulators of the

chaser are locked rigidly to the target spacecraft. (3) The target spacecraft is inactive and captured by the

chaser. (4) The effect of plume impact is neglected. (5) The position of the masscenter of the combined80

spacecraft is known. This assumption is based on the post-capture centre-of-mass estimation technique

proposed using in-situ least squares estimation [34].

Chaser spacecraft  acecraft 

Target spacecraft 

Manipulator 

Figure 1: Before and after capture of target using space robot

To simplify the description, we define the body frame of the chaser spacecraft as
∑

Os which is located

at the centre-of-mass of chaser spacecraftOs, the body frame of the combined spacecraft is defined as
∑

Oc

which is located at the centre-of-mass of the combined spacecraft Oc. Also, we define the attitude rotation85

matrix from frame
∑

Os to
∑

Oc asRsc and define the position vector fromOs to Oc asrc expressed in the
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frame
∑

Os.

In this paper, the Modified Rodrigues Parameters (MRPs) vector σ = etan(ϑ/4) = [σ1, σ2, σ3]T ∈ R
3

with Euler’s principal rotation axise and angleϑ is used to represent the combined spacecraft’s attitude

orientation in the frame
∑

Oc. The kinematic model of combined spacecraft in terms of the MRPs can be

expressed as

σ̇ = G(σ)ω (1)

whereG(σ) = 1
4[(1 − σTσ)I3 + 2σ× + 2σσT], ω ∈ R

3 is the angular velocity of the combined spacecraft

expressed in the frame
∑

Oc. Here,σ× ∈ R
3×3 is the skew-symmetric operator that carries a 3× 1 vector

into a 3× 3 matrix

σ× =


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
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






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
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































and satisfiesσ×b = σ × b for any b ∈ R3. If ϑ → 360 deg, the corresponding MRPs will go singular. It is

possible to map the MRPs vectorσ to its shadow counterpartσs throughσs = σ
σTσ

by switching the MRPs

to σs whenσTσ > 1. In this way, the MRPs vector remains bounded within a unit sphere, and a global90

representation is ensured [35].

The configuration of the orbit control force is shown in Figure 2. We assume that the orbit control force

is a constant vector focusing on the body pointTs whose position vector isds0 expressed in the frame
∑

Os.

Then the orbit control torque generated by the orbit-controlled engine is defined asust expressed in the frame
∑

Os and

ust = f0 Ast (2)

where f0 is the magnitude of orbit control force and

Ast = ds0 × es0 (3)

with the unit orientation vector of the orbit control forcees0. For theds0 andes0 are in the same direction,

we can get thatust = [0, 0, 0]T.

From Figure 2 and using the attitude matrixRsc, we can find that the position vector ofTs expressed in

the frame
∑

Oc can be denoted as

d0 = Rsc(ds0 − rc) (4)
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(a) Four thrusters with orbit control torque
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(b) Six thrusters with orbit control torque

Figure 2: Thruster configuration with orbit control torque

where therc is the vector from positionOs to Oc expressed in frame
∑

Os andes0 expressed in the frame
∑

Oc can be denoted as

e0 = Rsces0 (5)

Then the control toque generated by the orbit-controlled engine expressed in the frame
∑

Oc is

ut = f0 At (6)

where

At = d0 × e0 (7)

In this paper, we consider that there areN thrusters in the attitude control system, withN ≥ 4 required for

controllability [36]. Figure 2 shows two particular cases of thruster configuration, i.e. four and six thrusters

with orbit control torque. We assume that the position vector of thei-th thruster expressed in the frame
∑

Os

is defined asds, i = 1, 2, · · · ,N. We also define the unit orientation vector and control forcemagnitude of

the i-th thruster areesi and fi (i = 1, 2, · · · ,N) expressed in the frame
∑

Os, respectively. From Figure 2 and

using the attitude rational matrixRsc, we can find that the position vector of thrusters expressed inthe frame
∑

Oc can be denoted as

di = Rsc(dsi − rc), i = 1, 2, · · · ,N (8)

and the unit orientation vector of thei-th thruster expressed in the frame
∑

Oc is

ei = Rscesi, i = 1, 2, · · · ,N (9)
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Defining the control torque generated by the thrusters expressed in the frame
∑

Oc asuc, we have

uc = AcF (10)

with

Ac = [a1, a2, · · · , aN] (11)

F =
[

f1, f2, · · · , fN
]T (12)

and

ai = di × ei , i = 1, 2, · · · ,N (13)

Thus the dynamics of the combined chaser-target system withorbit control torque can be described as:

Jω̇ +ω×Jω = uc + ut + ug + d (14)

whereJ ∈ R
3×3 is the inertial matrix of combined spacecraft expressed in

∑

Oc, d ∈ R
3 is the bounded

external disturbance.95

Remark 1. External disturbance torques in Low Earth Orbit are due to solar radiation, gravity gradient

torque, the interaction of the Earth’s magnetic field with the spacecraft’s on-board electronics, and aerody-

namic drag. The magnitude of these external disturbances are within the orders of10−6 Nm and10−4 Nm.

This difference in magnitude depends critically on the offset of the centre-of-mass of the spacecraft from

its geometric centre and on the sizing and positioning of thesolar panels. In this paper, a disturbance of100

magnitude1× 10−4 Nm is chosen to account for the “worst case” environmental disturbance torques.

And ug is the gravity gradient torque computed by [11]

ug = 3ω2
0R×3 (σ)J R3(σ) (15)

whereω0 is the orbit angular rate value;R3(σ) ∈ R3 is the third column vector of the direction cosine matrix

R(σ) expressed as [11]

R3(σ) =
1

(1+ σTσ)
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(16)
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The inertia property of the combined chaser-target is difficult to obtain from the ground but can be estimated

by on-line identification[11]. However, the estimation algorithm will naturally have errors between the true

inertia matrix and estimated one of combined spacecraft which can be expressed as

J = J0 + ∆J (17)

where J0 denotes the estimated value of the inertia matrix of the combined spacecraft,∆J denotes the

estimated error of the inertia matrix of the combined spacecraft and is bounded. The inverse matrix ofJ is

written as

J−1 = J−1
0 + ∆J̃ (18)

where∆J̃ = −J−1
0 ∆J(I3 + J−1

0 ∆J)−1J−1
0 [37]. The kinematics and dynamics of the combined chaser-target

system can be written as


















σ̇ = G(σ)ω

ω̇ = −J−1
0 ω

×J0ω + Buc + But + ug0 + δ
(19)

whereB = J−1
0 and

ug0 = 3ω2
0J−1

0 R×3 (σ)J0R3(σ)

δ = −∆J̃ω×Jω − J−1
0 ω

×∆Jω + ∆J̃uc + ∆J̃ut

+ 3ω2
0J−1

0 R×3 (σ)∆J R3(σ) + ∆J̃ug + J−1d

3. Control system design

In this section, a dynamic surface ‘virtual’ controller with prescribed performance is proposed. This

control drives the error state to zero within prescribed bounds by compensating the uncertainties induced by

the target capture via a disturbance observer. Furthermore, the stability of the closed-loop system is verified105

based on Lyapunov stability theory and a law that assists in the tuning of the control gains is given. The

structure of the proposed attitude stabilization scheme isshown in Figure 3.

3.1. Control law design

In this subsection, a disturbance-observer-based controller with prescribed performance is designed for

the nonlinear system (19) with lumped disturbance containing inertia uncertainties, external disturbance and110

actuator saturation. By the prescribed performance control (PPC) technique, the ‘constrained’ attitude of

system (19) is transformed into an ‘unconstrained’ vector.Based on the transformed vector, a dynamic
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Prescribed 

Performance 
Virtual 

Controller 
RobDCA 

Spacecraft 

Dynamics

Actuator 

saturation

Orbit control 

torque

Figure 3: Schematic diagram of the controller design problem description.

surface method is proposed to achieve good stabilization performance for system (19). Meanwhile, a non-

linear disturbance observer is introduced into the controlloop to compensate for the effect of the lumped

disturbances.115

Since there exist significant saturation constraints in low-thrust propulsion, a disturbance-observer-based

dynamic surface control (DSC) scheme is designed to generate the total control command with input satu-

ration. The virtual control torqueuc = [uc1, uc2, uc3]T with constraint is defined as

uci =



































ui max,

uc0i,

ui min,

if uc0i > ui max

if ui min ≤ uc0i ≤ ui max, i = 1, 2, 3

if uc0i < ui min

(20)

whereuc0 = [uc01, uc02, uc03]T is the control command to be designed later,umax = [u1 max, u2 max, u3max]T and

umin = [u1 min, u2 min, u3min]T are known maximum and minimum values of the control input, respectively.

In the real problem of thrusters, there exists a limited difference between the desired control inputuc and

the nominal control inputuc0 which is defined as

∆u = uc − uc0 (21)

where∆u is bounded, i.e.‖∆u‖ ≤ ς1 with a constantς1 ≥ 0 without loss of generality [38].

Define the following change of coordinates

e2 = ω − x2d (22)

y2 = x2d − x̄2 (23)

wheree2 is the virtual error surface,x2d and x̄2 are state variable and intermediate control function respec-

tively which will be given later, andy2 denotes the boundary-layer error betweenx2d andx̄2.120
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Following the idea of [18, 19, 39], the prescribed performance can be described by the following in-

equality

−ηi,minρi(t) < σi(t) < ηi,maxρi(t), i = 1, 2, 3, ∀t > 0 (24)

whereρi(t) : R+ → R
+ is formulated asρi(t) = (ρi0 − ρi∞)e−γi t + ρi∞ with ρi0 > ρi∞ > 0, γi > 0, i = 1, 2, 3.

ρi0 can be set to fulfill−ηi,minρi0 < σ1(0) < ηi,maxρi0, andηi,max, ηi,min are positive constants. Here,ρi0, ρi∞

denote the initial error bound and the maximum allowed steady error, respectively, and the constantγi ,which

is related to the decreasing rate ofρi(t), influences the convergence rate of the attitude.

To achieve the performance in (24), we can transform the constrained attitude into an equivalent uncon-

strained one, Specifically, we define

σi(t) = ρi(t)S[εi(t)], i = 1, 2, 3 (25)

in which εi(t) is the transformed error, and the transformed functionS[εi(t)] = (ηi,maxeεi − ηi,mine−εi )/(eεi +125

e−εi ) is smooth and strictly increasing with the following properties: 1)−ηi,min < S(εi) < ηi,max; 2) limεi→+∞ S(εi) =

ηi,max and limεi→−∞ S(εi) = −ηi,min.

The functionS(·) is strictly monotonically increasing, its inverse function exists, and the transformed

errorεi(t) can be written as

εi(t) = S−1(λi(t)) =
1
2

ln

(

ηi,min + λi

ηi,max− λi

)

, i = 1, 2, 3 (26)

in whichλi(t) = σi(t)/ρi(t). In addition, the time derivative of the normalized errorλi(t) is

λ̇i(t) =
d(σi/ρi)

dt
=

1
ρi

(σ̇i − λi ρ̇i) =
1
ρi

(I3iG(σ)ω − λi ρ̇i), i = 1, 2, 3 (27)

whereI31 = [1, 0, 0] , I32 = [0, 1, 0] andI33 = [0, 0, 1] .

Then the derivative ofεi is given by

ε̇i =
∂S−1

∂λi
λ̇i =

1
2

(

1
λi + ηi,min

− 1
λi − ηi,max

)

λ̇i

= r i(I3iG(σ)ω − λi ρ̇i) (28)

in which r i =
1

2ρi
( 1
λi+ηi,min

− 1
λi−ηi,max

) can be calculated in terms ofσi andρi(t) for i = 1, 2, 3. Since r =

diag{r1, r2, r3} is a continuous function, there exists a positive constantrM such that‖r‖ ≤ rM within a130

compact set.
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Definee1(t) = [e11(t), e12(t), e13(t)]T , ε(t) = [ε1(t), ε2(t), ε3(t)]T , ρ =
[

ρ1(t), ρ2(t), ρ3(t)
]T
, λ = diag{λ1, λ2, λ3}

and the following state transformation

e1i(t) = εi(t) −
1
2

ln
ηi,min

ηi,max
, i = 1, 2, 3 (29)

Then we obtain

ė1(t) = r(G(σ)ω − λρ̇) (30)

Remark 2. We will prove the boundedness ofe1(t) that ensurese1(t) converges to a neighbourhood of zero.

Then according to definition (26) and the transformation (29), λ will converge to a neighbourhood of zero.

For λi(t) = σi(t)/ρi(t), i = 1, 2, 3, thenσi(t) (i = 1, 2, 3) will converge to zero at a faster rate thanρi(t).

In the following, a design process of disturbance-observer-baseddynamic surface controller is presented.135

Step 1: For (30), it is natural to determine the virtual control law̄x2 in the following form

x̄2 = −(rG(σ))−1(k1e1 − rλρ̇) (31)

wherek1 is a positive constant. Using the idea of dynamic surface control, we pass ¯x2 through a first-order

filter with time constantτ > 0 to obtain a filtered virtual controlx2d:

τẋ2d + x2d = x̄2, x2d(0) = x̄2(0) (32)

Consider the following augmented Lyapunov function candidate

V1 =
1
2

eT
1e1 (33)

then with (31) and the derivative ofV1 along the system (30) is given by

V̇1 = eT
1 ė1

= eT
1 r(G(σ)(e2 + x2d) − λρ̇)

= eT
1 r(G(σ)(e2 + y2 + x̄2) − λρ̇)

= −k1eT
1e1 + eT

1 rG(σ)(e2 + y2) (34)

Step 2:The control lawuc0 is designed in this step, the derivative ofe2 is

ė2 = ω̇ − ẋ2d

= A + Buc0 + δ + B∆uc − ẋ2d (35)
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where

A = −J−1
0 ω

×J0ω + But + ug0

Design the control input command for system model (30) as

uc0 = B†[−k2e2 − GT(σ)re1 − k3Bς − A − δ̂ + y2/τ] (36)

where

B† = BT(BBT)−1 (37)

andς is the output of the following anti-windup saturation compensator

ς̇ = −k4ς + ∆u (38)

wherek4 is a positive constant, and̂δ = ζ+βe2 with a positive constantβ andζ is the output of the following

nonlinear disturbance observer [24]:

ζ̇ = −βζ − β[ A + Buc + y2/τ + βe2] (39)

Now consider the following Lyapunov function candidate

V2 =
1
2

(eT
2e2 + ς

Tς + δ̃
T
δ̃) (40)

whereδ̃ = δ − δ̂, then the derivative ofV2 along the system (35) satisfies

V̇2 = eT
2 ė2 + ς

Tς̇ + δ̃
T ˙̃δ

= eT
2(−k2e2 − GT(σ)re1 − k3Bς + B∆uc + δ̃)

− k4ς
Tς + ςT∆u + δ̃

T
δ̇ − βδ̃T

δ̃ (41)

For the application to the de-tumbling combined spacecraft, the gravity gradient torqueug is seen as the

part of the lumped disturbance. Then attitude dynamics of the combined chaser-target system can be written

as

ω̇ = −J−1
0 ω

×J0ω + Buc + But + δω (42)

with

δω = −∆J̃ω×Jω − J−1
0 ω

×∆Jω + ∆J̃uc

+ ∆J̃ut + J−1ug + J−1d
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The reduced controller is designed as

uc0 = B†[−k2ω − k3Bς + J−1
0 ω

×J0ω − But − δ̂ω] (43)

wherek3 is a positive constant,̂δω = ζω + βωω is the estimation ofδω with positive constantβω andζ is the

output of the following nonlinear disturbance observer

ζ̇ω = −βωζω − βω[−J−1
0 ω

×J0ω + But + Buc + βωω] (44)

3.2. Stability Analysis

The closed-loop attitude dynamics control system of the combined spacecraft with actuator saturation

can be expressed as


















































ė1(t) = r(G(σ)ω − λρ̇)

ė2(t) = A + Buc0 + B∆uc + δ1 − ẋ2d

ẏ2 = −y2/τ − ẋ2

ς̇ = −k4ς + ∆u

(45)

Then based on the dynamic surface control theory [40], the following theorem is proposed.

Theorem 1. Consider the combined spacecraft attitude model with orbitcontrol torque (19). the parameters

of the controller (36) satisfy2k4k2 > 3k2
3k2

5, 2βk2 > 3, 16k1 > 3r2
Mτ with k5 = ‖B‖ which is the Euclidean

norm of the matrix B, then all signals in the resulting closed-loop system are uniformly ultimately bounded,140

and the attitudeσ converges to a neighborhood of the origin within the prescribed performance bound (24)

for all t ≥ 0.

Proof. By using tedious but straightforward calculations, we have

∥

∥

∥
˙̄x2

∥

∥

∥ ≤ µ(e1, e2, δ̃, y2) (46)

whereµ is a continuous function. The Lyapunov function candidate of the whole attitude control system is

taken as

V = V1 + V2 + V3 (47)

whereV3 =
1
2 yT

2 y2.
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The derivative ofV along the system trajectories is given by

V̇ = V̇1 + V̇2 + V̇3

≤ −k1eT
1e1 + eT

1 r(G(σ)(e2 + y2)

+ eT
2(−k2e2 − GT(σ)re1 − k3Bς + B∆uc + δ̃)

− k4ς
Tς + ςT∆u + yT

2(−y2/τ − ẋ2) + δ̃
T
δ̇ − βδ̃T

δ̃

≤ −k1 ‖e1‖2 − k2 ‖e2‖2 − k4 ‖ς‖2 −
1
τ

∥

∥

∥y2

∥

∥

∥

2 − β
∥

∥

∥δ̃
∥

∥

∥

2

+ ‖e1‖ ‖r‖ ‖G(σ)‖
∥

∥

∥y2

∥

∥

∥ + ‖e2‖
∥

∥

∥δ̃
∥

∥

∥ + k3k5 ‖e2‖ ‖ς‖

+ k5 ‖e2‖ ‖∆u‖ + ‖ς‖ ‖∆u‖ + |µ|
∥

∥

∥y2

∥

∥

∥ +
∥

∥

∥δ̃
∥

∥

∥

∥

∥

∥δ̇
∥

∥

∥ (48)

Now consider the setA = {e1, e2, δ̃, y2 : V ≤ p}, thusA is a compact set. And for 1/4 ≤ ‖G(σ)‖ =
∥

∥

∥(1+ σTσ)/4
∥

∥

∥ ≤ 1/2, (48) can be rewritten as

V̇ ≤ −k1 ‖e1‖2 − k2 ‖e2‖2 − k4 ‖ς‖2 − β
∥

∥

∥δ̃
∥

∥

∥

2 − 1
τ

∥

∥

∥y2

∥

∥

∥

2

+ (rM/2)‖e1‖
∥

∥

∥y2

∥

∥

∥ + ‖e2‖
∥

∥

∥δ̃
∥

∥

∥ + k3k5 ‖e2‖ ‖ς‖

+ k5 ‖e2‖ ‖∆u‖ + ‖ς‖ ‖∆u‖ + |µ|
∥

∥

∥y2

∥

∥

∥ +
∥

∥

∥δ̃
∥

∥

∥

∥

∥

∥δ̇
∥

∥

∥

=

8
∑

i=1

Θi (49)

where

Θ1 = −
k1

2
‖e1‖2 −

k2

4
‖e2‖2 −

2k4

3
‖ς‖2

− 2β
3

∥

∥

∥δ̃
∥

∥

∥

2 − 2
3τ

∥

∥

∥y2

∥

∥

∥

2
,

Θ2 = −
k1

2
(‖e1‖ −

rM

2k1

∥

∥

∥y2

∥

∥

∥)2 +
r2

M

8k1

∥

∥

∥y2

∥

∥

∥

2
,

Θ3 = −
k2

4
(‖e2‖ −

2k3k5

k2
‖ς‖)2 +

k2
3k2

5

k2
‖ς‖2

14



Θ4 = −
k2

4
(‖e2‖ −

2
k2

∥

∥

∥δ̃
∥

∥

∥)2 +
1
k2

∥

∥

∥δ̃
∥

∥

∥

2
,

Θ5 = −
k2

4
(‖e2‖ −

2k5

k2
‖∆u‖)2 +

k2
5

k2
‖∆u‖2 ,

Θ6 = −
k4

3
(‖ς‖ − 3

2k4
‖∆u‖)2 +

3
4k4
‖∆u‖2 ,

Θ7 = −
β

3
(
∥

∥

∥δ̃
∥

∥

∥ −
3
2λ

∥

∥

∥δ̇
∥

∥

∥)2 +
3
4β

∥

∥

∥δ̇
∥

∥

∥

2
,

Θ8 = −
1
3τ

(
∥

∥

∥y2

∥

∥

∥ −
3τ
2
|µ|)2 +

3τ
4
|µ|2 ,

then we can have

V̇ ≤ −
k1

2
‖e1‖2 −

k2

4
‖e2‖2

− (
2k4

3
−

k2
3k2

5

k2
) ‖ς‖2 − (

2β
3
− 1

k2
)
∥

∥

∥δ̃
∥

∥

∥

2

− (
2
3τ
−

r2
M

8k1
)
∥

∥

∥y2

∥

∥

∥

2
+ (

k2
5

k2
+

3
4k4

) ‖∆u‖2

+
3τ
4
|µ|2 + 3

4λ

∥

∥

∥δ̇
∥

∥

∥

2

≤ −γV + ǫ (50)

where

γ = 2 min{k1

2
,
k2

4
,
2k4

3
−

k2
3k2

5

k2
,
2β
3
− 1

k2
,

2
3τ
−

r2
M

8k1
} > 0, (51)

ǫ = (
k2

5

k2
+

3
4k4

) ‖∆u‖2 +
3τ
4
|µ|2 +

3
4λ

∥

∥

∥δ̇
∥

∥

∥

2
, (52)

Then according to the comparison principle, we haveV(t) ≤ V(t0)e−γt + 1
ρ
ǫ.

BecauseA is a compact set, there exists a maximum value ofµ(e1, e2, δ̃, y2) on A, moreover,δ̇ is as-145

sumed as small bounded signal ifδ is viewed as slowly varying signals with respect to the fast dynamics of

disturbance observers under large observer gains, thenǫ ≤ ξ can be derived with an unknown scalarξ. For

anyV(0) ≤ p, if we chooseγp > ξ, it follows that V̇ < 0 onV = p. Therefore,V ≤ p is an invariant set,

meaning that ifV(0) ≤ p, thenV(t) ≤ p for all t > 0. Furthermore, assume thatγp = ξ/k0, where 0< k0 < 1.

It is implied by (50) that, inside the invariant set,V̇ < 0 for V ≥ p∗, wherep∗ = ξ/γ = k0p. Becausek0 can150

be set as arbitrarily small,p∗ can be made small enough. This means that the error surface‖e1‖ and‖e2‖,

saturation compensator‖ς‖ , estimation error̃δ and the boundary-layer error
∥

∥

∥y2

∥

∥

∥ can be made arbitrarily

small ultimately through properly adjusting design parameters ast→ ∞ .
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Furthermore, because the transformed errorse1 is bounded, then the attitudeσ(t) can be retained with

within a set, that is,

−ηi minρi(t) < σi(t) < ηi maxρi(t), i = 1, 2, 3, ∀t > 0

is true [19].

Remark 3. An increase inγ results ina faster convergence rate. In addition,γ is related to the parameters155

of the controller, saturation compensator and observer k1, k2, k3, k4, β and τ. An increase in any of the

parameters k1, k2, k4, β or a decrease in k3, τ lead to an increase inγ and thus a faster convergence rate of

attitude.

Remark 4. In contrast to the linear disturbance observer in [27] and the terminal sliding mode observer

in [38], the observer used to estimated the lumped disturbance in this paper only requires the tuning of one160

parameter.

Remark 5. Using the function S[εi(t)], transforms the problem of guaranteeing the prescribed performance

of (24) into the problem of stabilizing the system (45). Since the selection of the controller parameters and

system performance have been decoupled, our only concern isto adopt those parameter values that lead to

reasonable control effort. This is a critical property as it simplifies the control parameter selection process165

[19].

Remark 6. By introducing the first-order filter (33), the proposed control law does not involve the differen-

tiation of the termG(σ)−1 and thus avoids the ‘explosion of complexity’ inherent in the backstepping method

[29].

Theorem 2. Consider the attitude dynamics of the combined chaser-target system in (42). For the de-170

tumbling of the combined spacecraft, if the parameter of controller (43) satisfies8k2k4 > 15k2
5k2

3 and8βωk2 >

15with k5 = ‖B‖ and all the parameters are positive, the angular velocityω is uniformly ultimately bounded.

Proof. Define the Lyapunov function candidate as

Vω =
1
2

(ωTω + ςTς + δ̃
T
ωδ̃ω)
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whereδ̃ω = δω − δ̂ω, then the derivative ofV2 satisfies

V̇ω = ω
Tω̇ + ςTς̇ + δ̃

T
ω

˙̃δω

= ωT(−J−1
0 ω

×J0ω + Buc + But + δω)

+ ςT(−k4ς + ∆u) + δ̃
T
ω(δ̇ω − ˙̂δω)

= −k2ω
Tω − k4ς

Tς − βωδ̃
T
ωδ̃ω − k3ω

TBς

+ ωTδ̃ω +ω
TB∆u + ςT∆u + δ̃

T
ωδ̇ω

≤ −k2 ‖ω‖2 − k4 ‖ς‖2 − βω
∥

∥

∥δ̃ω
∥

∥

∥

2
+ k3k5 ‖ω‖ ‖ς‖

+ ‖ω‖
∥

∥

∥δ̃ω
∥

∥

∥ + k5 ‖ω‖ ‖∆u‖ + ‖ς‖ ‖∆u‖ +
∥

∥

∥δ̃ω
∥

∥

∥

∥

∥

∥δ̇ω
∥

∥

∥

=

6
∑

i=1

Φi

where

Φ1 = −
2k2

5
‖ω‖2 − 2k4

3
‖ς‖2 − 2βω

3

∥

∥

∥δ̃ω
∥

∥

∥

2
,

Φ2 = −
k2

5
(‖ω‖ − 5k3k5

2k2
‖ς‖)2 +

5k2
3k2

5

4k2
‖ς‖2 ,

Φ3 = −
k2

5
(‖ω‖ − 5

2k2

∥

∥

∥δ̃ω
∥

∥

∥)2 +
5

4k2

∥

∥

∥δ̃ω
∥

∥

∥

2
,

Φ4 = −
k2

5
(‖ω‖ − 5k5

2k2
‖∆u‖)2 +

5k2
5

4k2
‖∆u‖2 ,

Φ5 = −
k4

3
(‖ς‖ − 3

2k4
‖∆u‖)2 +

3
4k4
‖∆u‖2 ,

Φ6 = −
βω

3
(
∥

∥

∥δ̃ω
∥

∥

∥ −
3

2βω

∥

∥

∥δ̇ω
∥

∥

∥)2 +
3

4βω

∥

∥

∥δ̇ω
∥

∥

∥

2
,

then we can obtain that

V̇ω ≤ −
2k2

5
‖ω‖2 − (

2k4

3
−

5k2
3k2

5

4k2
) ‖ς‖2 − (

2βω
3
− 5

4k2
)
∥

∥

∥δ̃ω
∥

∥

∥

2

+ (
5k2

5

4k2
+

3
4k4

) ‖∆u‖2 + 3
4βω

∥

∥

∥δ̇ω
∥

∥

∥

2

≤ −γωVω + ǫω

where

γ = 2 min{2k2

5
,
2k4

3
−

5k2
3k2

5

4k2
,
2βω
3
− 5

4k2
} > 0, (53)

ǫ = (
5k2

5

4k2
+

3
4k4

) ‖∆u‖2 + 3
4βω

∥

∥

∥δ̇ω
∥

∥

∥

2
(54)
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The rest is similar to the proof in Theorem 1, then the result can be obtained.

4. Robust dynamic control allocation

In this section, an approach to map the virtual control to each thruster over a prescribed time interval is175

presented. The robust dynamic control allocation problem includes saturation constraints suitable for use

with low-thrust propulsion. Due to physical limitations onthrusters such as amplitude and rate constraints,

it is crucial to redistribute the control efforts among theN thrusters in the frame
∑

Oc. For simplicity, it is

assumed that the physical limitations of the thrusters are the same, which are expressed by [13] and [41]

F ≤ Fi ≤ F,
∣

∣

∣Ḟi

∣

∣

∣ ≤ Frate, i = 1, 2, · · · ,N (55)

whereF andF are the lower and upper constraints of force amplitude,Frate is the maximum actuator rate of

the i-th thruster. Then, overall constraints are further specified as

Fmin ≤ F ≤ Fmax (56)

whereFmin = [F1 min, · · · , FN min]T andFmax = [F1 max, · · · , FN max]T with Fi min = max{F, Fi(t−T)−T Frate}180

andFi,max = min{F̄, Fi(t − T) + T Frate}, T is the sampling time, andFi(t − T) is thei-th command actuator

input in the previous sampling instant.

In this paper, the virtual control torqueuc ∈ R3 is designed to specify total attitude control torque. Con-

sidering measurement error in the reconfiguration matrix oftheN thrusters after capture of target spacecraft,

the relationship between the virtual controluc and the control torque of thrustersF is expressed by

uc = AcF = (Ac0 + ∆Ac)F (57)

whereAc0, ∆Ac represent the nominal and perturbation matrices of thrusters’ configuration matrix, respec-

tively. Without loss of generality, the unknown matrix∆Ac is bounded by‖∆Ac‖ ≤ κ with κ being a known

positive scalar. In this paper, there is no need to determinethe exact value ofκ since a specific form of∆Ac185

is considered in the following part.

Considering uncertainties in (57), robust dynamic controlallocation problem (RobDCA) is formulated

as

F = arg min
F∈Ω
{‖F‖2M1

+ ‖F(t) − F(t − T)‖2M2
} (58)
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with

Ω = arg min
Fmin≤F≤Fmax

max
‖∆Ac‖≤κ

‖uc − (Ac0 + ∆Ac)F‖2 (59)

where‖F‖2M1
stands forFT M1F and the weighting matrixMi = diag{mi1,mi2, · · · ,miN}with mi j ≥ 0, i = 1, 2,

j = 1, 2, · · · ,N. Furthermore, RobDCA can be rewritten as

F = arg min
Fmin≤F≤Fmax

{‖F‖2M1
+ ‖F(t) − F(t − T)‖2M2

+ max
‖∆Ac‖≤κ

h‖uc − (Ac0 + ∆Ac)F‖2} (60)

whereh is a known positive scalar.

If the rotation matrixRsc is determined,ei(i = 1, 2, · · · ,N) can be determined. Due to measurement and

computational errors when determine the location of the mass center of the combined chaser-target, there

must exists uncertainty in the position vectorrc where

rc = rc0 + ∆rc

with rc0 = [rc01, rc02, rc03]T and measurement error∆rc = [∆rc1,∆rc2,∆rc3]T , then the configuration matrix

Ac can be denoted as

Ac = Ac0 + ∆Ac

where

Ac0 = [ac1, ac2, · · · , acN] , ∆Ac = [∆ac1,∆ac2, · · · ,∆acN]

with

aci = dci × ei , ∆aci = ∆d × ei , i = 1, 2, · · · ,N

and

∆d = −Rsc∆rc, dci = Rsc(dsi − rc0), i = 1, 2, · · · ,N

Assume that

Rsc =



































r11 r12 r13

r21 r22 r23

r31 r32 r33



































, ∆rc =



































∆rc1

∆rc2

∆rc3



































, ei =



































e1i

e2i

e3i


































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for i = 1, 2, · · · ,N. Then∆aci can be written as

∆aci = ∆d × ei = −(Rsc∆rc) × ei

= ∆rc1



































e2ir31 − e3ir21

e3ir11 − e1ir31

e1ir21 − e2ir11



































+ ∆rc2



































e2ir32 − e3ir22

e3ir12 − e1ir32

e1ir22 − e2ir12



































+ ∆rc3



































e2ir33 − e3ir23)

e3ir13 − e1ir33

e1ir23 − e2ir13



































then∆Ac can be represented as

∆Ac = ∆rc1Ac1 + ∆rc2Ac2 + ∆rc3Ac3 (61)

with

Ac1 =



































e21r31 − e31r21 · · · e2,Nr31 − e3,Nr21

e31r11 − e11r31 · · · e3,Nr11 − e1,Nr31

e11r21 − e21r11 · · · e1,Nr21 − e2,Nr11



































3×N

Ac2 =



































e21r32 − e31r22 · · · e2,Nr32 − e3,Nr22

e31r12 − e11r32 · · · e3,Nr12 − e1,Nr32

e11r22 − e21r12 · · · e1,Nr22 − e2,Nr12



































3×N

Ac3 =



































e21r33 − e31r23) · · · e2,Nr33 − e3,Nr23)

e31r13 − e11r33 · · · e3,Nr13 − e1,Nr33

e11r23 − e21r13 · · · e1,Nr23 − e2,Nr13



































3×N

Without loss of generality, we assume that∆rc satisfies that∆−i ≤ ∆rci ≤ ∆+i . Now define

∆I =
{

∆rc|∆rci ∈
[

∆−i ,∆
+
i
]

, i = 1, 2, 3
}

then the RobDCA problem (59) can be transformed to the following form:

F = arg min
Fmin≤F≤Fmax

max
∆rc∈∆I

{‖F‖2M1
+ ‖F(t) − F(t − T)‖2M2

+ h‖uc − Ac(∆rci)F‖2} (62)

and the following result can be obtained.190

Theorem 3. If ∆rc ∈ ∆I , the RobDCA problem has an optimal solution if the following is solved for any

∆rc ∈ ∆E

min
F
Υ
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s.t.

Υ1 + Υ2 + Υ3 − Υ < 0 (63)





















−I M1/2
1 F

(M1/2
1 F)T −Υ1I





















< 0 (64)





















−I M1/2
2 (F(t) − F(t − T))

(M1/2
2 (F(t) − F(t − T)))T −Υ2I





















< 0





















−I
√

h(uc − Ac(∆rci)F)
√

h(uc − Ac(∆rci)F)T −Υ3I





















< 0 (65)





















































bT
1(Fmin − F) 0 · · · 0

0 bT
2(Fmin − F) · · · 0

...
...

. . .
...

0 0 · · · bT
N(Fmin − F)





















































< 0 (66)





















































bT
1(F − Fmax) 0 · · · 0

0 bT
2(F − Fmax) · · · 0

...
...

. . .
...

0 0 · · · bT
N(F − Fmax)





















































< 0 (67)

whereΥ > 0,Υ1 > 0,Υ2 > 0,Υ3 > 0, bi(i = 1, 2, · · · ,N) are unit column vectors and satisfy[b1, b2, · · · , bN] =

IN, and∆E = {∆rc|∆rci = ∆
−
i or ∆+i , i = 1, 2, 3}

Proof. Denote

Υ1 = ‖F‖2M1
,

Υ2 = ‖F(t) − F(t − T)‖2M2
,

Υ3 = h‖uc − Ac(∆rci)F‖2

To ensure

max
∆rc∈∆I

{‖F‖2M1
+ ‖F(t) − F(t − T)‖2M2

+ h‖uc − Ac(∆rci)F‖2} < Υ

it holds if

Υ1 + Υ2 + Υ3 < Υ
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and

FT M1F < Υ1, (68)

(F(t) − F(t − T))T M2(F(t) − F(t − T)) < Υ2,

h(uc − Ac(∆rci)F)T(uc − Ac(∆rci)F) < Υ3

Using the Schur complement Lemma, (68) is equal to

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


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









−I M1/2
1 F

(M1/2
1 F)T −Υ1I
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
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












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



















−I M1/2
2 (F(t) − F(t − T))

(M1/2
2 (F(t) − F(t − T)))T −Υ2I
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

















< 0





















−I
√

h(uc − Ac(∆rci)F)
√

h(uc − Ac(∆rci)F)T −Υ3I





















< 0

for ∆rc ∈ ∆I , then according to Corollary 4.3.1 in [42], (65) is obtained.

To add the constraint toF, we have

Fmin < F < Fmax⇐⇒
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












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
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




































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


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
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


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































F1

F2
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FN




























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


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
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




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




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(69)

then rewrite left side of (69) as:

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


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













⇐⇒


























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























F1 min − F1 0 · · · 0

0 F2 min − F2 · · · 0
...

...
. . .

...

0 0 · · · FN min − FN




































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
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

< 0⇐⇒

22




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
















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



bT
1(Fmin − F) 0 · · · 0

0 bT
2(Fmin − F) · · · 0

...
...

. . .
...

0 0 · · · bT
N(Fmin − F)





















































Thus (66) can be obtained, by the same way, we can also get (67).

5. Simulation and analysis195

To study the effectiveness of the proposed disturbance-observer based dynamic surface control scheme

with prescribed performance and the RobDCA strategy, the combined spacecraft system consisting of two

12U CubeSats and one 3-DOF space manipulator is considered,which is shown in Figure 4. The dynamic

parameters of the combined spacecraft system are shown in Table 1. In the Table 1, ms, mt and mli (i =

1, 2, 3) are the mass of chaser spacecraft, target spacecraft andith link of manipulator respectively;J s,

J t and J li (i = 1, 2, 3) are the inertia matrix of the chaser spacecraft, target spacecraft and theith link of

manipulator respectively;ps, pt, Rsc and Rtc are the centroid position vector, attitude rotation matrixof

chaser spacecraft and target spacecraft respectively;pli andRli (i = 1, 2, 3) are the centroid position vector

and attitude rotation matrix of theith link of manipulator respectively. Then according to the result in [32],

the nominal inertia matrix of the combined spacecraft can becomputed as

J0 = RscJ sRT
sc+ms[( pT

s ps)I3 − pspT
s ]

+ RtcJ t RT
tc +mt[( pT

t pt)I3 − pt p
T
t ]

+

3
∑

i=1

{

Rli J li RT
li +mli [( pT

li pli )I3 − pli pT
li ]

}

(70)

Thus we can getJ0 = diag{0.49019, 1.2089, 1.2916} kg·m2 and the inertia uncertainty is set as∆J = 0.1J0.

An attitude control system with 12 thrusters and orbit control torque is considered in this paper, which

induced by the mis-alignment of the chaser orbital thrusterwith the centre-of-mass of the combined system

is shown in Figure 5. The position vectors and orientation vectors of the thrusters before the target spacecraft

has been captured expressed in the body frame of chaser spacecraft
∑

Os are defined in Table 2. And the

magnitude of the orbit control forcef0 is defined asf0 = 5 × 10−3 N, the position vectords0 and the unit

orientation vectores0 expressed in the frame
∑

Os are defined as

ds0 = [0, 0,−0.1]T m, es0 = [0, 0, 1]T
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Figure 4: Model of the docked spacecraft system.
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Figure 5: 12 thrusters with orbit control torque

The rotation matrixRsc is set as

Rsc =



































0.63708 0.63708 −0.43388

−0.87855 0.61925 0.78026

0.76577 −0.45897 0.45048



































and the vectorrc is defined asrc = [0.05, 0.05, 0.05]T m. Then the position vectord0 and the unit orientation

vectore0 expressed in frame
∑

Oc are

d0 = Rsc(ds0 − rc) = [0.00137,−0.14361,−0.08291]T m

e0 = Rsces0 = [−0.43388, 0.78026, 0.45048]T
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We can also get

At = d0 × e0 = [0, 0.03536,−0.06124]T ,

and the orbit control torque

ut = f0 At =
[

0, 1.77× 10−4,−3.06× 10−4
]T

Nm

Table 1 Dynamic parameters of combined spacecraft system

Body Parameter Unit Value

12U CubeSat

ms(mt)

Js(J t)

ps

pt

kg

kg·m2

m

m

10

diag{0.2666, 0.26, 0.1666}

[−0.2; 0; 0]

[0.2; 0; 0]

Link1

ml1

J l1

pl1

kg

kg·m2

m

0.17

diag{5× 10−5, 4.5× 10−4, 4.5× 10−4}

[−0.05;−0.02; 0.05]

Link2

ml2

J l2

pl2

kg

kg·m2

m

0.17

diag{5× 10−5, 4.5× 10−4, 4.5× 10−4}

[−0.01;−0.05; 0.03]

Link3

ml3

J l1

pl3

kg

kg·m2

m

0.17

diag{5× 10−5, 4.5× 10−4, 4.5× 10−4}

[0.03; 0; 0.01]

The rotation matrixRsc is set as

Rsc =



































0.63708 0.63708 −0.43388

−0.87855 0.61925 0.78026

0.76577 −0.45897 0.45048




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

























and the vectorrc is defined asrc = [0.05, 0.05, 0.05]T m. Then the position vectord0 and the unit orientation

vectore0 expressed in frame
∑

Oc are

d0 = Rsc(ds0 − rc) = [0.00137,−0.14361,−0.08291]T m

e0 = Rsces0 = [−0.43388, 0.78026, 0.45048]T
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We can also get

At = d0 × e0 = [0, 0.03536,−0.06124]T ,

and the orbit control torque

ut = f0 At =
[

0, 1.77× 10−4,−3.06× 10−4
]T

Nm

And according to the equation (8) and (9), the position vectors and orientation vectors of the thrusters

after the target spacecraft has been captured expressed in the body frame of chaser spacecraft
∑

Oc are shown200

in Table 3.

Table 2 The mounted positions and vectors of the thrusters inthe frame
∑

Os

Thrusteri Positiondsi(m) Orientationesi

1 [0.1,−0.1, 0.1]T [0, 1, 0]T

2 [0.1,−0.1, 0.1]T [−1, 0, 0]T

3 [0.1,−0.1, 0.1]T [0, 0, 1]T

4 [0.1, 0.1, 0.1]T [−1, 0, 0]T

5 [0.1, 0.1, 0.1]T [0,−1, 0]T

6 [0.1, 0.1, 0.1]T [0, 0,−1]T

7 [−0.1,−0.1, 0.1]T [0, 1, 0]T

8 [−0.1,−0.1, 0.1]T [0, 0,−1]T

9 [−0.1,−0.1, 0.1]T [1, 0, 0]T

10 [−0.1, 0.1,−0.1]T [0, 0, 1]T

11 [−0.1, 0.1,−0.1]T [0,−1, 0]T

12 [−0.1, 0.1,−0.1]T [1, 0, 0]T

Based on (13) and Table 3, we can also get the configuration matrix in the frame
∑

Oc

Ac = [a1, a2, · · · , a12]

with

a1 =
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a4 =
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The low-thrust propulsion FEEP (field emission electric propulsion) [43] is selected in this paper and the

limitation on thruster is given as 0≤ Fi ≤ 3.75×10−3 N with i = 1, 2, · · · , 12 [43]. The thrusters are assumed205

to have a continuous thrust force. We set the limitation onu is umax = [1.5× 10−3, 1.5× 10−3, 1.5× 10−3]T

Nm, umin = [−1.5 × 10−3,−1.5× 10−3,−1.5× 10−3]T Nm (Note thatumax andumin are selected such that

actuatorF is obtained satisfyingAcF = u and 0≤ Fi ≤ 3.75× 10−3).

Table 3 The mounted positions and vectors of the thrusters inthe frame
∑

Oc

Thrusteri Positiondi(m) Orientationei

1
[

−0.08540 −0.05827 0.12966
]T [

0.63708 0.61925 −0.45897
]T

2
[

−0.08540 −0.05827 0.12966
]T [

−0.63708 0.08785 −0.76577
]T

3
[

−0.08540 −0.05827 0.12966
]T [

−0.43388 0.78026 0.45048
]T

4
[

0.04201 0.06558 0.03786
]T [

−0.63708 0.08785 −0.76577
]T

5
[

0.04201 0.06558 0.03786
]T [

−0.63708 −0.61925 0.45897
]T

6
[

0.04201 0.06558 0.03786
]T [

0.43388 −0.78026 −0.45048
]T

7
[

−0.21282 −0.04070 −0.023500
]T [

0.63708 0.61925 −0.45897
]T

8
[

−0.21282 −0.04070 −0.023500
]T [

0.43388 −0.78026 −0.45048
]T

9
[

−0.21282 −0.04070 −0.023500
]T [

0.63708 −0.08785 0.76577
]T

10
[

0.00137 −0.072900 −0.02054
]T [

−0.43388 0.78026 0.45048
]T
,

11
[

0.00137 −0.072900 −0.02054
]T [

−0.63708 −0.61925 0.45897
]T

12
[

0.00137 −0.072900 −0.02054
]T [

0.63708 −0.08785 0.76577
]T
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Remark 7. In the simulation, a 12U CubeSat is used and its parameters presented in Table 1 are in the

typical order of magnitude, for example see [22], [23] and [43]. The positions and vectors of the thrusters

in the body frame presented in Table 2 are selected accordingto the parameters in [11]. The robotic arms

are selected based on the parameters in [11] and scaled to thesize of the 12U CubeSat (Cubesat robotic

arms have not been developed yet). And the magnitudes of the control torque and thruster force are based215

on [43]. In short, all the parameters used are selected basedon the actual physical system.

Both de-tumbling of the combined spacecraft and the performance of a large angle slew maneuver are

investigated. In each case, simulation with PD controller (PD) is used to show the superiority of with

the proposed prescribed-performance based dynamic surface control (DSC+PPC). Then, the differential

equations related to the mathematical model of attitude stabilization control system of combined spacecraft,220

the control laws, the nonlinear disturbance observer and saturation compensator were integrated using a

fixed-step Runge–Kutta solver (0.1 s).

5.1. De-tumbling of a combined spacecraft CubeSat

In that case, the initial angular velocity of the combined spacecraft isω(0) = [0.45, 0.52, 0.55]T rad/s and

the initial attitude MRPs of the combined spacecraft is set to be zero. Also, we assume that de-tumbling is225

considered complete when all of the angular velocities haveabsolute values less than 2× 10−3. The external

disturbance is set asd(t) = 10−4 × [1 + sin( πt125) + 1.5 sin( πt200), 2+ 1.5 sin( πt125) − 2 sin( πt200),−1+ 2 sin( πt125) −

1.5 sin( πt200)]
T Nm. By the proposed controller in (43) with parametersk2 = 0.4, k3 = 0.01, k4 = 27 and

βω = 0.5 satisfying the parameter condition of Theorem 2. To show the advantages of the proposed control

scheme, the traditionalP-controlleru = −k2ω with pseudo-inverse-based control allocation is used in the230

spacecraft de-tumbling control. The results are shown in Figures 6–8. Figure 6 shows the closed-loop

system performance underP-controller with pseudo-inverse-based control allocation; Figure 7 shows the

closed-loop system performance under proposed controllerwith pseudo-inverse-based control allocation;

Figure 8 shows the closed-loop system performance under proposed controller with RobDCA.

It is observed from Figure 7 that the desired states can stillbe tracked with small tracking errors and a235

rapid convergence rate when the proposed scheme is used. Whereas for performance of the PD controller

with a pseudo-inverse-based control allocation method in Figure 6, due to the inertia uncertainty and external

disturbances, the steady-state of angular velocity is about 4×10−3 rad/s, which is much larger than that under

the proposed scheme and also not satisfy the de-tumbling condition 2× 10−3 rad/s. This is due to the fact

that the proposed scheme contains the nonlinear disturbance observer (44) which possesses strong robustness240
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with respect to the considered form of inertia uncertainty and external disturbances. In Figure 8, the proposed

RobDCA is also considered in the closed-loop. We can see thatthe convergence time is 800 seconds and

the steady-state of angular velocity is less than 5× 10−6, where both the convergence time and magnitude

of the steady-state of angular velocity is shorter than the same controller law with pseudo-inverse-based

control allocation method. Moreover, the dynamics and uncertainty in the actuators are not considered in245

the pseudo-inverse method. The virtual control signals andthruster forces are shown in Figures 6–8 (b)

and (c), respectively, in which the saturation effect is clearly seen. During 1500 seconds, it can be seen

that the PD control requires an accumulated torque of 13.299(Nm) and an accumulated force of 62.3818

N to perform the maneuver. The proposed controller with pseudo-inverse-based control allocation needs

an accumulated torque of 13.6921 (Nm) and an accumulated force of 62.3818 N to perform the maneuver.250

The proposed controller with RobDCA needs an accumulated torque of 15.5539 (Nm) and an accumulated

force of 98.3852 N to perform the maneuver. Comparing with the other two control schemes, the proposed

controller with RobDCA method sees a small increase in the accumulated torque requirement, but with a

significantly improved tracking performance.
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Figure 6: System performance under PD controller with pseudo-inverse-based control allocation

5.2. Large angle slew manoeuver of combined spacecraft255

We assume the initial attitude MRPs of the combined spacecraft is σ(0) = [−0.206,−0.179, 0.075]T ,

the initial angular velocity of the combined spacecraft is set to be zero. The controller parameters are set

as k1 = 0.15, k2 = 0.5, k3 = 1, k4 = 0.5, β = 27 andτ = 1, such that 2k4k2 > 3k2
3k2

5, 2βk2 > 3,

16k1 > 3r2
Mτ with k2

5 = 4.5× 10−12 satisfying the parameter condition of Theorem 1. And the parameters of

prescribed performance are presented in Table 4. To show theadvantages of the proposed control scheme, the260

traditionalPD-controlleru = −kσσ − kωω [44] with pseudo-inverse-based control allocation is usedin the
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Figure 7: System performance under proposed controller with pseudo-inverse-based control allocation
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Figure 8: System performance under proposed controller with RobDCA
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spacecraft slew manoeuver control. The simulation resultsare shown in Figures 9–14. Figures 9–11 present

the time history of attitude trajectories by the traditional PD-controller and proposed DSC+PPC method

with pseudo-inverse-based control allocation, and proposed DSC+PPC method with RobDCA, respectively.

Figures 12–14 present the other closed-loop system performance underPD-controller (PD+PI) and proposed265

control method (PPC+PI) with pseudo-inverse-based control allocation, and proposed control method with

RobDCA (PPC+RobDCA), respectively. In the Figures 9–11, PPB means prescribed-performance bound.

Table 4 Performance function parameters

i-th ρi0 ρi∞ γi ηi min ηi max

1 0.25 3×10−5 0.025 1 0.1

2 0.28 1.4×10−5 0.03 1 0.1

3 0.095 5×10−5 0.02 0.2 1

As we can see from Figures 9–11, by the method of PPC+RobDCA, the attitude can also converge to270

zero within prescribed-performance bounds, while PD+PI and PPC+PI can not ensure this performance. In

Figures 12–14, the magnitude of the angular velocity based on PPC+RobDCA is smaller than 6×10−6 rad/s

after 200 seconds, while PPC+PI can only ensure the magnitude of the angular velocity within 1 × 10−4

better than PD+PI after 200 seconds. Also, as we can see from Figures 12–14 (b) and (c), the trajectories

of all the virtual control torques and thruster forces are approximately the same. The trajectories of virtual275

control using the proposed DSC+PPC method is smoother than the others considered here.

5.3. Necessity to rebuild the new attitude dynamics

In this subsection, we illustrate the necessity to rebuild the new attitude dynamics of the combined system

rather than using the original equations expressed in the chaser frame. In the case that the original equations

expressed in the chaser frame are used the inclusion of the target dynamics is simply added as a disturbance.280

However, the target spacecraft has the same size as the chaser spacecraft, so this uncertain disturbance is

considerably large and must be compensated for by the controller. Here we use the proposed control of

this paper to both models to demonstrate the need to re-construct the dynamic equations of motion of the

combined system. Since the thrusters’ configuration matrixof the chaser spacecraft has been determined

and there is no uncertainty in the configuration matrix, pseudo-inverse-based control allocation method will285

used. With the same proposed method, we have the results shown in Figures 15–17. Figure 15 shows

the closed-loop system performance of the target spacecraft by proposed controller when de-tumbling the

combined spacecraft CubSat. The time history of attitude trajectories are shown in Figures 16–17. Due to
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Figure 9: Time histories of spacecraft attitude with three control scheme
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Figure 11: Time histories of spacecraft attitude with threecontrol scheme
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Figure 12: System performance under PD controller with pseudo-inverse-based control allocation
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Figure 13: System performance under proposed controller with pseudo-inverse-based control allocation
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Figure 14: System performance under proposed controller with RobDCA
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large inertia uncertainty, it is observed from Figure 15 that the magnitude of the angular velocity exceeds

5 × 10−3 rad/s during some period, which does not satisfy the de-tumblingcondition. As we can see from290

Figure 16, based on the attitude dynamics of the target spacecraft, the magnitude of the attitude exceeds 0.03

at nearly 1000 seconds. In Figure 17, the same result comes also in the attitude velocity, the magnitude of

the angular velocity exceeds 4× 10−3 rad/s at nearly 1000 seconds. The simulations demonstrate that if the

dynamics of the combined spacecraft are not re-constructedin-situ then the control performance can be poor.

Moreover, the control implemented based on the combined dynamic model sees significant improvement in295

performance.
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Figure 15: System performance under proposed controller with normal attitude dynamics

6. Conclusion

In this paper, a dynamic surface method incorporating a robust dynamic control allocation strategy has

been proposed for attitude control of a combined chaser-target system. The results demonstrate the im-

portance of reconstructing the dynamic model of the combined system in a reference frame at the new300

centre-of-mass. Moreover, developing a robust control based on a large disturbance to the chaser dynamics,

rather than re-building the dynamic model in-situ, yields poor performance. A disturbance-observer-based

dynamic surface method is developed, which is robust to external disturbances as well as any modelling

errors in the re-constructed dynamics. Furthermore, this control allows the performances to be prescribed a

priori and avoids the “explosion of complexity” associatedwith the backstepping method.305
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Figure 17: System performance under proposed controller with normal attitude dynamics
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