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Abstract—The deepening penetration of wind resources intro-
duces major challenges into power system planning and operation
activities. This is due to the need to appropriately represent salient
features of wind power generation from multiple wind farm sites
such as nonstationarity with distinct diurnal and seasonal pat-
terns, spatial and temporal correlations, and non-Gaussianity.
Hence, an appropriate model of multisite wind power production
in systems with integrated wind resources represents a major chal-
lenge to meet a critical need. In this paper, we aim at defining a
new methodology to improve the quality of generated scenarios by
means of historical multisite wind data and effective deployment
of time series and principal component (PC) techniques. Scenario-
based methodologies are already available in power systems, but
sometimes lack in accuracy: this paper proposes a methodology
that is able to capture the main features of wind: it can both
characterize spatio-temporal properties and be used to reduce size
of data sets in practical applications without using any simpli-
fying assumption. Extensive testing indicates good performance
in effectively capturing the salient wind characteristics to pro-
vide useful models for various problems related to multisite wind
production, including security assessment, operational planning,
environmental analysis, and system planning. An application to
security assessment is presented.

Index Terms—Correlation, modeling, stochastic processes, time
series, wind power generation.

I. INTRODUCTION

HE DEEPENING penetration of wind resources with

their various climatological and geographic sources of
uncertainty provides new challenges in the planning and oper-
ation of such systems. Wind speed is a highly uncertain,
time-varying, and intermittent phenomenon and so is wind
generation. The effective representation of wind generation
is fraught with major difficulties since there is no analytic
characterization for wind speed and the output is a nonlinear
function of wind speed. Wind speed is a non-Gaussian and
nonstationary stochastic process with distinct diurnal and sea-
sonal patterns; wind speed at a given location is temporally
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correlated. Moreover, when many wind farms are installed at
many sites in the power system, building a multisite model
brings additional complexity. Such model must capture the cor-
relation among wind speeds at different locations as well as
their time correlation. In light of these requirements, the model-
ing must rely heavily on the collection of appropriate data sets,
whose analysis provides the basis for the modeling of multisite
wind installations.

The early contribution in wind modeling area was presented
in [1], in which auto-correlation in wind speed is character-
ized but its non-Gaussianity is not considered. To deal with
non-Gaussianity and nonstationarity, the authors in [2] and [3]
apply transformation and standardization to hourly wind speed
time series to obtain approximate Gaussian and stationary data:
while auto-regressive (AR) model is used for fitting the result-
ing data in [2], the authors in [3] adopt a more general model,
i.e., AR moving average (ARMA) model. These schemes are
suitable for a single time series data. To consider spatial cor-
relation of wind speed between different zones in the U.K.,
a multivariate AR model is used in [4]. However, building a
multivariate time series model for real wind speed data from
multiple sites is complicated, especially with a large number of
wind sites. In a different way, Ref. [5] proposes a wind regime
model to capture both the seasonal and the diurnal variations
of wind resources and their correlation with the load seasonal
and diurnal changes, but this model is only suitable for planning
studies.

To represent a stochastic process, a set of scenarios, con-
structed as a set of realizations—the so-called sample paths
or trajectories—over the predefined time horizon, can be con-
sidered: in [6], wind power scenarios are generated from non-
parametric probabilistic forecasts; whereas in [7], time series
analysis and Monte Carlo simulation (MCS) are used to gen-
erate wind power scenarios. Reference [8] presents a method
to characterize forecast error via empirical distributions of a
number of forecast bins and based on statistical uncertainty and
variability to generate a large number of wind power scenar-
ios. These approaches have been applied to a single wind farm
or an aggregate wind power data set and some of them may
be extended to apply to a multisite wind data set for capturing
spatial correlation.

For generating space-time wind scenarios, in order to char-
acterize interdependence structure of multivariate stochastic
processes, Gaussian copula method [9] is widely used. Among
existing approaches, Refs. [10] and [11] work on a similar
topic. In [10], the authors build the model for multisite wind
speed using a noise vector that drives a vector AR process. In
order to deal with non-Gaussianity and preserve the marginal



distribution associated with observed data at each site in the
wind speed scenarios generated, we transform the time series
of historical values of each site into a Gaussian time series,
similar to that in [10] and [11]. For capturing temporal cor-
relation and variability, we make use of time series model as
in [10] and [11]. Nevertheless, to deal with spatial correla-
tion of wind speed at different sites, [10] and [11] simplify
the problem by introducing an assumption that the matrix of
time series coefficients is diagonal: this implies that spatial cor-
relation is modeled fully by the underlying noise vector. By
doing so, the multivariate time series model can be decoupled
into different univariate time series models. On the contrary, in
this paper, we do not use any simplifying assumption. Instead,
we solve it explicitly by making use of principal component
analysis (PCA) to transform correlated multivariate time series
of wind data at multiple sites into different univariate time
series, i.e., PC time series, which are not cross-correlated with
other time series. In terms of handling nonstationarity, while
[10] uses stationary assumption or suggests using seasonal
ARMA model, we adopt preprocessing techniques, similarly
to [11].

A comprehensive modeling methodology of multisite wind
generation that captures all its salient features is crucial for
power system planning and operation studies. To account for
spatial-temporal information, full knowledge of distribution of
multivariate stochastic processes of wind, e.g., joint probability
density functions (pdfs) and cumulative distribution functions
(cdfs), is necessary. It is, however, difficult to use such func-
tions in power system planning and operation; to this issue, a
spatial-temporal scenario set is an alternative and efficient way
to characterize multivariate stochastic processes. In addition,
the model needs to be realistic, i.e., simplifying assumptions,
if necessary, must be reasonable.

In this paper, a new framework of multisite wind modeling is
proposed. Starting from time series relevant to wind speed (or
wind power) data coming from multiple different sites, we first
build a model capturing the salient features of wind and use
this model to generate a set of accurate scenarios using PCA
[12], [13] and time series analysis [14]. Each scenario is a set
of generated time series of wind speed (or power) reproducing
the time/space features of the input data used. Scenarios can be
used for any scenario-based power system application, as it will
be discussed in this paper. The resulting wind speed scenarios
for each wind site are then transformed into wind power scenar-
ios via a suitable aggregate power curve. The PCA—time series
combination is effective in obtaining the analytical characteri-
zation of the statistical features of the spatio—temporal model of
the wind output at the multisite farms. The proposed model is
able to reduce the size, without losing significant information,
of a data set; this is very useful in cases of high-dimensional
data, such as the wind data from a large number of wind farm
locations. Moreover, for proper working of PCA and time series
model, we propose some techniques to obtain approximately
stationary and Gaussian data from observed wind data (that are
typically nonstationary and non-Gaussian), thus removing any
limiting simplifying assumption. The proposed methodology
is, therefore, comprehensive and realistic, so that it is appli-
cable to wind data in real power systems. The model results

provide a wide range of applications in power systems with
integrated multisite wind energy resources, including security
assessment, operational planning, planning, and environmental
analysis. These applications provide valuable insights into the
impacts of the wind contributions.

In Section II, we present the fundamental background of
PCA and time series analysis. The proposed methodology is
described in Section III; whereas, in Section IV, the results
obtained on wind data from multiple wind farms in Sicily and
on security assessment of Sicilian power system are discussed;
discussions on assessing the resulting scenarios are also given.
In Section V, further discussion on applicability of scenario-
based methods is presented. Concluding remarks are provided
in Section VL.

II. FUNDAMENTAL BACKGROUND
A. PCA

PCA performs an orthogonal transformation on data to trans-
form a correlated data set into an uncorrelated one. The under-
lying technique is the eigenanalysis, applied to a symmetrical
matrix such as either the correlation or the covariance matrix.

PCA applies to a matrix W whose elements w” are the data
of wind speed or power available at site s € {1,2,...,.5} and
attime h € {1,2,..., N}. We assume that all considered wind
sites have the same number of observations N spanning, e.g., 1
year, and that they are synchronized and equally spaced in time
(e.g., 1 h)
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Each element w” can be interpreted as a realization of corre-
sponding random variable W;‘ of the random process at site s
and time h.

At first, data are centered [13] in matrix W, by subtracting
the mean p4 of each time series at each site
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where p = diag{u, po,...,pus}td, in which J is a S x N
matrix of ones.

Next, correlation or covariance matrix of the centered data
is calculated. PCA can use either correlation or covariance
matrix. Correlation matrix must be adopted when the consid-
ered variables are not comparable [13], e.g., when considering
the real power outputs of wind parks of different rating. In
this case, another option is to normalize values and adopt
normalized covariance matrix. On the contrary, covariance
matrix can be directly used for wind speed data. In the fol-
lowing, the covariance matrix is considered, for the sake of
simplicity.



Covariance matrix X is a symmetric S x S matrix

2 2 2
01 012 " 01 g
2 2 2
0’ 0' ... O’
2,1 02 2,8
E=1 7 . . “
2 2 2
951952 " 93

where o2 is the variance (o standard deviation) and o2 ; is the
covariance between the time series at site i and the time series
at site j
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The covariance matrix X is a symmetric positive semidefinite
matrix and all its eigenvalues \;, ¢ = 1,2,..., S, are positive
and are the roots of (6)

det(E — \I) =0 (©6)

where I is the S x S identity matrix and det(-) is the
determinant.

Eigenvalues are then ordered, so that Ay > Ay > --- > Ag.
There exists a vector u; corresponding to \; such that

Vector u; is called the eigenvector of 3 associated with
the eigenvalue ;. Matrix U is formed by the corresponding
columns w;,2 =1,2,...,S

U = [u1|ug| - lug]. (8)

Its elements are also known as PC coefficients. Finally, PCs
are derived [13] as

Z =UTw, 9

where Z is a S x N matrix. The ith row of matrix Z z; is
the 7th PC, i.e., a time series univariate and uncorrelated with
other PCs. The techniques to characterize such a time series are
reported in [14].

The reconstruction of wind data from PCs is implemented
inversely

W =p+UZ=p+u|ug - |ug] (10)
[l ]2z |- 125]T
It is worth noting that if the distribution considered is multi-
variate Gaussian, resulting PCs will be independent. Otherwise,
PCs will be uncorrelated but still dependent (the diagonal
covariance matrix of PCs only implies that they are uncorre-
lated). In fact, for multivariate non-Gaussian distribution, the
first and second statistical moments do not characterize totally
the distribution. In this paper, we adopt preprocessing and
transformation techniques to obtain approximately stationary
and Gaussian data sets (see Section III). This is a signifi-
cant improvement in using PCA as confirmed by the results in
Section IV.

Another very interesting application of PCA is that it pro-
vides an excellent tool to approximate a large data set by
reducing its dimension [12]. This function makes PCA a pow-
erful tool for high-dimensional data analysis. As it derives from
eigenanalysis, each PC z; can be seen as a mode, whose vari-
ance is weighted by the relevant eigenvalue \;. It should be
noted that the variance of each PC time series is equal to the
eigenvalue associated with that PC. Therefore, the contribu-
tion of the [th PC to total variance of the data [12] can be
computed as

v = AL 100% (11)
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Hence, the first row vector z; corresponding to the largest
eigenvalue \; and eigenvector u; is the most important com-
ponent (dominant component), which contains most of the
variance in the data set, followed by the second component
29, and so on. If only the first K (K < S) components are
considered, W will be approximated by

Wk = ui|us|- - |u
K M*T- [T1| 2| T|TK] (13)
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The choice of the most suitable K for application of PCA to
dimensional approximation is dependent on the comparison of
'k to a threshold (e.g., I'xr > 90%). This is also a very useful
application of PCA, from the practical point of view: it makes
it possible to describe most of the features of the data set by a
reduced number of variables.

B. Time Series Analysis

A time series is a sequence of observations ordered in time,
usually at equally spaced intervals. There are several methods
for fitting to a time series, if it is stationary. For a stationary
stochastic process, the joint probability distribution, and there-
fore, the mean, variance, and auto-correlation structure, do not
change over time. The typical linear model for a stationary
time series is ARMA [14], which can be used to characterize
a stationary process and for prediction as well. The ARMA
model consists of two parts: 1) AR and 2) MA. The model
is usually referred to as the ARMA(p, ¢) model, where p
is the order of the AR part and ¢ is the order of the MA
part. An ARMA(p, ¢) model of a stochastic process can be
mathematically represented as

p q
ho_ Z h—j | _h Z h—1
Wg = QW +Es - 6153
j=1 1=1

where, a1,a9,...,ap and 1, 2,..., 3, are the parameters
of AR and MA, respectively. The stochastic process {¢”} is
referred to as a white noise [14].

(14)



If ¢ =0, then the ARMA(p, q) model becomes an AR(p)
model. On the other hand, when p = 0, the process becomes
an MA(q) model. An AR model expresses a time series as a
linear combination of its past values. The order of p tells how
many lagged past values are included in the model. The MA
model includes lagged terms on the noise process.

To build a time series model, we follow the procedure
proposed by Box—Jenkins, clearly described in [14].

It should be noted that stationarity is a necessary condition in
building an ARMA model. However, this condition may not
always hold with real time series data. In such a case, data
must be preprocessed before building an ARMA model. In this
paper, we carry out various preprocessing and transformation
techniques, presented in Sections III and IV, and apply them to
wind speed time series data.

III. METHODOLOGY

In this section, we discuss in detail the proposed approach
to capture main characteristics of wind data from multiple sites
and to build a spatio—temporal model.

The input is observed wind speed or wind power data (in time
series) for each site, in the form (1). The process is implemented
step by step as follows.

Step 1) The first requirement to be fulfilled is stationarity of
the process described in (1). This is achieved first by
removing diurnal and seasonal effects [2], [3], [11]

W'l =(wl =) fom (15)
where £/ and o’ are the mean and standard devi-
ation at site s and time h for epoch m such as month,
season, and so on, which is selected based on the peri-
odic features of the data. The resulting stationarity
must be assessed by a statistical test on {w’"}. In this
paper, we used augmented Dickey—Fuller (ADF) test
[15] and Kwiatkowski—Phillips—Schmidt—Shin (KPSS)
test [16]. If the modified {w’ "} does not pass the test,
the preprocessing adopted is not sufficient and a dif-
ferent preprocessing must be carried out, still based on
(15). This formula depends on the proper identification
of epochs, each one identified by m. Therefore, if the
first application of (15) is not satisfying, it is neces-
sary to revise the partitioning of the considered time
interval in epochs, always using (15), until a suitable
partition is found out, stationarity is obtained, and the
test is passed. If it is impossible to find epochs so as to
obtain stationarity and pass the test, the only option is
to check if there is any trend in data and remove it [17].
In our case, that has been proven not to be necessary.
As the obtained stationary data set could still be non-
Gaussian, {w’"} is then transformed into Gaussian
data set [10], [11] by

Step 2)

W' =@ E ' )]
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where F(-) is the estimated cdf of the stationary pro-
cess associated with {w’ ]Z} and ® () is the inverse of

the cdf of the standard normal distribution. Statistical
tests to assess if the resulting distribution is Gaussian,
such as Lilliefors goodness-of-fit test [18] and Jarque-
Bera hypothesis test [15], are carried out.
PCA is adopted according to Section II-A. Each PC is
a univariate time series and not cross-correlated with
other PCs. The data, however, still contain temporally
correlated information.
Each PC time series is fitted by a time series model
according to Section II-B, as PC time series data herein
satisfy all necessary conditions for building a time
series model such as ARMA or simpler forms such as
AR or MA.
The obtained time series model for each PC is then used
to generate an adequate number of time series for future
time; e.g., time frames of operation (e.g., 6 h, 24 h
ahead, etc.) and/or planning (e.g., weeks, months, years
ahead, etc.). Thanks to the use of ARMA methodology,
variability of input data is implicitly considered.
The generated time series in terms of PCs are recon-
structed using (10). If dimensional approximation is
desired, (13) can be used.
The obtained data from Step 6 are back-transformed
into non-Gaussian data [10], [11] by

W'l = F @ )]
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Step 3)

Step 4)

Step 5)

Step 6)

Step 7)

A7)

and then the items removed in the preprocessing step
are added back to obtain scenarios obeying all the
characteristics of the observed wind data for each site.

The outputs of the procedure are time series, i.e., scenarios
or trajectory sets, of wind data over the predefined time horizon
for each site. The novelty of the proposed approach is that it
can explicitly capture the main features of stochastic processes
of multisite wind data: marginal distribution, spatial correlation,
temporal correlation, diurnal and seasonal nonstationarity, and
non-Gaussianity.

As discussed in [8], in operation, it is important to deal with
both uncertainty and variability, i.e., forecast errors and fluctua-
tions. In the proposed methodology, the focus is on uncertainty;
however, variability is considered implicitly by the methodol-
ogy thanks to the use of time series methods to generate PC time
series (Steps 4 and 5). This approach is already present in the
technical literature. For example, in order to capture variability
of wind and also of other resources in power system analysis
and security assessment, time series-based methods have been
adopted: in [19], hourly time series data of wind and demand
are used to determine overload conditions or to specify nonfirm
connection agreements for new generators; in [20], the authors
use time series data of load and variable resources such as solar
photovoltaic and gas-fired micro-CHP to quantify the technical
impact of high penetration of such resources on the operation of
distribution systems; a development of time series power flow-
based analysis to assess the impact of wind generation on the
voltage stability of power systems is presented in [21]. While
these studies use historical time series data in the analysis,
we use the proposed methodology to characterize variability
of wind to provide wind power time series (i.e., scenarios or
trajectory sets) as input for security assessment (Section I'V-C).



The above-mentioned procedure can be applied to wind
speed as well as wind power data. However, often wind power
data are neither available nor reliable. When wind power data
are not available, the only chance is to model wind speed and
then to derive wind power data. Moreover, it would be very
difficult to model nonstationarity and non-Gaussianity of wind
power and, in the end, to use time series and PCA. In case
of wind speed data, an aggregate power curve for each entire
wind site is needed for mapping wind speed scenarios into wind
power scenarios. In this paper, we make use of the method of
bins [22]. To estimate power curve for a site, measurement data
of wind power-wind speed pairs of the site are used. Before
adopting the method, some techniques are applied to reject
erroneous data to improve the estimation of power curve.

Resulting scenarios from the proposed model and the esti-
mated power curve for each site are assessed and discussed in
detail in the next section.

IV. RESULTS

In this section, we apply the proposed multisite wind model
to observed wind speed from different sites in Sicily, Italy. As a
possible application, we present its exploitation for the security
assessment of the Sicilian power system for highlighting the
attractive features of the proposed approach.

Further discussions on the wide range of applications of the
multisite wind modeling results are given in the next section.

A. Wind Sites in Sicily

Sicily is the largest Italian island. We use hourly wind speed
and wind power data from September 1, 2011 to August 31,
2012 measured at 10 sites in Sicily: wind speed data are used
for multisite wind speed modeling, whereas wind power-wind
speed pairs are used for estimating power injections. The result-
ing wind power scenarios are then used as input for assessing
security of Sicilian power system, including MV, HV, and
EHYV levels; it consists of 539 buses, 664 branches, and 261
generating units.

For the sake of simplicity, the sites are denoted as Si,
S9,...,S510. Correlation coefficients calculated from wind
speed at 10 sites range from 0.21 to 0.75, indicating that they
are more or less correlated, depending on their geographical
features, e.g., their positions and distances.

B. Multisite Wind Modeling

1) Wind Speed Modeling: Observed wind speed at 10 wind
farm sites in Sicily (see Fig. 1) is used as input for wind speed
modeling.

As discussed, PCA works properly when the data used are
Gaussian; furthermore, a time series model such as ARMA
requires stationary data. To this goal, the data were partitioned
by month, i.e., m denotes month in (15), and the initial wind
speed was preprocessed according to Step 1. The resulting data
passed the stationarity tests; eventually, transformation (16) was
applied and an approximately stationary and Gaussian set was
obtained and passed the relevant tests. The cdfs of the stochastic

S5

Wind speed (m/s)

Fig. 1. Observed wind speed at 10 wind sites in Sicily.
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Fig. 2. CDFs before and after conversion to stationary and Gaussian for
location S7.

processes associated with the data before (i.e., non-Gaussian)
and after (i.e., Gaussian) using (16), e.g., for location S; are
depicted in Fig. 2.

It is worth noticing that, so far, we have used techniques in
statistics and obtained the data set associated with a station-
ary Gaussian process for each site without any assumptions.
This is a particularly attractive feature of the proposed method-
ology: the method can be used for real wind data in power
systems.

The refined data from all sites are then transformed into PCs
using (9). All eigenvalues are sorted in descending order and
plotted in Fig. 3. The plots of the time series relevant to each
PC are shown in Fig. 4. The contribution of each PC and the
cumulative contribution of the first PCs are calculated by (11)
and (12), respectively, and presented in Table I. As can be seen
from Fig. 4, PCs are quite different in terms of magnitudes.
The variance of each PC time series is equal to the eigenvalue
associated with its PC. The first PC (z;) contains the largest
percentage of variance in the data set (54.15%); the second PC
(z2) the second largest percentage (16.28%), and so on. The
first few PCs cover large amount of variance and can be used
as an approximation. This is also a very important aspect of the
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Fig. 3. Ordered eigenvalues associated with PCs.
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Fig. 4. Features of PCs.

proposed model so as to make it a very effective tool to reduce
the size of high-dimensional data set.

After applying PCA, the obtained PCs are uncorrelated. In
this case, PCs are also independent because transformation (16)
was adopted. If the proper transformation had not been applied
(i.e., data were still non-Gaussian), dependency would still have
existed between the PCs. Independence can also be deduced
from Fig. 5, which depicts the scatter plot of z; and 2z, for the
case of applying transformation (16) on the left-hand side of the
figure and the case without using transformation on the right-
hand side.

The time series built on the PCs fulfills the assumptions
for a successful use of stationary time series models. We fol-
low the procedure proposed in [14], and obtain a time series
model for each PC time series, e.g., z1: AR(4) with corre-
sponding coefficients [1.144; —0.164; 0.012; —0.031] and zs:
AR(7) with corresponding coefficients [0.983; —-0.131; 0.021;
—0.008; 0.008; 0.003; 0.036]. The resulting models are then
assessed by the residual (error) test. As an example, Fig. 6 illus-
trates the resulting residual test for z; model [auto-correlation
function (ACF) is plotted]. As the residual is a white noise, the
AR(4) model of z; is valid. The same process was carried out
for the other PCs.

The models of PCs are then used to generate a large number
of time series for future time instants. After that, the inverse
process is used to obtain wind speed scenarios, which are the
output of the wind speed modeling.

2) Assessing the Quality of Wind Speed Scenarios: The
main goal of the proposed wind modeling is to explicitly
capture main statistical features of wind speed stochastic pro-
cesses at multiple sites, i.e., marginal distribution, spatial cor-
relation, temporal correlation, diurnal and seasonal nonstation-
arity, and non-Gaussianity, and to generate scenarios retaining
these features. In order to properly assess statistical properties
of the generated processes in comparison to properties explored
from the observed wind speed data, time span should be suffi-
ciently long. For this purpose, we generate scenarios spanning
8000 h ahead.

Fig. 7 compares the cdf relevant to the input data at site
S5 and the cdf computed on one of the generated scenarios
at the same site: it is clear that the methodology preserves the
marginal distribution of the observed data.

The nonstationarity of the observed data is explored and dealt
with by preprocessing techniques (Step 1) and preserved by
the inverse process in Step 7. Similarly, the non-Gaussianity
is treated by transformation (16) and back-transformation (17).
Temporal correlation existing in the observed data is captured
by time series models (Step 4), which are validated by the
residual test, illustrated in Fig. 6. When generating scenar-
ios for multivariate stochastic processes, consistency between
processes should be considered, i.e., cross-correlation between
processes (here, spatial correlation between wind speed at dif-
ferent sites) should be maintained. In this modeling, PCA
ensures cross-correlation: it is captured by PCA (Step 3) and the
correlation structure is reproduced by reconstruction in (10). It
should be noted that when generating one scenario, we actu-
ally generate (one for each site) 10 parallel time series and
we can generate as many scenarios as desired. For instance,
Fig. 8 shows the visualization of cross-correlation matrices of
three randomly picked scenarios, compared to the one observed
(upper-left subfigure): they are very similar, showing that spa-
tial correlation is retained.

For probability and ensemble forecasts, the obtained results
can be evaluated by adopting some scoring criteria such as Brier
score (BS), ranked probability score (RPS) [23], [24], and so
on. While traditional assessment tools [23], [24] have their own
merits, reference [25] developed an event-based verification
framework to assess a set of scenarios generated that is expected
to capture the probability of a certain event. In this paper, wind
speed forecasts are represented by a set of discrete scenarios,
which can be treated as multicategorical forecasts by parti-
tioning the range of values into exclusive intervals (bins), then
event-based verification approach can be adopted. It should be
noted that the verification tool chosen should account for the
ordering of categories [23]. While BS is widely used for binary
events, RPS is an extension of BS to ordinal multicategorical
forecasts [23]. Therefore, RPS is suitable for evaluating wind
speed scenarios generated in this paper. RPS is negatively ori-
ented and its values range from O to 1: it assigns lower values
to better forecasts and a score of 0 indicates that the forecast is
perfect.

Assume that the range of wind speed scenario forecasts
is divided into different categories using C' thresholds (3 <
(o <-+-<(c. The events A. (c=1,2,...,C) are defined

for categories ¢ as: A, = {W" < (.}, where W" is wind



TABLE 1
CONTRIBUTION OF PCs

PC-1 1 2 3 4 6 7 8 9 10
(%) | 54.15 | 16.28 | 8.69 5.19 4.30 3.36 2.44 2217 1.89 1.43
T'y(%) | 54.15 | 70.44 | 79.12 | 84.31 | 88.60 | 91.97 | 94.41 | 96.68 | 98.57 | 100.00

Fig. 5. Scatter plot of z1 and z».
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Fig. 6. Residual test for time series model of 2.

speed random variable at time h. The RPS can be made
horizon-dependent as a function of the lead time h [23]

C
RPS" = % > (Fp.—FL)? (18)
c=1

where FJ’{C and F . are cdfs of scenario forecasts and observa-
tion belonging to bin ¢ at time 5, respectively.

Fig. 9 depicts 10000 wind speed scenarios generated by the
proposed model and observations, for instance, at site S5 for
24 h ahead.

Fig. 10 shows RPS values computed using (18) with split-
ting the range of possible forecasts into 10 bins: they are small
(about 5%), indicating that the model proposed gives a good
performance for the considered horizon.

In particular, in order to provide a comparison with other
methods to generate scenarios, in Fig. 10, the results obtained
by the method proposed are compared to the results obtained
by the model driven by noise vectors, introduced in [10] and
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Fig. 7. CDFs of observed wind speed data and generated data for site Ss.

Fig. 8. Visualization of cross-correlation matrices of scenarios and observed
data.

improved in [11]: RPS values of the proposed model are gen-
erally lower than RPS values corresponding to the noise vector
model, showing quality improvement of scenarios generated by
the proposed model.
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Fig. 10. RPS computation for site S5.

3) From Wind Speed to Wind Power: For mapping wind
speed scenarios into wind power scenarios, we make use of
the method of bins [22], [26] to estimate an aggregate power
curve for each site. Due to erroneous values existing in the mea-
surement data of wind power—wind speed pairs, data should be
filtered. Some criteria are proposed to eliminate spurious data
points; data points falling into the following cases (i.e., data
not representing the normal operating conditions or caused by
wrong measurement and other effects) must be neglected: data
points that do not match the number of turbines available for

n

generation (e.g., power output measured is greater than zt: P,
where P, ; is the rated power output of turbine ¢ and ;Lt 1is the
total number of turbines available); data points at wind speed
higher than the cut-out speed with the corresponding power out-
puts different from zero; data points corresponding to very low
wind speed (with respect to cut-in speed) and nonzero power
output; data points corresponding to zero power output and
wind speed within normal operation region; data points with
constant wind speed over a too long period (e.g., 2 h), etc. The
remaining pairs are then used for the method of bins, in which
wind speed is divided into bins for the range from 0 m/s to cut-
out speed (it should be noted that when all turbines in a site
are not identical, the maximum cut-out speed is used) and for
each bin, the average wind speed and wind power are computed
and used as a point for estimation. In this paper, the span of
each bin is 1 m/s. Fig. 11 depicts power curve estimated for site
Se (consisting of 113 turbines, each rated 850 kW), whereas
Fig. 12 compares pdfs of observed wind power data and the
one of wind power obtained by mapping from observed wind
speed at the same site via the estimated curve: it shows a good
performance of the estimated curve with a small deviation.
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Fig. 11. Estimated power curve for site Sg.
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Fig. 12. Comparison between pdfs of observed wind power and wind power
obtained using estimated power curve for site S¢.

C. Application to Security Assessment

In the following, the use of the model proposed applied to
security assessment of Sicilian power system is shown as an
example. We adopt MCS with 10000 samples to carry out
power flow computation for a time frame up to 24 h ahead. This
test aims at showing as a possible application the usefulness of
the proposed model results in security assessment [27], espe-
cially highlighting attractive features of the model. About the
sources uncertainty, the following holds: for loads, their uncer-
tainty distributions are assumed to be stationary and normally
distributed, with expected values equal to their base case data
and standard deviations equal to 9% of the expected values;
random outages of 170 lines are also considered with the proba-
bility of failure equal to 0.1%. Distributed slack bus formulation
[28] is exploited so as to possibly include the steady-state
behavior of the frequency regulation of conventional generation
in the calculation.

First, dimensional reduction is considered in the proposed
application. Fig. 13 shows pdf of current, e.g., between buses
176 and 227 at time 8 h ahead for different number of PCs
used. When all PCs are used, total variance in wind resources
is considered; otherwise, part of the variance is neglected due
to using first PCs to approximate the dimension of wind data.
The figure indicates that, in spite of using the first few PCs,
the curve is very close to the case of all PCs used. If the first
three PCs are used (covering 79.12% of the total variance), one
dimension of wind data set, i.e., space (in total of two dimen-
sions, i.e., time and space) will be reduced from 10 to 3; in
this case, computation time for obtaining wind speed scenarios
decreases from 46.1 to 36.5 s: this means that the information



Power output at 8 h (Fig. 15)
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Fig. 13. PDF of current between buses 176 and 227 at 8 h.

lost is negligible, while the gain in computation time is 21%.
This is a very attractive feature of the proposed method to deal
with high-dimensional data. From pdfs of currents as well as
voltages, we can evaluate probability of line overloading and
probability of over-/under-voltage [28]; however, in this test,
there is no violation of voltages and flows.

Second, the proposed modeling explicitly captures both tem-
poral and spatial correlations in wind resources and provides
valuable results, especially for applications where correla-
tion information is not negligible. It is worth noticing that
MCS-based probabilistic power flow (PPF) [28] using samples
obtained by sampling nontemporal probability distributions of
input random variables at different time-steps (e.g., wind power
distributions provided by a probabilistic forecast technique
[29]) can provide output (voltages, currents, and power flows)
in terms of probability distributions at each time-step, which
may be sufficient for assessing probability of violation for these
quantities.

When security issues relevant to variability of wind are
considered, the ramping capability of generators is involved
and temporal correlation cannot be neglected. This is particu-
larly important in some electricity markets where links among
different market periods are considered. Conventional gener-
ators connected to 18 buses are distributed slack, so that any
mismatch, and/or any uncertainty, in the system is shared by
the relevant generators with corresponding participation fac-
tors. Conventional generator at bus 468 (g4ss), for instance,
is assigned in real power allocation process with the partici-
pation factor 0.15 [28], resulting in its power output p/-¢ at
time A for wind output scenario £ (£ = 1,2, ...9, where 2 is
the total number of generated wind scenarios) as in Fig. 14. To
evaluate the probability of rampability violation from time h to
time h + 1, its ramping r must be calculated for each power
output trajectory ¢ from h to h + 1, so that temporal corre-
lation is explicitly considered: {r/:F1e} = {pht1.e_ pht 3
Generally, the probability of rampability violation of conven-
tional generators in power systems is affected by several factors
such as uncertainties and variations in the forecasts of loads
and production from noncontrollable generation (e.g., wind
and photovoltaic solar). Variability of wind power can also
be managed by the proposed model and the evaluation of the
probability of rampability violation provides an example: the
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Fig. 14. Tllustration of accounting for spatial and temporal correlations of wind
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ramping of conventional generator g4¢s from 7 to 8 h in Fig. 14
is partly contributed by variability of wind power rw from 7 to
8 h at each site s, i.e., {rwlhThe} = {phthe _phiy p =7
[8]; Fig. 15 depicts histogram of wind power variability from 7
to 8 h, e.g., at site Sg.

Each wind power scenario of a site, e.g., the {th scenario
at site 1 in Fig. 14, is simultaneously generated with the {th
scenario of sites from 2 to 10 in the proposed space-time
correlation structure, and then they are used at once in the
computation. By this way, spatio—temporal correlation of wind
resources are accounted for. This is a significant improvement
in capturing correlation, in comparison with either point or
probabilistic forecast techniques [29]. _

Fig. 16 compares the pdf of random variable P;m of power
output at 8 h for different number of PCs used. Assume that
the regulation band of the generator is +6% of its rated power



TABLE 11
PROBABILITY OF VIOLATION OF OVER-/UNDER-REGULATION
LIMITS OF 9468

First PCs used 1 3 10
P{PS,. > Pyb.}(%) | 089 | 0.72 | 058
P{PS < Plov}(%) | 373 | 489 | 6.77

(equal to 250 MW), the probability of violation of over-/under-
regulation limits (PP~ and Pgljz,;, vertical lines in Fig. 16) of
the generator at time 8 h are given in Table II.

V. DISCUSSION ON MOST PROMISING SCENARIO-BASED
APPLICATIONS

In this paper, a powerful tool to improve the quality of gener-
ated scenarios has been proposed. In this section, a discussion
on possible applications of the proposed methodology is pre-
sented. Scenario-based analysis is currently used for several
applications in power systems [30], [31], from operation, to
operational planning, to long-term planning.

In operation framework, the information about the uncer-
tainty of expected wind generation is the focus, because this
information is of great value for forecast users such as TSOs
and market participants that need to decide their strategies. The
model proposed provides valuable information about forecast
uncertainty of wind generation at multiple sites: the tempo-
ral correlation of forecast uncertainty between different time
instances as well as the spatial correlation between different
sites are embedded in the scenarios and can be used as in
[30] for reserve assessment. Another possible use of the pro-
posed method is to provide a very suitable input for solving
decision-making problems under uncertainty in electricity mar-
kets [31]. For dealing with decision-making problems, future
wind power-related information can be provided by forecast
techniques such as point forecast and probabilistic forecast
[29]; however, such techniques do not help decision-makers,
because temporal correlation between forecast errors (i.e.,
uncertainty) at different time-steps is not captured, different
from the proposed model. Additionally, the methodology pre-
sented in this paper provides a set of discrete scenarios for each
wind site, which is suitable for stochastic programming, such
as in [30] and [31]. Another useful application in operational
planning framework is security assessment, as the application
presented in the previous section demonstrated. Similarly, other
possible applications of the proposed method are stochastic
optimal power flow, stochastic unit commitment, and so on. In
power flow analysis, there is a possible way to reduce com-
putational burden: wind power scenarios generated from the
proposed model can be used to estimate a pdf of wind power
for each time-step, which can be directly used in PPF adopt-
ing either an analytical technique such as cumulant [28] or an
approximation technique such as point estimate [32].

In long-term planning [5], the scenarios generated by the pro-
posed model can provide not only the possible range of wind
production for each instance but also its dynamics over a long-
term horizon. Moreover, the model can be easily extended to
other sources of uncertainty such as photovoltaic solar power

at multiple sites and loads (their modeling is usually expected
less complicated than that for wind resources). Consequently,
both the seasonal and the diurnal variations of all power
injections of these resources as well as their temporal char-
acteristics can be explicitly assessed. The model results are
also applicable to other planning problems such as transmission
expansion, planning reserve requirement, transmission plan-
ning, and var planning [10]. Moreover, environmental analysis
in planning domain can take advantage of accurate scenarios
for quantifying the impacts of wind resources on the emission
outputs [5].

VI. CONCLUSION

In this paper, a comprehensive modeling methodology for
multisite wind power generation scenarios is presented. The
model exploits time series and PC techniques together with data
preprocessing techniques to explicitly capture the salient wind
characteristics from multiple sites such as distinct diurnal and
seasonal patterns, non-Gaussianity, and spatial and temporal
correlations.

Moreover, the proposed model is able to reduce the dimen-
sions of necessary data sets, so it is very useful for working with
high-dimensional data, such as wind data from a large number
of sites; it is realistic, because it can be used for real wind data
in practice without using any simplifying assumption.

The proposed methodology can be used for solving a wide
range of problems related to multisite wind power produc-
tion: for operational planning such as in stochastic power
flow, stochastic optimal power flow, stochastic unit commit-
ment, operating reserve requirement, and so on; for planning
studies such as transmission expansion with multisite wind pro-
duction, planning reserve requirements, transmission planning,
and so on; as well as for environmental analysis to quan-
tify the impacts of wind resources on the emission outputs.
Furthermore, the proposed methodology can be easily extended
to other resources such as photovoltaic solar power at multiple
locations and loads.

Applications of the model to study multiple wind farms
integrated into Sicilian network in Italy and extensive testing
indicate good performance in effectively capturing the salient
features of multisite wind power production and providing
useful insights into the impacts of the wind contributions.
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