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Abstract	

Mechanistic	 force	 prediction	 models	 require	 a	 calibration	 phase	 to	 determine	 the	 cutting	

coefficients	describing	the	tool-target	material	interaction.	The	model	prediction	performance	

depends	on	the	experimental	correctness	and	representativeness	of	 input	data,	especially	in	

micromilling,	where	facing	process	uncertainties	is	a	big	challenge.	The	present	paper	focuses	

on	 input	 data	 correctness	 introducing	 a	 clear	 and	 repeatable	 calibration	 experimental	

procedure	based	on	accurate	force	data	acquisitions.	Input	data	representativeness	has	been	

directly	connected	to	the	calibration	window	choice,	i.e.	the	selection	of	the	space	of	process	
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parameters	 combinations	 used	 to	 calibrate	 the	model.	 Also	 the	model	 validation	 has	 to	 be	

carefully	carried	out	 to	make	 the	model	 significant:	 the	present	paper	proposes	a	clear	and	

repeatable	validation	procedure	based	on	the	model	performance	index	calculation	over	the	

whole	 process	 operating	 window,	 i.e.	 the	 space	 of	 parameters	 where	 the	 process	 works	

correctly.	 An	 objective	 indication	 of	 the	model	 suitability	 can	 be	 obtained	 by	 applying	 this	

procedure.	 Comparisons	 among	 prediction	 performances	 produced	 by	 different	 calibration	

windows	 are	 allowed.	 This	 paper	 demonstrates	 how	 the	 calibration	 window	 selection	

determines	the	model	prediction	performance,	which	seems	to	improve	if	calibration	is	carried	

out	 where	 forces	 assume	 high	 values.	 Some	 important	 considerations	 on	 the	 process	

parameters	role	on	cutting	forces	and	on	the	model	capability	have	also	been	drawn	from	the	

model	validation	results.	

	

Keywords:	micromilling,	force	model,	force	acquisition,	model	calibration,	model	validation	
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Nomenclature	
Ai	 parameters	of	the	normal	cutting	force	coefficient	function	
ae	 width	of	cut		
ap	 depth	of	cut		
Bi	 parameters	of	the	frictional	cutting	force	coefficient	function	
Ci	 parameters	of	the	chip	flow	angle	function	
D	 mill	diameter	
Ff	 frictional	cutting	force	
Fn	 normal	cutting	force	
FRF	 frequency	response	function	
fs	 force	sampling	frequency	
Fx,	Fy,	Fz	 cutting	force	components	along	the	machine	tool	axes	
fz	 feed	per	tooth	
I	 number	of	flutes	
j	 acquired	force	point	index	
Kf	 frictional	cutting	force	coefficient	
Kn	 normal	cutting	force	coefficient	
n	 spindle	rotational	speed		
N	 total	amount	of	acquired	force	points	
R	 resultant	cutting	force	
RMSE	 root	mean	square	error	
re	 cutting	edge	radius	
tc	 uncut	chip	thickness	
vc	 cutting	speed	
X,	Y,	Z	 machine	tool	axes	
ar,e	 partial	effective	rake	angle	
ar,n	 nominal	rake	angle	
ϕ	 disk	element	angular	position	
Δqs	 sampled	force	angular	pitch	
q	 cutting	edge	angular	position	
qc	 chip	flow	angle		
qh	 helix	angle	
	 	
Subscripts	 	
i	 machine	tool	axis	index	
j	 acquired	force	point	index	
meas	 measured	
pred	 predicted	
complete	 “complete”	calibration	window	
reference	 “reference”	calibration	window	
	
	

1	 Introduction	

Micromilling	force	prediction	models	are	the	core	of	process	planning	since	they	are	the	link	

between	process	parameters	and	the	required	workpiece	characteristics,	i.e.	the	final	result	of	
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the	working	operation.	The	force	prediction	model	by	itself	is	a	tool	to	evaluate	the	feasibility	

of	 the	 operation	 in	 terms	 of	 allowed	 force,	 torque	 and	 power,	 but	 also	 to	 predict	 the	 final	

workpiece	quality	without	implying	the	use	of	experimental	resources.		

In	fact	cutting	forces	can	be	considered	an	indirect	workpiece	quality	index	in	micromilling,	

since	they	are	responsible	for	both	the	tool	and	the	thin	workpiece	features	deformations,	i.e.	

for	the	final	manufacturing	errors.	Predicting	forces	in	the	process	planning	phase	is	a	powerful	

capability	to	achieve	the	required	quality	on	the	workpiece.	Moreover,	forces	are	measureable	

on-line,	allowing	an	effective	process	monitoring.		

This	paper	deals	with	the	calibration	and	validation	of	a	mechanistic	micromilling	cutting	

force	 prediction	 model.	 After	 reviewing	 the	 different	 types	 of	 force	 models	 developed	 in	

literature	with	 the	purpose	 to	describe	 their	different	 characteristics	 (Section	3),	particular	

attention	has	been	paid	to	key	issues	for	mechanistic	models	as	the	calibration	and	validation	

procedures.	 The	 main	 idea	 of	 mechanistic	 models	 is	 to	 calibrate	 on	 a	 small	 amount	 of	

experiments	to	predict	forces	in	a	large	process	operating	window.	Specific	literature	does	not	

deal	with	the	effects	of	the	selected	amount	and	position	of	calibrating	tests	in	the	operating	

window,	 i.e.	 the	 space	 of	 parameters	where	 the	 process	works	 correctly,	 and	 the	 objective	

evaluation	of	the	model	performance.	The	main	purpose	of	this	paper	is	to	demonstrate	how	

the	calibration	window	selection	affects	 the	model	prediction	performance.	For	 this	 reason,	

calibration	experiments	should	be	considered	carefully	when	applying	a	mechanistic	model.	

	

2	 Objectives	

Main	target	of	the	presented	research	is	to	point	out	the	relevance	of	the	model	calibrating	

conditions	on	the	model	prediction	errors.	In	order	to	achieve	this	target,	different	important	

issues	have	been	addressed:	
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• The	force	acquisition	experimental	procedure	has	to	be	carefully	designed	since	the	model	

prediction	 performance	 strictly	 depends	 on	 the	 calibration	 force	 signals	 accuracy	

(Section	5)	

• A	model	prediction	error	 index	has	 to	be	defined	 in	order	 to	correctly	assess	 the	model	

performance	in	function	of	the	calibrating	window	selection	(Section	6)	

• The	model	validation	procedure	has	 to	be	objectively	defined	 to	make	 it	 repeatable	and	

allow	comparisons	among	different	calibration	window	performances	(Section	7).	

	

3		 Literature	review	

Predictive	models	of	machining	operations	can	be	classified	in	four	main	groups:	analytical,	

numerical,	empirical	and	semi-empirical	models	[1-6].	All	these	models	allow	to	predict	several	

fundamental	process	variables,	such	as	chip	thickness,	cutting	forces	(which	are	the	focus	of	

the	present	paper),	stress,	strains,	friction,	and	temperatures.	

When	 machining	 in	 the	 microscale,	 analytical	 modeling	 is	 very	 complicated	 due	 to	 the	

microscopic	 features	 of	 the	 occurring	 phenomena,	 making	 the	 process	 observation	 and	

measurement	difficult	 to	carry	out.	Moreover,	 the	cutting	process	mechanics	becomes	more	

complex	to	understand	than	in	the	macroscale,	since	typical	phenomena	such	as	the	“minimum	

uncut	chip	thickness”	effect	take	place	[3-4,	7-8].	

Due	to	 these	analytical	modeling	 issues,	many	researchers	represented	the	chip	removal	

process	 in	 the	microscale	 by	means	of	 numerical	models	 based	on	Finite	Elements	Method	

(FEM)	[9-12]	or	Molecular	Dynamics	(MD)	[13-15].	These	models	rely	on	strong	assumptions	

regarding	 the	 target	 material	 behavior:	 FEM	 is	 typically	 based	 on	 the	 isotropic	 material	

hypothesis,	 while	 the	 material	 microstructure	 is	 very	 influent	 when	 machining	 in	 the	

microscale.	On	the	other	hand,	MD	simulation	is	able	to	represent	microscale	phenomena	but	
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it	 is	often	 limited	to	deal	with	nanometer	or	angstrom	scale	 fields	due	to	the	required	huge	

computational	power.	

Strictly	empirical	models	relate	process	parameters	as	feed,	width	of	cut,	depth	of	cut	and	

cutting	speed	to	the	measured	process	performance	of	interest	(e.g.	cutting	forces)	by	means	of	

equations	fitted	to	experimental	data.	These	models	are	not	general,	since	they	are	only	capable	

to	describe	the	experimental	conditions	for	which	they	have	been	developed.	

In	 order	 to	 gain	 more	 generality,	 semi-empirical	 or	 mechanistic	 models	 have	 been	

introduced	both	for	the	macro	and	the	micro	scale	[16-37].	These	models	predict	cutting	forces	

by	 means	 of	 relationships	 containing	 empirically	 determined	 cutting	 coefficients	 and	 chip	

geometrical	parameters	that,	in	turn,	are	analytically	obtained	from	the	process	kinematics.	The	

empirical	 cutting	 coefficients	 allow	 taking	 into	 account	 the	 cutting	 phenomena	 that	 can	 be	

neither	analytically	modeled	nor	measured	during	the	experimental	tests.	

The	mechanistic	models	can	be	classified	according	to	the	type	of	experiment	needed	for	

calibrating	the	cutting	coefficients.		

The	first	group	includes	models	based	on	the	“unified	mechanics	of	cutting”	[16-24],	whose	

coefficients	 are	 determined	 by	 simple	 orthogonal	 cutting	 tests	 where	 workpiece	 and	 tool	

materials	are	the	same	as	those	involved	in	the	force	prediction.	Such	coefficients	are	used	to	

predict	cutting	forces	for	every	tool	geometry	thanks	to	the	analytical	relationships	between	

orthogonal	and	oblique	cutting.	These	models	do	not	need	a	large	experimental	effort	as	their	

empirical	input	is	taken	from	a	“standard”	orthogonal	cutting	database.	

Models	describing	the	chip	formation	process	by	means	of	the	orthogonal	cutting	slip-line	

field	theory	and	linking	to	the	milling	process	by	a	proper	chip	thickness	analytical	function	can	

be	included	in	this	first	group	of	semi-empirical	models.	This	approach	has	been	used	in	the	

studies	of	Jun	et	al.	[38-40]	and	Altintas	et	al.	[41],	which	are	respectively	based	on	the	slip-line	

field	models	by	Waldorf	et	al.	[42]	and	Jin	et	al.	[43-44].		
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The	 second	 group	 of	 mechanistic	 models	 includes	 models	 whose	 coefficients	 are	

determined	 by	 milling	 tests	 for	 each	 given	 cutter	 geometry	 and	 tool-workpiece	 material	

combination	[25-37].	Within	this	group,	several	milling	force	prediction	models,	both	for	the	

macro	[25-30]	and	for	the	micro	scale	[31-33],	assume	that	the	cutting	coefficients	depend	on	

the	average	chip	thickness	and	calculate	them	through	the	measured	force	average	value.	This	

fact	leads	to	a	low	accuracy	in	the	force	peak	values	prediction,	due	to	the	difference	between	

the	 actual	 and	 the	 average	 chip	 thickness.	 Moreover,	 the	 average	 coefficients	 should	 be	

determined	through	a	great	amount	of	tests	in	different	experimental	conditions	since	they	are	

strongly	related	to	process	parameters	(namely,	feed	rate,	axial	and	radial	depth	of	cut).	In	their	

studies	 about	 cutting	 force	 prediction	 for	 conventional	 end-milling	 and	 ball-end-milling,	

Yucesan	 et	 al.	 [34]	 proposed	 moving	 average	 cutting	 coefficients,	 which	 should	 be	 more	

efficient	and	accurate	than	the	simple	average	coefficients.	Ko	et	al.	[35-36]	introduced	cutting-

condition-independent	 coefficients,	 which	 reduce	 the	 experimental	 effort	 for	 the	 model	

calibration	and	lead	to	a	more	accurate	cutting	force	prediction.	Lee	et	al.	[37]	used	cutting-

condition-independent	 coefficients	 in	 their	model	 for	 cutting	 force	prediction	 in	micro-end-

milling,	which	deals	with	the	size	effect	thanks	to	the	partial	effective	rake	angle	introduction.		

A	mechanistic	force	model	belonging	to	the	second	group	has	been	selected	from	the	macro-	

and	micro-milling	 literature	 for	 the	aims	of	 this	 study.	 It	 is	 important	 to	underline	 that	 the	

optimal	model	selection	is	not	the	target	of	the	present	study,	but	a	suitable	and	representative	

force	 prediction	 model	 is	 needed	 to	 correctly	 and	 accurately	 capture	 the	 micromilling	

phenomena.	The	second	mechanistic	models	group,	that	relies	on	milling	tests	for	each	given	

cutter	geometry	and	tool-workpiece	material	combination,	and	in	particular	the	model	of	Lee	

et	al.	[37],	that	is	based	on	cutting-condition-independent	coefficients	and	partial	effective	rake	

angle	 concepts,	 appears	 both	 as	 a	 suitable	 and	 promising	 tool	 for	 predicting	 forces	 in	

micromilling	with	a	low	calibration	experimental	effort.	
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A	brief	description	of	the	model	by	Lee	et	al.	[37]	is	given	in	the	following	Section.	

	

4	 Model	description	

As	previously	said,	the	present	paper	deals	with	the	model	by	Lee	et	al.	[37],	whose	main	

characteristics	are	described	in	this	Section.	

	

4.1	Model	reference	system	and	symbols	

The	mill	geometry,	the	coordinate	system	and	symbols	used	by	the	model	are	depicted	in	

Figure 1.	The	force	model	splits	the	mill	into	“disk	elements”	perpendicular	to	the	mill	axis:	this	

characteristic	allows	the	model	to	follow	the	real	mill	edges	geometry	according	to	the	local	

helix	angle	qh.	Also	the	uncut	chip	thickness	tc	is	split	into	“slices”	in	order	to	calculate	the	partial	

effective	rake	angle	ar,e.	The	thickness	of	disk	elements	and	slices	can	be	selected	by	the	user;	

low	thickness	values	 improve	the	model	accuracy.	The	partial	effective	rake	angle	allows	to	

consider	the	typical	micromachining	size	effect,	which	consists	in	a	chip	formation	largely	due	

to	the	ploughing	action	of	the	cutting	edge	radius	re	on	the	workpiece.	The	partial	effective	rake	

angle	ar,e	is	negative	along	almost	all	the	edge	radius	re,	producing	high	values	of	cutting	force	

coefficients	Kn	and	Kf.	Kn	and	Kf	are	respectively	calculated	along	the	local	rake	face	normal	and	

along	the	tangent	to	the	rake	face,	where	the	chip	flows	with	an	angle	qc	(chip	flow	angle)	with	

respect	to	the	horizontal	plane.	Kn	and	Kf	coefficients	are	the	cutting	pressures	that	allow	to	

calculate	 the	 force	 components	 Fn	 and	 Ff,	 acting	 along	 the	 same	 directions.	 The	 Fn	 and	 Ff	

resultant	force	is	named	R	and	can	be	decomposed	in	the	force	components	Fx,	Fy	and	Fz	acting	

on	the	tool	along	the	machine	tool	axes.	The	model	predicts	these	latter	components.	A	detailed	

description	of	the	model	equations	can	be	found	in	[37].		
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4.2	Model	implementation	

A	 brief	 description	 of	 the	 model	 implementation	 is	 given	 in	 this	 Section.	 The	 model	 is	

organized	into	two	operating	phases,	the	“calibration	phase”	and	the	“prediction	phase”,	both	

implemented	in	modules.	The	calibration	phase	fits	real	milling	experimental	data	with	Weibull	

functions	to	relate	the	cutting	force	coefficients	(Kn	and	Kf)	to	the	uncut	chip	thickness	tc.	The	

logistic	function	is	used	to	relate	the	chip	flow	angle	qc	to	the	angular	position	of	each	cutting	

edge	 q	 (Equations	 1-3)	 [37].	 The	 model	 applies	 these	 functions,	 which	 seem	 to	 correctly	

represent	 the	 behaviours	 of	 the	 modelled	 quantities,	 to	 predict	 the	 cutting	 forces	 in	 the	

prediction	phase.		

	

	 (1)	
	

	 (2)	
	

	 (3)	

	

where	ϕ	 is	 the	angular	position	of	a	disk	element	at	 the	cutting	edge	angular	position	q,	

taking	into	account	the	helix	angle	qh	[37].	Ai,	Bi	and	Ci	are	respectively	the	parameters	of	the	

normal	cutting	force	coefficient	function,	the	frictional	cutting	force	coefficient	function	and	the	

chip	flow	angle	function	[37].	

Cutting	coefficients	determined	by	the	model	calibration	phase	are	independent	from	the	

cutting	conditions	such	as	width	of	cut	ae,	depth	of	cut	ap,	spindle	speed	n,	cutting	speed	vc	and	

feed	 fz.	This	 feature	makes	 the	model	able	 to	predict	 forces	 for	different	process	parameter	

combinations	once	a	small	set	of	calibration	experiments	is	performed.	However,	calibration	

experiments	have	to	be	repeated	each	time	the	couple	mill-target	material	varies.		
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In	the	present	study,	the	calibration	procedure	has	been	designed	to	allow	the	acquisition	

of	 experimental	 force	 data	 from	 more	 than	 one	 mill	 revolution	 in	 order	 to	 improve	 the	

statistical	significance.	As	a	matter	of	fact,	the	implemented	calibration	procedure	is	based	on	

five	complete	mill	revolutions	(Section	7.2).		

	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

	

Figure	1.	Model	reference	system	and	symbols	[37]	
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5	 Force	acquisition	experimental	procedure	

The	 force	 acquisition	 is	 a	 key	 aspect	 of	 the	model	 calibration	 phase.	 Milling	 forces	 are	

characterized	by	 a	 complex	 spectrum	of	 harmonics	 due	 to	 the	discontinuous	nature	 of	 this	

process	[45].	Spindle	frequency	and	tooth	passing	frequency	contain	most	of	the	signal	power,	

but	are	not	sufficient	to	reproduce	the	milling	force	signal	shape	in	the	time	domain,	which	is	

fundamental	when	dealing	with	cutting	force	modeling.	

The	model	calibration	counts	on	correctly	acquired	force	signals	in	order	to	maximize	the	

model	 prediction	 performance.	 First	 step	 in	 this	 direction	 is	 to	 measure	 forces	 by	 a	 large	

bandwidth	 load	cell.	Top	piezoelectric	 load	cells	on	the	market,	as	 the	one	employed	 in	this	

study	 (Kistler	 9317B),	 can	 count	 on	 a	 limited	 bandwidth,	which	 is	 not	 enough	 to	 correctly	

acquire	the	micromilling	force	signal	at	high	spindle	rotational	speeds	(50000	rpm	and	more	

for	 current	 micromilling	 centers).	 Some	 harmonics	 are	 amplified	 by	 the	 load	 cell	 dynamic	

behavior	and	the	acquired	signals	are	consequently	distorted.		

Under	 the	 hypotheses	 of	 system	 linearity,	 single	 degree	 of	 freedom,	 limited	 cross-talk	

among	different	force	directions	and	time	independence	of	the	identified	modal	parameters,	

the	dynamic	effects	of	the	system	(composed	by	dynamometer,	workpiece	and	fixtures;	see	also	

Table	1)	on	the	acquired	 forces	can	be	compensated	by	determining	 its	 frequency	response	

function	(FRF)	and	consequently	the	experimental	filters	to	apply	to	acquired	forces	in	order	

to	obtain	compensated	forces.	The	hypothesis	of	single	degree	of	freedom	is	suitable	for	the	

present	 case	 since	 X	 and	 Y	 FRF	 amplitudes	 are	 unitary	 until	 the	measured	 first	 resonance	

frequency	of	the	workpiece-dynamometer-fixtures	system	(which	can	be	identified	by	a	SDOF	

model)	and	are	almost	equal	to	zero	for	higher	frequencies.	

The	force	compensation	approach	has	been	implemented	in	this	study	through	the	following	

steps:	
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• Impact	test	(X	and	Y	axes)	at	the	specimen	fixtured	on	the	dynamometer	(steel	tip	impact	

test	 hammer	 PCB	 086E80;	 acquisition	 board	 NI9234,	 chassis	 cDAQ-9178;	 sampling	

frequency:	25600	Hz;	anti-aliasing	filter	cut-off	frequency:	11500	Hz;	acquisition	time:	1	s)	

• Calculation	of	X	and	Y	experimental	FRFs	as	the	ratio	in	the	frequency	domain	between	the	

force	measured	by	 the	dynamometer	 and	 the	 force	 acquired	by	 the	hammer	during	 the	

impact	test		

• Verification	of	 the	 system	 linearity	hypothesis	 through	 the	 coherence	between	 the	 force	

measured	by	the	dynamometer	and	the	force	acquired	by	the	hammer		

• X	 and	Y	FRF	modal	 parameters	 identification	 by	means	 of	 the	 single	 degree	 of	 freedom	

model	

• X	 and	Y	FRF	 inversion	 to	 obtain	 the	 experimental	 filters	needed	 to	 compensate	X	 and	Y	

acquired	forces	

Fz	has	not	been	compensated	since	it	is	less	informative	and	the	dynamometer	bandwidth	

is	higher	in	that	direction.	

This	 approach	 allows	 eliminating	 unwanted	 dynamic	 effects	 and,	 at	 the	 same	 time,	 to	

preserve	harmonic	components	located	at	higher	frequencies	than	the	nominal	dynamometer	

bandwidth.	Moreover,	the	measurement	noise	is	not	amplified	since	the	acquired	signals	are	

compensated	by	the	identified	FRFs	and	not	by	the	experimental	ones.	The	advantages	of	using	

this	compensation	method	have	been	evaluated	by	comparing	unfiltered,	low-pass	filtered	and	

compensated	forces	at	different	cutting	speeds,	feeds	and	widths	of	cut.		

Figure	 2(a)	 shows	 a	 comparison	 among	 measured,	 compensated	 and	 low-pass	 filtered	

forces	in	the	time	domain	(cutting	conditions	reported	in	the	figure	caption);	Figure	2(b)	shows	

a	comparison	among	the	measured,	compensated	and	low-pass	filtered	Fx	components	in	the	

frequency	domain	(same	conditions	of	Figure	2(a)),	together	with	the	acquisition	system	FRF	

along	the	X	axis.		
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(a)	 (b)	

Figure	2:	Comparison	between	measured,	compensated	and	low-pass	filtered	cutting	forces.	

a)	time	domain;	b)	frequency	domain.	(mill:	Dormer	S150.5;	D	=	0.5	mm;	I	=	2;	re	=	4	μm;	ar,n	=	

0°;	qh	=	30°;	workpiece:	Aluminium	6082-T6;	cutting	parameters:	ap	=	0.05	mm;	ae	=	0.25	mm	

(only	one	cutting	edge	engaged	at	the	same	time);	fz	=	4	μm;	vc	=	27.85	m/min;	n	=	17730	rpm;	

milling	approach:	up-milling;	fs	=	25600	Hz;	anti-aliasing	filter	cut-off	frequency	=	11500	Hz;	

5th	order	Butterworth	low-pass	filter	cut-off	frequency	=	6000	Hz	(in	case	of	measured	and	

compensated	forces);	1300	Hz	(in	case	of	low-pass	filtered	forces))	

	

Regarding	the	filtering	approach,	the	applied	5th	order	Butterworth	low-pass	filter	cut-off	

frequency	has	been	set	to	1300	Hz,	according	to	the	sensor	bandwidth	specifications	reported	

in	the	Kistler©	9317B	dynamometer	user	manual	[46].	This	cut-off	frequency	corresponds	to	

the	 value	 at	 which	 the	 measuring	 system	 frequency	 response	 function	 applies	 a	 10%	

amplification	on	 the	harmonics	modulus.	The	 top	graph	of	Figure	2(b)	 clearly	 shows	 the	Fx	

signal	dynamic	distortions	taking	place	near	 the	system	first	natural	mode;	 the	related	high	
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frequency	 vibrations	 can	 be	 seen	 in	 the	 time	 domain	 in	 the	 top	 graph	 of	 Figure	 2(a).	 The	

compensation	approach	reduces	this	amplitude	distortion	preserving	enough	information	to	

reconstruct	the	signal	up	to	6	kHz,	while	the	low-pass	filter	removes	the	harmonics	above	1300	

Hz.	In	both	cases,	the	tooth	passing	frequency	stays	within	the	bandwidth	of	the	low-pass	filter,	

but	the	compensated	forces	have	a	higher	definition	than	the	filtered	ones.	The	tool	engagement	

and	disengagement	phases,	as	well	as	the	signal	shapes,	cannot	be	correctly	estimated	using	

low-pass	filtering.	

It	should	be	highlighted	that	the	compensation	method	based	on	the	frequency	response	

function	 inversion,	 as	 well	 as	 other	 available	 approaches	 based	 on	 the	 measuring	 system	

dynamic	behaviour	evaluation	[47],	is	highly	dependent	on	the	hypotheses	of	linear	behaviour	

and	time	independence	of	the	system	dynamic	characteristic.	System	linearity	has	been	proved,	

but	some	material	is	removed	from	the	workpiece	mounted	on	the	dynamometer	during	the	

machining	process,	therefore	the	force	measuring	system	mass	decreases,	making	it	not	strictly	

time	independent.	Anyway,	the	material	amount	removed	in	each	micromilling	test	is	about	the	

0.4%	 of	 the	 total	 workpiece	 mass,	 hence	 the	 mass	 time	 independence	 can	 be	 considered	

acceptable,	making	the	proposed	compensation	approach	a	suitable	method	to	eliminate	the	

unwanted	dynamic	effects	in	the	studied	bandwidth.	

A	last	note	regarding	the	use	of	load	cells	like	the	Kistler	9317B	is	needed.	As	this	cell	has	

only	one	triaxial	sensitive	piezoelectric	element	at	 the	cell	center,	 the	 force	measurement	 is	

sensitive	to	the	distance	of	the	force	application	point	from	the	cell	center.	For	this	reason,	a	

preliminary	study	has	been	carried	out	to	verify	that	in	case	of	the	selected	specimen	geometry	

(Section	7.2),	this	kind	of	error	is	negligible.	
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6	 Objective	model	prediction	error	definition	

A	 second	key	 topic	 for	 both	 the	 force	prediction	model	 calibration	 and	 validation	 is	 the	

definition	 of	 its	 performance	 in	 terms	 of	 the	 difference	 between	 measured	 and	 predicted	

cutting	 forces.	 The	 force	 model	 performance	 is	 usually	 evaluated	 by	 means	 of	 a	 graphical	

comparison	in	the	specific	micromilling	literature:	such	a	qualitative	approach	does	not	lead	to	

an	objective	evaluation	of	the	model	performance.	

The	present	study	proposes	a	quantitative	analysis	of	the	model	prediction	error	based	on	

the	root	mean	square	error	index	(RMSE),	as	show	in	Equation	4:	

	

𝑅𝑀𝑆𝐸% =
'∑ )𝐹%,,-./(𝑗) − 𝐹%,45-6(𝑗)7

8
9
:;<

𝑁 							𝑖 = 𝑥, 𝑦, 𝑧	 (4)	

	

where	i	is	the	machine	tool	axis	index,	Fi,meas	and	Fi,pred	are	respectively	the	measured	force	and	

the	predicted	force	component	along	the	ith	machine	axis	in	a	certain	experimental	condition,	N	

is	the	total	amount	of	acquired	points	available	for	each	force	component	over	a	certain	number	

of	tool	revolutions,	and	j	is	the	acquired	force	point	index.	

Both	measured	and	predicted	forces	have	to	be	sampled	with	the	same	sampling	frequency	

to	correctly	estimate	the	RMSE	(Section	7.1).	

The	number	of	 consecutive	 tool	 revolutions	 to	extract	 from	the	measured	and	predicted	

force	signals	to	calculate	the	RMSE	can	be	set	by	the	user,	exactly	as	it	is	possible	to	do	regarding	

the	number	of	revolutions	to	use	for	the	model	calibration	(Section	4.2).	This	fact	allows	the	

model	calibration	and	validation	to	be	more	robust	to	the	process	variability.		

In	 the	 present	 study,	 RMSE	 has	 been	 calculated	 for	 each	 condition	 of	 the	 carried	 out	

experimental	plan	(Section	7.1)	over	five	complete	tool	revolutions.	
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Acquired	 forces	 have	 demonstrated	 to	 be	 very	 stable	 over	 the	 five	 considered	 periods,	

thanks	to	the	correct	parameters	and	conditions	selection.	This	way,	high	RMSE	values	can	be	

definitely	associated	to	differences	between	acquired	and	predicted	forces	and	not	to	a	large	

variability	of	the	process	itself.	

	

7	 Validation	procedure	and	calibration	window	selection	

As	already	mentioned,	one	interesting	characteristic	of	mechanistic	models	is	the	possibility	

to	calibrate	them	on	a	small	amount	of	experimental	tests.	In	order	to	achieve	the	best	results,	

it	 is	 important	 to	 know	 if	 the	 force	 prediction	 performance	 is	 affected	 by	 the	 number	 of	

calibration	 tests	 and	 their	 position	 inside	 the	 process	 operating	 window.	 This	 is	 the	main	

objective	of	the	present	study.	

If	 different	 calibration	 windows	 have	 to	 be	 compared	 in	 terms	 of	 model	 prediction	

performance,	a	model	validation	procedure	is	needed,	i.e.	a	method	to	objectively	evaluate	such	

a	performance.	The	RMSE	index	defined	in	the	Section	6,	comparing	measured	and	predicted	

forces,	can	be	applied	with	this	aim	to	all	the	conditions	of	the	process	operating	window,	which	

is	the	space	of	all	possible	process	parameters	combinations,	once	the	model	is	calibrated	in	a	

specific	calibration	window,	which	is	the	space	of	the	process	parameters	combinations	used	

to	calibrate	the	model.	The	obtained	model	error	maps	can	be	compared	in	order	to	determine	

the	 best	 calibration	 window	 and	 the	 RMSE	 mean	 value	 calculated	 over	 the	 whole	 process	

operating	window	can	be	used	as	synthetic	model	performance	index.	

The	present	study	has	carried	out	a	comprehensive	experimental	campaign	to	set-up	a	data	

base	 corresponding	 to	 the	 process	 operating	 window.	 The	 present	 Section	 describes	 this	

experimental	 plan	 and	 the	 model	 prediction	 performance	 corresponding	 to	 different	

calibration	windows	selections	inside	the	process	operating	window.	
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7.1	Experimental	plan		

The	calibration	and	validation	experimental	plan	has	been	defined	on	parameters	playing	a	

stronger	role	on	the	machining	operation	and	on	the	cutting	force	measurement	and	dynamic	

compensation	(Table	2).	This	Section	describes	the	role	and	effects	of	each	model	parameter	

with	the	aim	to	define	the	experimental	plan	to	carry	out	to	obtain	the	mentioned	experimental	

conditions	data	base.	

	

Mill	geometrical	parameters	

The	TiAlN	coated	hard	metal	Dormer	S150.5	mill	(D	=	0.5	mm;	I	=	2;	re	=	4	μm;	ar,n	=	0°;	qh	=	

30°)	 has	 been	 selected	 for	 the	 present	 study.	 This	 tool	 has	 been	 employed	 at	MI_crolab	 of	

Dipartimento	di	Meccanica	of	Politecnico	di	Milano	in	previous	researches	[48].	

	

Workpiece	material	

Aluminium	6082-T6,	a	structural	alloy	commonly	used	for	machining,	has	been	selected	for	

the	present	study	since	it	is	a	representative	material,	widely	used	in	literature.	

	

Depth	of	cut	

The	depth	of	cut	ap	upper	limit	has	been	set	according	to	some	indications	on	microtools	

load	strength	coming	from	literature.	Kim	et	al.	[49]	suggested	a	maximum	depth	of	cut	equal	

to	20%	of	the	mill	diameter	to	avoid	tool	breakage	due	to	an	excessive	load.	Such	an	indication	

is	 coherent	with	manufacturer	 catalogues.	 The	 depth	 of	 cut	 lower	 limit	 should	 be	 selected	

basing	on	the	ratio	between	the	major	and	minor	cutting	edge	engaged	lengths.	Since	the	force	

prediction	model	 is	not	able	 to	 simulate	 the	minor	cutting	edge	effects,	 it	 is	better	 to	avoid	

process	conditions	where	the	influence	of	this	cutting	edge	can	be	relevant.	Additionally,	a	very	

low	depth	of	 cut	can	cause	excessive	 localized	 tool	wear	due	 to	 the	occurring	cutting	edges	
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ploughing	and	rubbing	actions.	Basing	on	these	considerations,	a	depth	of	cut	lower	limit	equal	

to	10%	of	the	mill	diameter	seems	to	be	reasonable.	

	

Width	of	cut	

The	width	of	cut	ae	is	often	expressed	as	a	function	of	the	tool	diameter	(ae/D).	The	cutting	

force	coefficients	calibration	tests	are	characterized	by	only	one	engaged	cutting	edge	at	a	time	

since	 the	 model	 calibration	 phase	 could	 not	 distinguish	 actions	 of	 different	 cutting	 edges	

working	 simultaneously	 (this	 is	 not	 the	 case	 for	 the	 prediction	 phase,	 that	 uses	 the	

superposition	principle).	Moreover,	the	uncut	chip	thickness	has	to	range	between	zero	and	the	

feed	per	tooth	in	calibration	tests.	This	fact	requires	ae/D	equal	or	greater	than	0.5.	This	way,	

there	are	enough	points	to	fit	the	curves	relating	the	cutting	force	coefficients	(Kn	and	Kf)	to	the	

uncut	 chip	 thickness	 tc	 (Equations	 1-2).	 It	 has	 been	 decided	 to	 fill	 the	ae/D	 range	 up	 to	 its	

maximum	value	(equal	to	1	and	corresponding	to	a	full	slotting	operation)	with	another	level	

(0.75)	to	have	the	possibility	to	evaluate	different	calibrating	windows.		

	

Feed	

This	parameter,	together	with	the	cutting	speed,	is	the	main	factor	affecting	the	tool	wear	and	

the	 machined	 surface	 quality.	 Feed	 is	 also	 crucial	 in	 micromilling	 since	 it	 influences	 the	

minimum	chip	 thickness	phenomenon,	 i.e.	 the	ploughing	action	 taking	place	 instead	of	 chip	

formation	when	the	instantaneous	chip	thickness	value	is	lower	than	a	critical	value	[4,	37].	

The	minimum	chip	thickness	depends	on	the	cutting	edge	radius	and	the	workpiece	material	

[8]	 (e.g.	 it	 is	 approximately	 the	 30%	 of	 the	 tool	 edge	 radius	 for	 aluminium	 alloys	 [49]).	

Therefore,	a	different	feed	lower	limit	should	be	set	for	each	tool-workpiece	combination	to	

prevent	 situations	where	 the	 ploughing	 action	 affects	most	 of	 the	 tooth	 engagement	 angle,	

leading	to	tool	vibrations	and	bad	surface	quality.	The	feed	factor	is	expressed	in	terms	of	ratio	
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between	 the	 feed	 itself	 and	 the	nominal	 cutting	edge	 radius	 (fz/re)	 since	 this	 formulation	 is	

effective	in	indicating	whether	the	chip	flows	mainly	on	the	cutting	edge	radius	(fz/re	<	0.30)	or	

also	 on	 the	 rake	 face	 (fz/re	 >	 0.30),	 allowing	 a	 direct	 comparison	 with	 the	 minimum	 chip	

thickness	threshold.	Critical	conditions,	where	the	ploughing	action	is	predominant	comparing	

to	the	shearing	action	along	the	tooth	engagement	angle,	have	been	avoided	in	the	experimental	

design	 by	 selecting	 fz/re	 ranging	 from	 0.5	 to	 1.	 A	 lower	 value	 of	 0.5	 ensures	 that	 the	

instantaneous	uncut	chip	 thickness	 ranges	 from	zero	 to	a	value	higher	 than	 the	30%	of	 the	

cutting	 edge	 radius	 along	 the	 tooth	 engagement	 angle	 and	 that	 the	 cutting	 action	 passes	

certainly	from	ploughing	to	shearing.	It	is	reasonable	not	to	overcome	the	upper	limit	of	1	to	

avoid	excessive	mill	loads.	

	

Cutting	speed	

Finding	the	appropriate	cutting	speeds	(vc)	in	micromilling	is	often	challenging	since	values	

suggested	by	catalogues	are	usually	obtained	by	extrapolating	macro	cutting	conditions.	This	

procedure	 carries	 out	 too	 high	 cutting	 speeds	 for	 the	 thermal	 actions	 allowed	 in	

micromachining	and	for	the	current	spindles	capabilities.	The	workpiece	microstructure	[38],	

the	minimum	 chip	 thickness	 effect	 and	 the	 other	microscale	machining	 typical	 phenomena	

increase	the	thermal	effects	in	the	tool-workpiece	contact	region,	thus	the	approach	to	select	

cutting	speeds	should	be	different	from	the	macroscale.		

Additionally,	vc	is	related	to	the	sampled	force	angular	pitch	Δqs	(Equation	5):	the	higher	vc	

and	n	are,	the	higher	the	force	frequencies;	this	fact	requires	higher	force	sampling	frequencies	

fs	to	maintain	a	defined	Δqs,	but	the	available	force	acquisition	system	bandwidth	sets	an	upper	

limit	to	this	trend	(Section	5).	

Preliminary	experiments	have	been	carried	out	to	find	out	proper	cutting	speed	values	for	

the	 selected	 tool-workpiece	 couple.	 The	 cutting	 speed	 range	 shown	 in	 Table	 2	 allows	 a	
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sufficient	 number	 of	 cutting	 force	 harmonics	 (at	 least	 20)	 to	 stay	 within	 the	 available	

compensated	bandwidth	(Section	5),	to	generate	an	acceptable	workpiece	surface	quality	and	

to	 determine	 a	 fine	 Δqs	 (Section	 7.2).	 It	 should	 be	 noted	 that	 this	 study	 does	 not	 aim	 at	

investigating	the	effect	of	milling	parameters	on	cutting	forces,	hence	it	is	not	needed	to	explore	

the	whole	range	of	suitable	process	parameters	for	the	selected	milling	operations.	vc	values	in	

Table	2	correspond	to	spindle	rotational	speeds	of	8850	and	17850	rpm.	

Moreover,	each	combination	of	depth	of	cut	and	cutting	speed	has	been	checked	in	order	to	

be	a	chatter	free	cutting	condition.	

	

Table	1:	Experimental	set-up	and	acquisition	system	

Machine	tool	

Kern	 EVO	 CNC	 ultra-precision	 5-axis	 machining	 centre	 (spindle	

speed	up	to	50.000	rev/min,	nominal	positioning	tolerance	=	±1	�m,	

precision	on	the	workpiece	=	±2	�m)	

Dynamometer	 Piezo-electric	tri-axial	dynamometer	Kistler	9317B	

Charge	amplifiers	 Kistler	9015A	

Acquisition	board	
NI	9234;	sampling	frequency	(fs)	=	25600	Hz;	anti-aliasing	filter	cut-

off	frequency	=	11500	Hz	

Data	filtering	 5th	order	Butterworth	low-pass	filter	cut-off	frequency	=	6000	Hz	
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Table	2:	Micro-end	milling	force	prediction	model	parameters	

Mill	parameters	(constant)	

Symbol	 Parameter	 Unit	 Value	

-	 mill	material	 -	 TiAlN	coated	hard	metal	

D	 mill	diameter	 mm	 0.5		

I	 number	of	flutes	 -	 2	

re	 cutting	edge	radius	 μm	 4		

αr,n	 nominal	rake	angle	 degrees	 0	

�h	 helix	angle	 degrees	 30	

-	 milling	approach	 -	 up-milling	

	 feed	direction	 	 X		

Workpiece	parameters	(constant)	

Symbol	 Parameter	 Value	

-	 workpiece	material	 Aluminium	6082-T6	

Process	parameters	(variable)	

Symbol	 Parameter	 Unit	 Value	 Non	dimensional	value	

ap	 depth	of	cut	 mm	 0.05,	0.075,	0.1	 ap/D			 0.1	–	0.15	–	0.2	

ae	 width	of	cut	 mm	 0.125,	 0.250,	 0.375,	

0.500	

ae/D			 0.25	–	0.5	–	0.75	–	1	

fz	 feed	per	tooth	 μm	 2,	3,	4	 fz/re				 0.5	–	0.75	–	1	

vc	(n)	 cutting	 speed	

(spindle	 rotational	

speed)	

m/min	

(rpm)	

13.90	 (8850),	 28.04	

(17850)	

-	 -	
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Summing	up,	the	proposed	experimental	design	is	a	complete	factorial	plan	composed	of	72	

process	parameter	combinations	and	2	replicates	for	a	total	amount	of	144	runs,	which	have	

been	completely	randomized.	The	experimental	plan	conditions	are	summarized	 in	Table	2.	

Such	conditions	conventionally	define	the	process	operating	window	in	the	frame	of	this	paper.	

One	mill	has	been	used	to	carry	out	all	the	experimental	runs;	the	limited	total	cutting	time	has	

made	 the	 tool	wear	 effects	 negligible,	 as	 confirmed	 by	 visual	 analyses	 of	 the	 cutters	 at	 the	

microscope.		

The	 three	 force	 components	 (Fx,	 Fy	 and	 Fz)	 have	 been	 selected	 as	 responses	 of	 the	

experimental	plan	(see	Section	5	for	force	compensation	and	Section	7.2	for	force	elaboration).	

	

7.2	Experimental	set-up	and	data	elaboration	

The	experimental	plan	described	in	Section	7.1	has	been	performed	using	the	experimental	

set-up	and	acquisition	system	described	in	Table	1.	

Figure	3	represents	the	used	specimen	and	the	mill	ready	to	produce	the	first	trial.	Slots	

have	been	prepared	before	carrying	out	the	three	hosted	experimental	trials	in	order	to	exclude	

set-up	errors	which	could	affect	ap	and	ae.	A	total	number	of	48	specimen	has	been	used	in	this	

study.	
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Figure	3:	Specimen	mounted	on	the	dynamometer	

	

LabVIEW©	has	been	used	both	for	data	acquisition	and	for	the	force	model	implementation.	

As	 already	 said	 in	 Section	 5,	 the	 force	 signal	 bandwidth	 is	 limited	 by	 the	 applied	

dynamometer	and	the	specimen	mass.	The	force	compensation	procedure	allows	to	extend	the	

available	bandwidth	to	6	kHz;	the	force	sampling	frequency	and	the	filters	cut-off	frequencies	

have	been	set	according	to	this	value	(Table	1).	Together	with	n,	the	force	sampling	frequency	

fs	 (Table	 1)	 defines	 the	 angular	 pitch	 between	 acquired	 force	 points	 according	 to	 the	

Equation	5:	

∆𝜃s =
360 ∙ 𝑛
60 ∙ 𝑓K

	 (5)	
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Δqs	 is	equal	to	2.07°	for	n	=	8850	rpm	and	4.18°	for	n	=	17850	rpm.	These	angular	pitch	

values	 are	 very	 important	 since	 the	 part	 of	 the	 model	 that	 calculates	 the	 cutting	 edges	

kinematics,	both	in	the	calibration	and	in	the	prediction	phases,	has	to	use	the	acquired	force	

pitch	for	reducing	errors.		

The	 force	 compensation	 algorithm	 needs	 a	 rational	 frequency	 resolution	 for	 the	 input	

signals:	this	way,	it	has	been	decided	to	produce	force	signal	time	windows	exactly	5	s	long	to	

obtain	 a	 frequency	 resolution	 equal	 to	 0.2	 Hz	 and	 consequently	 also	 a	 good	 spectral	

information.	 The	 actual	 spindle	 rotational	 speed	 has	 been	 used	 to	 calculate	 the	 number	 of	

complete	tool	revolutions	contained	in	a	5	s	time	window;	the	points	needed	to	complete	the	

time	window	 have	 been	 set	 to	 zero	 according	 to	 the	 zero	 padding	 technique.	 The	 rational	

frequency	resolution	does	not	allow	to	eliminate	 leakage,	but	the	whole	procedure	makes	 it	

acceptable.	

Every	force	time	window	has	been	then	compensated	according	to	the	procedure	explained	

in	Section	5	and	further	windowed	and	phased	with	the	model	angular	reference	system	in	the	

time	domain	in	order	to	exactly	extract	5	tool	revolutions.		

The	 obtained	 data	 base	 of	 force	 signals,	 corresponding	 to	 conditions	 of	 the	 process	

operating	 window,	 have	 been	 made	 available	 for	 the	 following	 performance	 analysis	 of	

different	calibration	windows	(Section	7.3).	It	has	to	be	pointed	out	how	the	data	base	produced	

in	 this	 study	has	 not	 the	 purpose	 to	 precisely	 define	 the	process	 operating	window,	 but	 to	

representatively	 cover	 it	 in	order	 to	contain	a	 large	variety	of	different	admissible	working	

conditions.	

	

7.3	Model	performance	sensitivity	to	the	calibration	window	selection	

A	statistical	analysis	of	the	model	prediction	performance	sensitivity	to	different	calibration	

windows	has	been	carried	out	in	this	Section.		
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The	calibration	window	can	be	defined	as	a	small	set	of	experimental	conditions	selected	in	

the	process	operating	window	to	calibrate	the	model.	

Force	signal	files	(containing	the	five	tool	revolutions	elaborated	according	to	the	procedure	

described	in	Section	7.2)	have	been	loaded	in	the	model	calibration	procedure	for	each	one	of	

the	tested	calibration	windows	in	order	to	fit	the	functions	of	the	cutting	force	coefficients	(Kn	

and	Kf)	and	the	chip	flow	angle	qc	(Equations	1-3).	Kn	and	Kf	depend	on	tc	and	qc	depends	on	q	

in	this	fitted	functions.	Fitting	coefficients	are	the	calibration	phase	result	and	the	input	to	the	

model	prediction	phase.	The	model	performance	has	been	evaluated	over	the	whole	operating	

window.	It	is	worth	to	remind	how,	comparing	to	the	literature,	the	presented	procedure	takes	

into	 account	 process	 variability	 considering	 more	 than	 one	 tool	 rotation	 for	 calibrating	

purposes.	

Next	Sections	deal	with	 the	 three	 calibration	windows	studied	 in	 the	present	paper:	 the	

“complete”	one	(the	most	comprehensive	calibration	window),	the	“reference”	one	(taken	from	

the	 reference	 literature)	 and	 the	 “suggested”	 one	 (found	 out	 in	 the	 present	 study	 as	 an	

improvement	of	the	previous	ones).	

	

The	complete	calibration	window	

Not	all	the	experimental	conditions	of	the	conventional	process	operating	window	defined	

in	 this	 paper,	 and	 represented	 in	 Table	 2,	 can	 be	 used	 for	 calibrating	 purposes.	 The	

characteristics	needed	for	an	experimental	condition	to	be	part	of	the	calibration	window	are:	

• Only	one	cutting	edge	has	to	be	engaged	at	the	same	time	(ae/D	<	1)	(Section	7.1)	

• The	cutting	edge	has	 to	be	engaged	 for	at	 least	90	degrees	(ae/D	≥	0.5)	 in	order	 to	pass	

through	all	the	uncut	chip	thickness	values	from	zero	to	the	maximum	(corresponding	to	

the	feed	per	tooth	fz)	
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• The	current	version	of	 the	model	cannot	be	calibrated	by	 forces	affected	by	 tool	runout.	

Since	 runout	 produces	 peaks	 of	 different	 heights	 for	 the	 two	 cutting	 edges,	 it	 has	 been	

decided	 to	 always	 consider	 the	 part	 of	 the	 force	 signals	 produced	 by	 the	most	 engaged	

cutter	 (the	highest	 one)	 for	 calibration	purposes.	This	 cutter	 follows	a	 trajectory	 that	 is	

more	 similar	 to	 the	 nominal	 cycloid,	 hence	 Equations	 1-2	 can	 be	 successfully	 fitted	 on	

experimental	data.	

The	complete	calibration	window	is	composed	by	all	the	conditions	of	the	process	operating	

window	 (Table	 2)	which	 satisfy	 these	 constraints.	 This	window	 is	 the	widest	 one,	with	 36	

experimental	combinations	repeated	two	times,	for	a	total	of	72	employed	force	signals	(Table	

3).	Such	a	wide	window	is	not	coherent	with	the	purpose	to	calibrate	the	model	on	a	small	series	

of	experiments,	but	it	is	useful	for	the	next	comparisons	carried	out	in	this	paper.	

	

Table	3:	“Complete”	calibration	window	

Process	parameters	

Symbol	 Unit	 Value	 Non	dimensional	value	

ap	 mm	 0.05,	0.075,	0.1	 ap/D			 0.1	–	0.15	–	0.2	

ae	 mm	 0.250,	0.375	 ae/D			 0.5	–	0.75	

fz	 μm	 2,	3,	4	 fz/re				 0.5	–	0.75	–	1	

vc	(n)	 m/min	

(rpm)	

13.90	 (8850),	 28.04	

(17850)	

-	 -	

	

Fitting	 coefficients	 for	 the	Kn	 and	Kf	 and	 qc	 functions	 have	 been	 obtained	 by	 the	model	

calibration	over	this	calibration	window	(Section	4.2).	Such	coefficients	have	been	employed	in	

the	prediction	phase	to	obtain	predicted	forces	 for	all	 the	process	parameters	combinations	

included	in	the	process	operating	window	(Table	2).	
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The	RMSE	has	been	calculated	for	all	the	three	force	components	by	comparing	measured	

and	 predicted	 forces	 obtained	 in	 the	 same	 conditions	 over	 the	 entire	 process	 operating	

window.	A	proper	statistical	analysis	 showed	how	the	Fz	 component	mean	RMSE	 calculated	

over	 the	 whole	 process	 operating	 window	 has	 been	 always	 approximately	 one	 order	 of	

magnitude	lower	than	Fx	and	Fy	components	mean	RMSEs.	Moreover,	RMSEx	and	RMSEy	proved	

to	be	highly	correlated	between	each	other.	These	results	have	allowed	to	focus	the	following	

analysis	 only	 on	 RMSEx.	 The	 same	 considerations	 are	 valid	 also	 for	 the	 reference	 and	 the	

suggested	calibration	windows.	

The	regression	model	reported	in	Equation	6	has	been	obtained	after	coding	each	process	

parameter	value	as	-1	when	equal	to	the	lowest	end	of	the	process	operating	window	range	

(Table	 2)	 and	 as	 1	 when	 equal	 to	 the	 highest	 end	 (intermediate	 coded	 values	 have	 been	

proportionally	calculated):	this	way,	each	regression	equation	coefficient	directly	represents	

the	process	parameter	weight	on	the	RMSEx.		

	

LRMSEQ,RS,4T-U- =	0.384	+	0.00075∙vc	+	0.0279∙fz	+	0.102∙ae	+	0.0680∙ap	+	0.0410∙fz∙ae		 (6)	
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Figure	4:	RMSEx,complete	map	at	vc	=	+1	(28.04	m/min		(17850	rpm))	and	ap	=	+1	(0.1	mm).	Solid	

dots	represent	points	where	both	calibration	and	validation	have	been	carried	out.	Empty	dots	

represent	points	where	only	validation	has	taken	place	

	

The	 regression	 model	 fully	 satisfies	 the	 analysis	 of	 variance	 (ANOVA)	 hypotheses	 of	

normality	distribution,	equal	variances	and	time	independence	of	residuals	[50].	Moreover,	it	

is	statistically	significant	and	its	R2adj	[50]	is	equal	to	84%	as	an	indication	of	how	good	this	

model	 explains	 the	 observed	 data	 variability.	 The	 cutting	 speed	 vc	 is	 not	 significant,	 as	

confirmed	by	its	low	regression	coefficient,	but	it	has	been	included	in	the	model	to	pass	the	

lack	of	fit	test	[50].	The	non	significance	of	vc	confirms	the	model	hypothesis	according	to	which	

vc	does	not	play	a	role	on	forces,	even	if	it	cannot	be	excluded	that	higher	cutting	speeds	could	

induce	 sufficient	 thermal	 effects	 to	 act	 on	 the	 cutting	 force	 coefficients.	

The	regression	model	is	basically	additive	and	the	most	influencing	cutting	parameters	are	the	

depth	of	cut	ap,	the	width	of	cut	ae,	the	feed	per	tooth	fz	and	their	interaction.		
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Other	models	have	been	 fitted	 to	 experimental	data,	 but	 the	model	 containing	only	 first	

degree	terms,	apart	from	the	fz�ae	second	order	mixed	term,	demonstrated	to	be	both	the	most	

suitable	under	the	statistic	point	of	view	and	the	simplest	possible.	

The	sensitivity	analysis	points	out	how	the	RMSEx,complete	model	performance	decreases	as	

the	process	parameters	increase,	as	indicated	by	the	positive	sign	of	regression	coefficients	in	

Equation	6.	A	graphical	representation	of	the	force	prediction	model	performance	RMSEx,complete	

in	function	of	ae	and	fz	when	ap	and	vc	assume	the	worst	value	is	presented	in	Figure	4.	In	the	

graphical	representation	of	RMSEx	on	the	process	operating	window,	it	has	been	decided	to	pay	

more	attention	to	the	effect	of	fz,	ae	and	their	interaction	since	fz	and	ae	are	the	core	parameters	

used	by	the	model	to	explain	the	force	behaviour,	while	vc	has	proved	not	to	be	significant	and	

ap	plays	a	theoretically	linear	effect	on	the	cutting	forces.		

A	further	analysis	has	been	carried	out	on	the	RMSEx	response	divided	by	the	mean	value	of	

the	 peak	Fx	moduli	 along	 the	 five	 acquired	 periods.	 Such	 an	 analysis	 is	 useful	 to	 check	 the	

significance	 of	 cutting	 parameters	 on	 a	 relative	 error	 index,	 where	 the	 error	magnitude	 is	

considered	relatively	to	the	force	magnitude,	based	on	the	principle	according	to	which	it	 is	

reasonable	that	higher	forces	could	imply	higher	errors	without	affecting	the	model	prediction	

performance.	It	is	interesting	to	point	out	how	the	relative	error	maps	show	the	same	results	

reported	in	Figures	4-6,	where	higher	cutting	parameters	values	produce	higher	errors.	Among	

the	other	cutting	parameters,	only	ap	shows	a	different	effect	on	the	relative	error	respect	to	

the	absolute	one.	In	fact,	it	is	not	significant	on	the	relative	error,	thus	demonstrating	that	the	

model	 substantially	 captures	 the	 direct	 effect	 of	ap	 on	 forces	 and	 that	 the	 error	 is	 directly	

related	to	the	force	magnitude.	
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The	reference	calibration	window	

The	calibration	window	presented	in	this	Section	is	the	reference	of	this	study	since	it	has	

been	 applied,	 with	 some	 small	 differences	 explained	 in	 the	 following,	 by	 Lee	 et	 al.	 [37]	 to	

calibrate	their	mechanistic	model.		

Four	process	parameter	combinations	that	satisfy	the	calibration	constrains	discussed	for	

the	complete	calibration	window	have	been	selected	to	calibrate	the	cutting	force	coefficients;	

process	parameters	levels	have	been	set	at	their	lowest	acceptable	value	excluding	feed,	that	

has	been	varied	in	each	test	(Table	4).	

In	order	to	cover	a	fz/re	range	similar	to	the	one	used	in	[37],	fz	=	5	μm	has	been	added	to	

the	calibration	conditions.		

The	applied	cutting	speed	vc	has	been	lower	than	the	one	used	by	Lee	et	al.	[37],	which	was	

equal	to	15.8	m/min	(n	=	10000	rpm).	This	choice	aims	at	avoiding	the	leakage	caused	by	the	

irrational	frequencies	that	would	have	characterized	the	cutting	force	main	harmonics.	A	set	of	

four	experiments	(one	replication	per	condition)	has	been	especially	carried	for	this	calibration	

window	to	guarantee	homogeneous	experimental	conditions.	

	

Table	4:	“Reference”	calibration	window	

Process	parameters	

Symbol	 Unit	 Value	 Non	dimensional	value	

ap	 mm	 0.05	 ap/D			 0.1	

ae	 mm	 0.250	 ae/D			 0.5	

fz	 μm	 2,	3,	4,	5	 fz/re				 0.5	–	0.75	–	1	–	1.25	

vc	(n)	 m/min	

(rpm)	

13.90	(8850)	 -	 -	
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The	same	procedure	described	for	the	complete	calibration	window	has	been	applied	also	

in	case	of	the	reference	calibration	window	to	obtain	predicted	force	components	and	RMSEs	

over	the	entire	process	operating	window.	Also	in	this	case,	it	is	worth	focusing	the	analysis	on	

only	RMSEx.	The	relative	error	(RMSEx	divided	by	the	mean	value	of	the	peak	Fx	moduli	along	

the	five	acquired	periods)	shows	the	same	trends	as	the	absolute	one	in	function	of	the	process	

parameters.	The	process	parameter	ap	 is	significant	on	RMSEx	while	 it	 is	not	on	the	relative	

error,	 as	 in	 the	 case	of	 the	 complete	 calibration	window.	The	 regression	model	 reported	 in	

Equation	7	has	been	obtained	after	coding	the	process	parameters	values	as	already	described	

for	the	complete	calibration	window.	

	

LRMSEQ,5-V-5-WR- =	0.484	-	0.00222∙vc	+	0.0624∙fz	+	0.126∙ae	+	0.0816∙ap	+	0.0306∙fz∙ae		 (7)	

	

Also	in	this	case,	the	model	structure	already	used	for	RMSEx,complete	is	the	most	suitable.	

The	regression	model	fully	satisfies	the	ANOVA	hypotheses,	it	is	statistically	significant	and	

its	R2adj	[50]	is	equal	to	86%.	vc	is	not	significant	inside	the	RMSEx,reference	regression	model	even	

if	it	has	been	kept	to	pass	the	lack	of	fit	test	[50].	

The	regression	model	is	additive	and	ap,	ae,	fz	and	the	interaction	between	ae	and	fz	play	the	

major	 role	 on	 the	 force	 prediction	 model	 performance,	 which	 gets	 worse	 when	 process	

parameters	 increase.	This	 last	 consideration	 is	not	 valid	 for	vc,	 but	 its	 effect	 is	negligible.	A	

graphical	representation	of	the	force	prediction	model	performance	RMSEx,reference	in	function	

of	ae	and	fz	when	ap	and	vc	assume	the	worst	value	is	presented	in	Figure	5.	
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Figure	5:	RMSEx,reference	map	at	vc	=	+1	(28.04	m/min		(17850	rpm))	and	ap	=	+1	(0.1	mm).	

Empty	dots	represent	points	where	only	validation	has	taken	place.	No	calibration	points	are	

visible	on	this	plane	

	
As	it	could	be	expected,	the	“complete”	calibration	window	produces	better	predictions	than	

the	“reference”	one	since	 it	calculates	the	fitting	coefficients	based	on	more	data:	the	RMSEx	

mean	value	calculated	over	the	whole	process	operating	window	is	equal	to	0.250	N	for	the	

reference	calibration	window	and	0.157	N	for	the	complete	one.	

	

The	suggested	calibration	window	

The	 complete	 calibration	window	 performance	 has	 demonstrated	 to	 be	 better	 than	 the	

reference	one	even	if	 it	 is	not	coherent	with	the	aim	of	mechanistic	models	to	minimize	the	

experimental	effort	required	for	their	calibration.	This	is	the	reason	why	this	Section	has	been	

focused	on	determining	a	possible	calibration	strategy	that	maximizes	 the	model	prediction	

performance	contemporarily	reducing	 the	required	experiments.	The	proposed	approach	 to	
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define	 the	 so	 called	 “suggested”	 calibration	window	 is	 based	 on	 the	 general	 rule	 of	 thumb	

according	 to	which	 the	 cutting	quality	 tends	 to	 get	worse	when	 forces	 increase.	 This	 trend	

seems	to	be	applicable	also	to	the	model	force	prediction	performance,	which	is	worse	for	both	

the	 tested	calibration	windows	where	cutting	parameters	assume	 their	maximum	value,	 i.e.	

where	forces	are	higher.	Only	vc	should	be	excluded	from	this	analysis	since	it	is	not	significant	

on	RMSEx	and	also	on	the	cutting	force.	In	any	case,	it	is	reasonable	to	consider	an	high	value	of	

vc	more	critical,	since	it	tends	to	produce	process	instabilities.	

According	 to	 these	 assumptions,	 it	 seems	 advisable	 to	 calibrate	 the	 model	 in	 the	 most	

critical	process	operating	window	area.	This	way,	process	parameters	highest	values	have	been	

selected	 to	 form	 the	 suggested	 calibration	 window,	 always	 considering	 the	 calibration	

constraints	already	defined	for	the	complete	calibration	window.	

Three	conditions	with	two	replicates	have	been	included,	for	a	total	amount	of	six	milling	

tests	(Table	5).	

	

Table	5:	“Suggested”	calibration	window	

Process	parameters	

Symbol	 Unit	 Value	 Non	dimensional	value	

ap	 mm	 0.1	 ap/D			 0.2	

ae	 mm	 0.375	 ae/D			 0.75	

fz	 μm	 2,	3,	4	 fz/re				 0.5	–	0.75	–	1	

vc	(n)	 m/min	

(rpm)	

28.04	(17850)	 -	 -	

	

The	RMSEx,suggested	regression	equation	is	expressed	in	Equation	8	and	the	error	map	in	the	

worst	conditions	(vc	=	+1	and	ap	=	+1)	is	depicted	in	Figure	6.	
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LRMSEQ,/XYY-/U-6 =	0.391	+	0.00154∙vc	+	0.0178∙fz	+	0.0815∙ae	+	0.0693∙ap	+	0.0434∙fz∙ae		 (8)	

	

The	regression	model	fully	satisfies	the	ANOVA	hypotheses,	it	is	statistically	significant	and	

its	R2adj	 [50]	 is	 equal	 to	80%.	Also	 in	 this	 case,	vc	 is	 not	 significant	 inside	 the	RMSEx,suggested	

regression	model	even	if	it	has	been	kept	to	pass	the	lack	of	fit	test	[50].	The	most	influencing	

factors	are,	as	in	the	other	cases,	ap,	ae,	fz	and	the	interaction	between	ae	and	fz.	

Also	in	this	case,	the	model	structure	already	used	for	RMSEx,complete	and	RMSEx,reference	is	the	

most	suitable	under	the	statistical	point	of	view.	The	analysis	of	the	relative	error	brings	to	the	

same	results	of	the	previous	calibration	windows.	Also	the	relative	error	increases	where	the	

process	parameters	assume	high	values	and	it	does	not	depend	on	ap	(see	comments	on	the	

previous	calibration	windows).	

	

	

Figure	6:	RMSEx,suggested	map	at	vc	=	+1	(28.04	m/min		(17850	rpm))	and	ap	=	+1	(0.1	mm).	

Solid	dots	represent	points	where	both	calibration	and	validation	have	been	carried	out.	

Empty	dots	represent	points	where	only	validation	has	taken	place	



35	

As	it	can	be	noticed	from	a	comparison	of	Figure	4	and	Figure	6	and	from	a	comparison	of	

Equation	 6	 and	 Equation	 8,	 the	 model	 prediction	 performance	 in	 case	 of	 the	 suggested	

calibration	window	is	similar	to	the	one	obtained	from	the	complete	calibration	window.	The	

RMSEx	mean	value	calculated	over	the	whole	process	operating	window	is	equal	to	0.161	N	for	

the	suggested	calibration	window	and	0.157	N	for	the	complete	one.		

	

8	 Discussion	

The	best	way	to	discuss	results	is	to	briefly	summarize	the	steps	performed	in	this	study	

pointing	out	the	related	achievements:	

• Three	different	calibration	windows,	composed	by	different	combinations	of	 the	process	

parameters	ap,	ae,	fz	and	vc,	have	been	selected	

• The	model	has	been	 calibrated	on	 each	one	of	 the	 three	 calibration	windows,	 obtaining	

three	different	sets	of	Kn,	Kf	and	qc	functions	(Section	4.2)	

• The	 model	 calibrated	 according	 to	 the	 three	 calibration	 windows	 has	 been	 applied	 to	

predict	forces	for	each	one	of	the	process	operating	window	parameters	combinations	

• RMSEx	has	been	selected	as	error	index	since	RMSEz	is	negligible	compared	to	RMSEx	and	

RMSEy	and	RMSEy	is	highly	correlated	to	RMSEx	

• RMSEx	 has	 been	 calculated	 for	 each	 one	 of	 the	 process	 operating	 window	 parameters	

combinations.	Three	different	error	maps	have	been	obtained	

• A	regression	model	relating	RMSEx	to	the	process	parameters	has	been	carried	out	in	the	

three	cases	in	order	to	evaluate	the	most	influencing	factors	on	the	prediction	error.	This	

analysis	has	led	to	some	important	considerations	that	give	new	information	on	the	process	

mechanics	and	on	the	model	capability	to	capture	it:	

o All	the	parameters,	apart	from	vc,	have	a	direct	effect	on	the	error,	which	means	that	

the	error	increases	when	parameters	values	increase	



36	

o vc	is	not	significant	on	the	error.	This	fact	proves	that	the	assumption	according	to	

which	the	model	does	not	consider	vc	as	input	parameter	is	correct	

o ap	is	significant	on	RMSEx,	but	it	is	not	significant	on	the	relative	error	(RMSEx	divided	

by	the	mean	value	of	the	peak	Fx	moduli	along	the	five	acquired	periods).	This	fact	

points	out	that	the	error	increases	with	ap,	but	this	could	be	a	natural	trend	because	

also	Fx	increases	with	ap.	

o The	RMSEx	mean	value	calculated	over	the	whole	process	operating	window	in	the	

three	 different	 calibration	 window	 cases	 has	 pointed	 out	 as	 the	 “suggested”	

calibration	window	has	a	performance	very	close	to	the	“complete”	one	even	if	based	

on	6	calibration	tests	against	72.	The	“reference”	calibration	window	performance	is	

the	worst,	even	if	it	was	applied	in	[37].	This	fact	proves	that	if	the	calibration	tests	

are	carefully	selected,	a	good	model	prediction	performance	can	be	obtained	also	

saving	the	employed	resources.	Also	another	 important	conclusion	can	be	drawn,	

since	this	result	proves	that	the	mechanistic	model	object	of	this	study	and	its	cutting	

force	 coefficients	 are	 not	 independent	 from	 process	 parameters,	 but	 a	 different	

prediction	 performance	 can	 be	 obtained	 in	 function	 of	 the	 process	 parameters	

values	 used	 for	 the	 model	 calibration.	 Best	 calibration	 conditions	 seem	 to	

correspond	 to	 the	 highest	 process	 parameters	 values	 and,	 consequently,	 to	 the	

highest	 forces,	 conditions	 where	 the	 model	 prediction	 error	 is	 higher.	 Since	 the	

selected	force	model	is	representative	for	micromilling,	the	acquired	knowledge	is	

important	and	can	be	used	to	improve	the	model	itself.	

Figure	7	shows	a	comparisons	between	measured	and	predicted	cutting	forces	for	one	tooth	

passage	in	case	predicted	forces	very	well	agree	with	the	measured	ones	(Figure	7(a))	and	in	

case	 the	 model	 prediction	 performances	 is	 worse	 (Figure	 7(b))	 (i.e.	 where	 all	 the	 process	
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parameters	are	set	at	their	highest	values).	The	suggested	calibration	window	has	been	applied	

in	both	the	cases.	

	

(a)		 	 	 	 	 	

(b)	

Figure	7:	Comparison	between	measured	and	predicted	cutting	forces	for	one	tooth	passage.	

a)	ap	=	0.1	mm;	ae	=	0.250	mm	(0.5D);	fz	=	3	μm;	vc	=	13.90	m/min.	b)	ap	=	0.1	mm;	ae	=	0.5	mm	

(D);	fz	=	4	μm;	vc	=	28.04	m/min	
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9	 Conclusions	

The	present	 study	has	 been	 focused	on	 the	 experimental	 calibration	 and	 validation	of	 a	

highly	representative	mechanistic	micromilling	force	prediction	model.	This	relevant	topic	is	

rarely	treated	in	the	micromilling	literature	even	if	it	determines	the	model	performance	and	

applicability.	

It	 has	been	pointed	out	how	 the	model	prediction	performance	depends	on	an	accurate	

calibration	window	selection,	i.e.	on	a	proper	selection	of	the	process	parameters	combinations	

to	 use	 for	 calibrating	 the	 model.	 The	 model	 and	 its	 cutting	 force	 coefficients	 can	 be	

consequently	 considered	 as	 dependent	 on	 the	 cutting	 conditions	 through	 the	 calibration	

experiments.	The	comparison	among	three	different	calibration	windows	has	allowed	to	verify	

how	calibrating	the	model	in	a	region	of	the	process	operating	window	characterized	by	high	

cutting	force	values	seems	to	be	the	best	choice,	as	a	confirmation	of	the	relevance	of	forces	on	

the	overall	process	quality,	including	also	the	process	predictability.		

The	model	calibration	can	be	carried	out	based	on	a	small	set	of	experiment	if	the	calibration	

window	position	is	correctly	selected.	

Reliable,	 accurate	 and	 repeatable	 calibration	 and	 validation	 tasks	 have	 required	 the	

application	of	objective	definitions	and	accurate	experimental	procedures:	

• The	 force	 acquisition	 experimental	 procedure	 has	 been	 carefully	 designed	 to	 take	 into	

account	 typical	phenomena	as	 the	 load	 cell	 bandwidth	 limitation,	 signal	windowing	and	

leakage	 and	 signal	 variability.	 Regarding	 this	 last	 point,	 the	model	 has	 been	 improved,	

comparing	 to	 literature,	 to	 consider	more	 force	 periods	 in	 the	 calibration	 phase,	which	

makes	it	more	statistically	robust	

• The	 model	 prediction	 error	 has	 been	 defined	 in	 order	 to	 allow	 comparisons.	 Other	

performance	indexes	could	be	introduced	by	further	studies	
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• A	clear	and	repeatable	validation	procedure	based	on	the	evaluation	of	the	model	prediction	

error	over	the	whole	process	operating	window	has	been	introduced	and	applied.	

The	validation	procedure	has	pointed	out	some	fundamental	considerations	on	the	role	of	

the	cutting	speed	vc	and	depth	of	cut	ap	on	the	model	prediction	capability.	The	cutting	speed	

has	 demonstrated	 to	 play	 a	 negligible	 role	 on	 the	 prediction	 error	 confirming	 the	 model	

hypothesis	not	to	consider	vc	among	its	input	parameters.	The	depth	of	cut	influences	the	force	

prediction	error	but,	when	 the	error	 is	 considered	 relatively	 to	 the	 force	magnitude,	 the	ap	

effect	disappears,	 as	pointing	out	how	 the	prediction	error	 could	 increase	at	high	ap	 values	

simply	 because	 also	 forces	 are	 high	 in	 those	 conditions.	 Further	 studies	 could	 improve	 the	

model	 prediction	 capability	 by	 investigating	 the	 pointed	 out	 possibilities.	 These	 results	

demonstrate	 how	 new	 knowledge	 on	 the	 process	 mechanics	 could	 come	 from	 a	 rigorous	

calibration	and	validation	procedure.	
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